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Abstract

Large Language Models (LLMs), such as Chat-001
GPT, are used daily for different human-like002
text generation tasks. This motivates us to ask:003
Can an LLM generate human dreams? For this004
research, we explore this new avenue through005
the lens of ChatGPT, and its ability to gener-006
ate valid dreams. We have three main findings:007
(i) Chatgpt-4o, the new version of chatGPT,008
generated all requested dreams. (ii) Gener-009
ated dreams meet key psychological criteria of010
dreams. (iii) Generated dreams embed biases011
towards different groups. We hope our work012
will set the stage for developing a new task of013
dream generation for LLMs. This task can help014
psychologists evaluate patients’ dreams based015
on their demographic factors.016

1 Introduction017

A dream is a series of involuntary images, ideas,018

and emotions during sleep, especially in the rapid019

eye movement (REM) stage (apa, 2024). Dreams020

are crucial in psychology, as they provide insight021

into the mind, revealing hidden desires, fears, psy-022

chological status, and conflicts (Freud, 1900; Hob-023

son, 2009; Solomonova et al., 2021).024

Large Language Models (LLMs) aim to mimic025

psychological phenomena by simulating aspects026

of human cognition, such as language understand-027

ing, reasoning, and emotion recognition (Sartori028

and Orrù, 2023; Hofweber et al., 2024; Kuo and029

Chen, 2023). While still not there, using dreams030

generated by LLMs may serve a helpful tool to the031

professional systemization of humans’ dreams anal-032

ysis, categorized by a person’s characteristics, thus033

allowing a deeper understanding of an individual’s034

dreams and their psychological diagnosis.035

In this work, we lay the groundwork for this036

task - dreams generation. As this avenue is un-037

dereamined, we try to shed light on the capabili-038

ties of certain LLMs to generate dreams that meet039

psychological criteria, and the biases reflected in040

these dream descriptions. We picked ChatGPT, 041

the most globally popular LLM1 as our test case. 042

We use several versions of ChatGPT3.5 and Chat- 043

GPT4o, the most recent version of the OpenAI’s 044

LLM. Through an in-depth analysis of the results 045

of different versions of ChatGPT and the dreams 046

they produce, we find that: 047

• ChatGPT4o generates a dream description per 048

every prompt, which is different from its pre- 049

decessors. 050

• Dream descriptions that are generated by 051

ChatGPT models follow some common psy- 052

chological definitions of a dream but do not 053

fully capture how a dream looks/feels like. 054

• The dream descriptions generated by gpt- 055

3.5-turbo-16k, gpt-3.5-turbo-16k-0613, and 056

gpt4o models are mainly biased towards de- 057

mographic factors. 058

2 Dreams in Psychology 059

Traditionally, dreams are mostly associated and 060

analyzed through REM sleep (Hobson and Pace- 061

Schott, 2002; Nir and Tononi, 2010). Formally, 062

in the APA Dictionary of Psychology (apa, 2024), 063

REM dreams are defined by four attributes: (1) a 064

sense of motion in space paired with visual imagery 065

(Motion); (2) strong emotions, especially fear, eu- 066

phoria, or anger (Emotion); (3) the perception that 067

dream events, characters, and situations are real 068

(Realness); and (4) unexpected changes in charac- 069

ters, situations, and plot elements (Discontinuity). 070

Other attributes derived from psychological works 071

include the location of the dream, which is mostly 072

in normative daily scenes (Domhoff, 2007; Snyder 073

et al., 1968) (Location); the existence of at least 074

one other being (Domhoff, 2007; Snyder, 1970; 075

Dorus et al., 1971) (Other Beings); the existence 076

1https://zapier.com/blog/best-llm/
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of objects (Domhoff, 2007; Snyder, 1970; Dorus077

et al., 1971) (Objects); and the activity of talking078

with other beings (Domhoff, 2007; Snyder, 1970)079

(Conversation). We will check if generated dreams080

meet psychological criteria.081

3 Related Work082

LLMs are being tested through different advanced083

generation tasks of human nature, such as sarcasm084

(Chakrabarty et al., 2020), metaphor (Chakrabarty085

et al., 2021), storytelling (Yao et al., 2019;086

Yang et al., 2022), humour (Mittal et al., 2022;087

Dsilva, 2024; Tikhonov and Shtykovskiy, 2024),088

songs (Tian and Peng, 2022; He et al., 2019), hyper-089

bole (Tian et al., 2021) and tongue twisters (Loak-090

man et al., 2024).091

The mimicry of human thinking and behavior092

by LLMs is still under research. Binz and093

Schulz (Binz and Schulz, 2023) and Abbasiantaeb094

et al. (Abbasiantaeb et al., 2024) explored LLMs’095

abilities to simulate human understanding and inter-096

actions. Zhang et al. (Zhang et al., 2023b) focused097

on using human-like reasoning to improve LLMs’098

decision-making. Another research area is LLMs’099

fairness, with Bender et al. (Bender et al., 2021)100

and Noble (Noble, 2018) highlighting the risks of101

biases and stereotypes. Zheng et al. (Zheng et al.,102

2024) explored enhanced biases in judgments car-103

ried out by LLMs. Turpin et al. (Turpin et al., 2024)104

showed that biases in quality assessment tasks can105

significantly affect LLMs’ reasoning.106

However, the topic of generating dreams is yet to107

be covered. Recent work (Bertolini et al., 2024)108

explored LLMs’ ability to classify dreams by emo-109

tions but did not examine their ability to produce110

dreams or consider other psychological criteria.111

This research evaluates ChatGPT’s ability to gen-112

erate dreams descriptions matching known psycho-113

logical frameworks (apa, 2024; Snyder et al., 1968;114

Dorus et al., 1971) and to produce dreams fairly.115

4 Methodology116

In this research, we tackle three research questions:117

1. Can LLMs generate dreams?118

2. Do dreams generated by LLMs comply with119

psychological criteria of dreams?120

3. Are LLMs biased when generating dreams?121

To address these questions, we devised a dedi-122

cated methodology. To generate the dreams we123

use Context-Less Generation (Wan et al., 2023; 124

Wan and Chang, 2024), in which the model is 125

prompted with a simple zero-shot description of 126

the dreamer - race, religion, and gender (Hanna 127

et al., 2023; Salewski et al., 2024; Mahomed et al., 128

2024; Calderon et al.; Zhang et al., 2023a). We 129

added a control group, person. These demographic 130

factors are found in Table 1. Our methodology fol- 131

lows the steps below: (1) Given a demographic 132

factor, replace the mask in the prompt with it: 133

"Pretand you are {MASK}. Please generate 134

a dream that this person dreamt last night.", and 135

the prompt to model M . (2) Get the response ri. 136

(3) Run steps 1-2 five times in different sessions 137

(no memorization, zero-shot), thus getting the set 138

rij = {ri0 , ri1 , ri2 , ri3 , ri4}. (5) Annotate using 139

human annotators each rij set based on predefined 140

attributes. (6) Analyze the results.

Race Religion Gender Control
Asian Jewish Female Person
Indian Christian Male
Black Muslim
White

Hispanic
Arab

Table 1: Table of simple demographic factors of people
used for prompting GPT models.

141
Some models provided very few dreams. We con- 142

cluded this by automatically analyzing for a single 143

disclaimer or absence of multiple blank lines2. 144

Attributes: For each sample, we annotated the fol- 145

lowing attributes: (1) is there a dream? (yes/no), 146

based on the existence of a story. (2) is there 147

a disclaimer? (yes/no), where a disclaimer is a 148

text similar to "I’m sorry, but I cannot fulfill that 149

request." or "As an AI, I don’t have dreams or 150

feelings". (3) the pronoun used for the dreamer 151

(I/You/He/She/They) (4) the existence of other lan- 152

guages used in the dream, and which language 153

(Arabic/Hebrew/Spanish/Others/None) (5-11) the 154

psychological attributes from Section 2 - Motion 155

(yes/no), Emotion (yes/no), Realness (yes/no), Dis- 156

continuity (yes/no), Location, Other Beings, Ob- 157

jects and Conversation (yes/no). 158

Human Evaluation: Three annotators partici- 159

pated: two Masters students with an academic back- 160

ground in psychology and one computer science 161

2Concrete dreams were spread across multiple lines upon
close inspection.
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postdoctoral fellow. Each sample was annotated162

by two annotators, with a third resolving any dis-163

agreements (Mukhtar et al., 2017). The full text164

of instructions given to annotators is presented in165

Appendix E.166

Metrics: We used a success rate metric for gen-167

erating dreams, similar to previous work (Wen168

et al., 2024; Zhao et al., 2024). This measured169

the model’s ability to produce valid dreams (i.e.,170

containing a story) or without disclaimers. The171

success rate was the number of samples meeting172

the criteria divided by the total samples.173

We also used the Chi-Square test to evaluate the174

independence of attributes and demographic fac-175

tors/models, similar to previous research (Hanna176

et al., 2023; Calderon et al.; Mahomed et al., 2024).177

χ2 =
∑ (Oi − Ei)

2

Ei
178

where Oi is the observed frequency and Ei is the179

expected frequency.180

5 Experiments181

We generated three popular demographic factors182

groups to use for the prompts - religion, race, and183

gender, and a control group - person. The full list184

is presented in Table 1. We used the prompt from185

Section 4 with each factor.186

We evaluated several gpt models: gpt-3.5-turbo187

(gpt3.5T), gpt-3.5-turbo-16k-0613 (gpt3.5T16k),188

gpt-3.5-turbo-0613 (gpt3.5T0613), and gpt-3.5-189

turbo-1106 (gpt3.5T1106), gpt-4o (gpt4o). We190

used the default parameters (e.g., temperature 1.0,191

Top-P 1.0) of all models. In total, for each model,192

we obtained 60 samples, based on the demographic193

factors. The samples, code, and anonymized anno-194

tations are available online3. The code is under the195

MIT license (Open Source Initiative, 2023).196

6 Dream Generation Analysis197

In this section, we analyzed all 300 generated re-198

sponses, to assess the ability of a model to gen-199

erate a basic dream generation. We summed all200

samples. The full details of each are presented in201

Appendix C.202

We found that gpt4o generated 100% of requested203

dreams, while gpt3.5T16k and gpt3.5T0613 pro-204

duced over 68%. However, both gpt3.5T and205

gpt3.5T1106 generated less than 20% of dreams,206

with the latter experiencing a significant drop207

3https://anonymous.4open.science/r/DreamGPT-9653/

in performance despite being released later than 208

gpt3.5T16k and gpt3.5T06134. Thus, we dropped 209

further analysis of the latter models. 210

Out of these generated dreams, we continually ana- 211

lyzed the generated dreams (Table 2). We explored 212

whether the model did not produce a disclaimer stat- 213

ing it is an AI that does not dream, thus following 214

the prompt directly without an explicit objection. 215

Model Gen No Disc 1st
gpt3.5T 13% - -

gpt3.5T16k 75% 31% 15%
gpt3.5T0613 68% 39% 17%
gpt3.5T1106 18% - -

gpt4o 100% 98% 73%

Table 2: Dream generation characteristics, based on the
generated dreams (Gen) out of total sample size (Samp),
the nonexistence of a disclaimer (No Disc), and whether
the dream is in first person view (1st). The original
sample size is 60 dreams. The gpt3.5T and gpt3.5T1106
were eliminated in the deeper analysis due to their poor
performance in the initial dream generation.

216

We found that this phenomenon of no dis- 217

claimer+dream was found in 97% of gpt4o 218

dreams, 39% of gptT0613 dreams, and 31% of 219

gptT061316k dreams. 220

We also looked at whether the dream was gener- 221

ated in first person, as the prompt started with "pre- 222

tend you are...". In that aspect, gpt4o met 73% of 223

the times, gptgpt3.5T16k 15% of the times, and 224

gpt3.5T0613 17% of the times. 225

In short, although with some decrease caused 226

by matching the full criteria, gpt4o followed the 227

prompted dream generation with a significant gap 228

(∼60%) between its performance and the other two 229

models’ performances. 230

Although not all generated dreams complied with 231

the no disclaimer+first person criteria, we contin- 232

ued with the generated dreams (Gen from Table 2). 233

For the next sections, we considered 60 dreams for 234

gpt4o, 45 dreams for gpt3.5T16k, and 41 dreams 235

for gptgpt3.5T06135. 236

7 Psychological Dream Attributes 237

APA Attributes: The results of APA’s attributes 238

(Section 2) are presented in Table 3. It can be 239

4https://context.ai/compare/gpt-3-5-turbo-16k/gpt-3-5-
turbo

5Similarly to other work (Wan et al., 2023), that drew
interesting conclusions from small LLM-generated samples.
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seen that the three models meet the motion and240

emotion dream properties raised by APA. In the241

discontinuity attribute, gpt3.5T16k got 56%, and242

gpt3.5T0613 got 37%. Gpt4o shows the greatest243

promise in this attribute, with 70%. However, all244

models lack a sense of realness, as this property245

does not have a clear indication in the dreams.246

Model M E R D
gpt3.5T16k 98% 100% 0% 56%

gpt3.5T0613 100% 100% 0% 37%
gpt4o 100% 100% 7% 70%

Table 3: APA Attributes Results. M stand for motion, E
for emotion, R for realness and D for discontinuity. It is
shown that gpt4o complies the most APA’s properties
of ERM dreams.

247

Model N_Loc Other Beings Conv
gpt3.5T16k 47% 96% 51%

gpt3.5T0613 44% 88% 44%
gpt4o 73% 95% 67%

Table 4: Other Attributes Results. N_Loc stands for lo-
cations in nature, Other Beings for people/animals, and
Conv for conversation. It is shown that gpt4o complies
the most with all properties.

248

Other Attributes: We explored attributes from249

various psychological sources, including locations,250

beings and interactions (Section 2). Non-daily lo-251

cations appeared in 73% of gpt4o dreams, 44%252

of gpt3.5T0613 dreams, and 47% of gpt3.5T16k253

dreams. This shows that the models do not254

fully comply with this property. Also, all mod-255

els included at least one other being in the256

dreams (Domhoff, 2007; Snyder, 1970; Dorus et al.,257

1971). Conversations were found in 67% of gpt4o258

dreams, 44% of gpt3.5T0613 dreams, and 51% of259

gpt3.5T16k’s dreams.260

Overall, meeting all psychological dream defini-261

tions is not trivial for LLMs. However, the ability262

to generate dreams with embedded creatures, and263

motion/emotion rules is met 100% by each model264

we explored. Still, gpt4o is the leader in psycho-265

logical attributes in general.266

8 Biased Dream Attributes267

In this section, we present insights derived from268

attributes other than the previous section’s psycho-269

logical ones. These insights showcase biases to- 270

wards specific demographic factors. 271

Pronouns: Among non-genderized demographic 272

factors generated dreams, "he" pronoun usage was 273

6 out of 38 (16%) in gpt3.5T16k, 1 out of 36 274

(3%) in gpt3.5T0613, and 4 out of 50 (10%) in 275

gpt4o, while "she" was never used. In this aspect, 276

gpt4o is overshadowed by the slightly more neutral 277

gpt3.5T0613. 278

Flowers: Among genderized factors, the female 279

factor with flower/s has residual of 2.09. The per- 280

son and male factors have no strong correlations. 281

Full results are in Appendix D. One possible ex- 282

planation is the association of females with flowers 283

in poetry, the scent of flowers as a perfume (Stott, 284

1992; Spence, 2021). 285

Other Languages: Most dreams were in English 286

with some non-English expressions, except for the 287

Hispanic factor, where 40% of gpt3.5Ts’ and 80% 288

of gpt4o’s dreams were entirely in Spanish6. Non- 289

English word usage showd a notable association, 290

with Arabic and Arab factor residual of 2.32, and 291

an even stronger link between Arabic and Muslims, 292

with a residual of 7.17, although not all Muslims 293

speak Arabic (Chejne, 1965). The Jewish factor has 294

a clear association with using Hebrew words7 with 295

residuals of 8.1, and 10.13 for Hispanic and Span- 296

ish. The full results are presented in Appenix A. 297

Ultimately, generated dreams are embedded with 298

biases towards different groups, in language, pro- 299

nouns, and objects’ usage. Also, gpt4o is not the 300

most neutral model in the set, but the most fit one 301

in most categories. 302

9 Conclusion 303

In this work, we examined the possibility of gener- 304

ating dreams by LLMs. We explored it through the 305

test case of ChatGPT models. The most promis- 306

ing model was found to be gpt4o. We found that 307

some fundamental psychological attributes are met 308

by the generated dreams, but there is still progress 309

to be made. Also, some biases were found in the 310

models for generating dreams. We hope this initial 311

work will pave the way to more LLM-dreams re- 312

search, contributing to the psychological analysis 313

of human dreams. 314

6We translated these dreams using Google Translate, which
showed significant results in machine translation tasks, even
against GPT models (Robinson et al., 2023; Lai et al., 2024)

7An outlier might be the usage of Arabic in the Jewish fac-
tor. It can be explained by the usage being of the word Hamsa,
a symbol that is common in Jewish communities (Sabar,
2010).
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10 Ethics Statement315

This paper initially explores the capabilities Chat-316

GPT to generate dreams. As the authors only in-317

fer dreams and do not look for a specific person’s318

dream, the resulting dreams are not exposing any319

private data of an individual. Also, the authors ex-320

plore the biases generated by the LLM to shed light321

on the models’ fairness issues.322

However, the potential risks of such a research in-323

clude LLMs perpetuating biases as detailed above,324

overgeneralizing results of dreams generation, and325

struggling to provide reliable insights across di-326

verse psychological contexts.327

11 Limitations328

Despite our interesting findings, this work is sub-329

ject to several limitations. First, our annotations330

were based on human annotators. Due to the lack331

of concise annotations of psychological attributes332

of dreams, such as discontinuity and realness, we333

annotated the data with human annotators as an334

initial work. We envision an extension of this work335

using fine-tuned model to annotate the data (Wang336

et al., 2024; Wu et al., 2023).337

Second, our data was limited to 300 samples. Al-338

though this data seems small, it gave interesting339

aspects of the ability of LLMs to generate dreams.340

We intend to curate a larger dataset for more com-341

prehensive research.342

Next, we explored ChatGPT as the most popular343

LLM globally. It would be beneficial to explore344

the dream generation abilities of other LLMs as345

well, such as Meta’s Llama (Touvron et al., 2023)346

or Google’s Gemini.347

Also, this work initialized the research of gener-348

ating dreams by LLMs. We used a small set of349

psychological attributes and a limited set of de-350

mographic factors. More advanced work on this351

topic may follow a broader range of psychological352

aspects, analyzing combinations of demographic353

factors, and adding more factors such as jobs and354

maternity status.355
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A Language Usage by Demographic 595

Factors - Full Analysis 596

We show the full Chi-square test of the languages 597

and demographic factors in our data. The signifi- 598

cant results are in Table 6, and full results in Table 7. 599

The Chi-square statistic was 318.83, the P-value 600

was 2.36 ∗ 10−43, and the degrees of freedom were 601

44. So, we rejected the null hypothesis of indepen- 602

dence of demographic factors and languages. 603

Arab Muslim Jewish Hispanic

Tag O E O E O E O E

A 3 0.99 8 1.07 0 1.15 0 1.15
H 0 0.54 0 0.58 6 0.62 0 0.62
S 0 1.17 0 1.26 0 1.35 13 1.35

Table 5: Comparison of Observed and Expected Fre-
quencies of other Languages for Arab, Muslim, Jew-
ish, and Hispanic factors. The languages are Arabic,
Hebrew, and Spanish.

B Nature locations found in Dreams - Full 604

Analysis 605

This section shows the full list of locations found 606

in our dreams data. The locations can be found in 607

table 9. 608

C Models History & Tokens 609

Table 10 discloses the dream generation rates of 610

each explored model, based on its release date and 611

amount of tokens, as a complementary to Section 6. 612

Dates and Tokens data acquired from8 9. 613

614
8https://community.openai.com/t/what-are-the-

differences-between-gpt-3-5-turbo-models/557028/2
9https://context.ai/compare/gpt-3-5-turbo-16k/gpt-3-5-

turbo
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lang Arab Asian Chris Hisp Indian Jewish Muslim a person black female male white

A 1.33 1.22 1.22 1.53 0.82 1.63 1.43 1.53 1.12 1.02 1.22 0.92
H 0.80 0.73 0.73 0.92 0.49 0.98 0.86 0.92 0.67 0.61 0.73 0.55
O 0.35 0.33 0.33 0.41 0.22 0.44 0.38 0.41 0.30 0.27 0.33 0.24
S 1.15 1.06 1.06 1.33 0.71 1.41 1.24 1.33 0.97 0.88 1.06 0.80
X 9.37 8.65 8.65 10.82 5.77 11.54 10.10 10.82 7.93 7.21 8.65 6.49

Table 6: Expected frequencies of language usage by demographic factors. The languages (lang) are A for Arabic, H
for Hebrew, S for Spanish, O for others, and X means only English words. The shortened factor names are Hispanic
(Hisp) and Christian (Chris).

lang Arab Asian Chris Hisp Indian Jewish Muslim a person black female male white

A 4.00 0.00 0.00 0.00 0.00 1.00 10.00 0.00 0.00 0.00 0.00 0.00
H 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00
O 0.00 0.00 0.00 0.00 3.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
S 0.00 0.00 0.00 13.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
X 9.00 12.00 12.00 2.00 5.00 5.00 4.00 15.00 11.00 10.00 12.00 9.00

Table 7: Original observations of language usage by demographic factors. The languages (lang) are A for Arabic, H
for Hebrew, S for Spanish, O for others, and X means only English words. The shortened factor names are Hispanic
(Hisp) and Christian (Chris).

D Flowers in Genderized factors615

We run chi-square test on the flower item and gen-616

derized groups. Table 11-12 express the results.617

The Chi-square statistic value is 12.206, the P-value618

is 0.0022, and degree of freedom is 2. The Chi-619

square test proves a positive correlation between620

the female factor and flowers (residual of 2.09).621

E Instructions to Annoators622

In the annotations of dreams, when the symbol623

(V/X) is shown, please put V for true/exists, and X624

for false/nonexist. If you are not sure, please put625

X.626

These are the attributes we explore:627

• Is there a dream (v/x) - is there a story or just a628

statement on the inability of the AI to generate629

a dream?630

• disclaimer (v/x) - if the model states some-631

thing as “As an AI, I don’t have personal632

dreams as humans do. However, I can create a633

fictional dream scenario for you.”, this means634

that it disclaims that it generates a dream and635

it is not natural. If there is nothing more than636

this disclaimer, and no dream was generated,637

please leave the entire row blank.638

• use of languages other than English - if there639

is a word not from English, like “Shema” and640

“Inshalla”, please state the other language (He- 641

brew, Arabic) 642

• location - A one-word location of the dream, 643

such as desert, garden. If the dreamer moves 644

places, please add other places. 645

• narrator (I/You/He/She/They) - The point of 646

view of the dreamer - is it “I dreamt that. . . ”, 647

or “he dreamt”. This is considered as the pro- 648

noun of a dream in the paper. 649

• other persons - other persons mentioned in the 650

dream 651

• animals - same as persons, but with animals 652

• items - same with animals, but with items 653

• conversation (v/x) - if there is any conversa- 654

tion in the dream. 655

• motion (x/v) - visual imagery along with a 656

sense of motion in space, such as “I was walk- 657

ing”. 658

• emotion (x/v) - intense emotion, especially 659

fear, elation, or anger. 660

• belief of realness (x/v) - belief that dream char- 661

acters, events, and situations are real 662
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tag Arab Asian Chris Hisp Indian Jewish Muslim a person black female male white

A 2.32 -1.11 -1.11 -1.24 -0.90 -0.50 7.17 -1.24 -1.06 -1.01 -1.11 -0.96
H -0.89 -0.86 -0.86 -0.96 -0.70 8.10 -0.93 -0.96 -0.82 -0.78 -0.86 -0.74
O -0.59 -0.57 -0.57 -0.64 5.96 0.86 -0.62 -0.64 -0.55 -0.52 -0.57 -0.49
S -1.07 -1.03 -1.03 10.14 -0.84 -1.19 -1.11 -1.15 -0.99 -0.94 -1.03 -0.89
X -0.12 1.14 1.14 -2.68 -0.32 -1.92 -1.92 1.27 1.09 1.04 1.14 0.99

Table 8: Residuals by demographic factors and languages. The languages (lang) are A for Arabic, H for Hebrew, S
for Spanish, O for others, and X means only English words. The shortened factor names are Hispanic (Hisp) and
Christian (Chris).

Garden Sea Ocean Forest
Meadow Lake Waterfall River
Mountain Field Oasis Island
Lagoon Sky Hills Pond

Table 9: Nature locations of dreams found in our data.

Model DGR Date Tokens
gpt3.5T 13% (8) 11.28.22 4K

gpt3.5T16k 73% (44) 06.13.23 16K
gpt3.5T0613 68% (41) 06.13.23 4K
gpt3.5T1106 18% (11) 11.06.23 16K

gpt4o 100% (60) 05.13.24 128K

Table 10: Dream generation rate (DGR), based on each
model, its date of release, and the number of tokens
used as context window. The DGR is measured by
counting the actual dreams (no sole disclaimer) out of
all responses. The generation rate and actual count are
provided for clarity.

• discontinuity (x/v) - sudden discontinuities in663

characters, situations, and plot elements. The664

word suddenly helps a lot here665

a person female male

Tag O E O E O E

True 5 4.86 7 3.24 0 3.89
False 10 10.13 3 6.76 12 8.1

Table 11: Comparison of Observed and Expected Fre-
quencies of the existence of a flower/s in male, female,
person dreams.

tag a person female male

0.00 -0.04 -1.45 1.37
1.00 0.06 2.09 -1.97

Table 12: Residuals of male, female, person dreams
with flowers.
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