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Abstract001

We introduce MISP-Meeting, a new real-world,002
multimodal dataset that covers subject-oriented003
long-form content. MISP-Meeting integrates004
information from speech, vision, and text005
modalities to facilitate automatic meeting tran-006
scription and summarization (AMTS). Chal-007
lenging conditions in human meetings, includ-008
ing far-field speech recognition, audio-visual009
understanding, and long-term summarization,010
have been carefully evaluated. We benchmark011
state-of-the-art automatic speech recognition012
(ASR) and large language models (LLMs) on013
this dataset, enhanced with multimodal cues.014
Experiments demonstrate that incorporating015
multimodal cues, such as lip movements and016
visual focus of attention, significantly enhances017
transcription accuracy, reducing the character018
error rate (CER) from 36.60% to 20.27% via019
guided source separation (GSS), fine-tuning,020
and audio-visual fusion. Furthermore, our sum-021
marization analysis reveals a direct correlation022
between ASR quality and summary coherence,023
underscoring the importance of robust multi-024
modal modeling. Our dataset and codebase025
will be released as open source.026

1 Introduction027

Meetings dominate professional and academic028

spheres as a cornerstone of information exchange,029

with millions held globally daily, consuming sub-030

stantial time and organizational resources (Mroz031

et al., 2018). (Rogelberg et al., 2007) reported032

U.S. employees and managers dedicate 6 and 23033

weekly hours to meetings, respectively. After the034

COVID-19 pandemic, the widespread adoption of035

videoconferencing has led to more prolonged and036

more frequent meetings (Kost, 2020), resulting in037

increased fatigue and less time to digest the infor-038

mation exchanged (Fauville et al., 2021). In this039

context, there is a growing demand for automatic040

meeting transcription and summarization (AMTS)041

systems, as shown in Figure 1, capable of recogniz-042

Figure 1: A schematic overview of multimodal cues in
the meeting and the automatic meeting transcription and
summarization systems.

ing spoken content, extracting key information, and 043

producing concise summaries (Song et al., 2021; 044

Edmunds and Morris, 2000; Elciyar, 2021). 045

Recent research has categorized AMTS into two 046

sequenceful sub-tasks: automatic meeting tran- 047

scription (AMT) (Yoshioka et al., 2019; Von Neu- 048

mann et al., 2024) and automatic meeting sum- 049

marization (AMS) (Tan et al., 2023). AMT is 050

dedicated to capturing "who said what and when" 051

from lengthy and unstructured audio recordings of 052

meetings (Raj et al., 2021). Then, AMS summa- 053

rizes key insights in the transcribed text into well- 054

structured and concise sentences (See et al., 2017; 055

Lewis et al., 2020). Over the past two decades, 056

the rapid development of deep neural networks 057

(DNNs) (Liu et al., 2018; Zhang et al., 2020; Sklyar 058

et al., 2022; Kanda et al., 2022) and the availability 059

of large-scale datasets (Yu et al., 2022; Fu et al., 060

2021; Janin et al., 2003; Renals et al., 2008) have 061

significantly improved the performance of AMT 062

and AMS systems. However, these state-of-the- 063

art (SOTA) audio-only technologies still encounter 064

challenges in real-world scenarios. For example, 065

the best recognition performances in the AliMeet- 066

ing dataset (Ye et al., 2022) achieved a character 067
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error rate (CER) of approximately 20%. The gen-068

erated meeting transcription is filled with noisy069

contexts, hindering the effective capture of relevant070

details for summarization (Rennard et al., 2023).071

In addition to audio, various multimodal cues072

are present in meetings. Figure 1 illustrates ex-073

amples such as eye gaze, lip movements, facial074

expressions, presentation materials, and physical075

activities, all of which play a crucial role in ef-076

fective communication and understanding. The077

McGurk effect (McGurk and MacDonald, 1976)078

suggests a strong influence of visual cues on hu-079

man auditory perception. Follow-up studies (Bern-080

stein and Benoit, 1996; Rosenblum, 2008; Mas-081

saro and Simpson, 2014) have shown that visual082

cues, such as lip movements, can aid speech per-083

ception, particularly in noisy environments. Re-084

cent studies (Chen et al., 2024; Dai et al., 2024;085

Hong et al., 2023) have also demonstrated that in-086

corporating the visual modality can substantially087

improve recognition accuracy. Furthermore, the088

participant’s head orientation and eye gaze pro-089

vide the visual focus of attention (Li et al., 2019),090

which helps identify salient utterances. Specific vi-091

sual motion activities can enhance the detection of092

summary-worthy events (Erol et al., 2003). Further093

support can be found in (Xie and Liu, 2010; Nihei094

et al., 2016, 2018; Nihei and Nakano, 2019). These095

insights provide a strong foundation for exploring096

multimodal meeting transcription and summariza-097

tion (MMTS) (Renals et al., 2008).098

In this paper, we present the multimodal099

information-based speech processing in meetings100

(MISP-Meeting) dataset to advance MMTS re-101

search. Specifically, MISP-Meeting records and102

annotates 163 real Mandarin meetings, yielding103

125.15 hours of multimodal data and labels: (1)104

Raw audio-visual recordings, including near-105

field mono speech for each speaker, far-field 8-106

channel audio, and 360-degree panoramic video,107

and (2) Manual annotations, including profes-108

sionally generated sentence-level text transcrip-109

tions and two types of summaries (brief and de-110

tailed versions). Notably, the panoramic camera not111

only captures each participant’s facial expressions112

and body movements but also records the entire113

panorama of the meeting room, from which vari-114

ous multimodal cues can be extracted. Furthermore,115

we benchmark SOTA automatic speech recogni-116

tion (ASR) and large language models (LLMs)117

on MISP-Meeting and explore improvements with118

multimodal cues, such as lip movements. Exper-119

iments show that while the best ASR and LLM 120

models still have significant room for improvement, 121

multimodal cues significantly enhance transcrip- 122

tion accuracy and summary coherence. In sum- 123

mary, our contributions are as follows: 124

1. A real-world dataset with multimodal 125

cues towards meeting scenarios, namely MISP- 126

Meeting. To our best knowledge, MISP-Meeting 127

is the first Mandarin multimodal meeting cor- 128

pus and comprises the largest collection of audio- 129

visual-text data pairs related to meetings. 130

2. Benchmarking and improving SOTA mod- 131

els. We conduct extensive experiments on MISP- 132

Meeting using SOTA ASR and LLMs, enhanced 133

with multimodal cues, demonstrating the challeng- 134

ing nature and the potential for improvement. 135

3. Significant appeal and broad applications. 136

Over 60 applications have sought access to MISP- 137

Meeting for various research purposes, including 138

not only MMTS but also audio-visual speaker di- 139

arization and speech enhancement, lipreading, ob- 140

ject detection and tracking in panoramic video, etc. 141

2 Related Work 142

Producing meeting corpora and their associated 143

summaries requires significant resources and raises 144

privacy concerns, resulting in a scarcity of datasets 145

for MMTS. The AMI dataset (Renals et al., 2008) 146

includes 137 meetings with 100 hours of audio- 147

visual recordings, text transcriptions, and partial 148

summary labels, but it focuses mainly on indus- 149

trial product design and was recorded in just three 150

rooms. Similarly, the ICSI meeting corpus (Janin 151

et al., 2003) consists of 75 academic meetings of 152

research discussions at ICSI in Berkeley, totaling 153

72 hours of audio recordings and text labels, but 154

lacks video recordings and is confined to 1 meet- 155

ing room. Additionally, several text-only meeting 156

datasets have also been developed, including the 157

ELITR minuting dataset (Nedoluzhko et al., 2022), 158

which features an impressive 179 project meetings, 159

with 120 in English and 59 in Czech. The AMC 160

dataset (Zhang et al., 2023) consists of 654 Man- 161

darin meetings spanning various topics. Further- 162

more, the QMSum dataset (Zhong et al., 2021) 163

has enhanced the AMI and ICSI meetings by re- 164

annotating query-based summarization labels and 165

incorporating 36 parliament committee meetings. 166

However, all these datasets share a critical limita- 167

tion: the absence of audio-visual recordings, which 168
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Dataset Lang. Meetings Avg. Len.
of Meet.

Avg. Len.
of Sum. Avg. Turns Avg. Spks.

ELITR (Czech) ces 59 8534 373 1205 7.6
ELITR (English) eng 120 7066 236 727 5.9
ICSI eng 59 8567.7 488.5 819 6.3
AMI eng 137 5570.4 296 535.6 4

AMC cmn 654 10772.5 250 376.3 2.5
MISP-Meeting cmn 163 12680.65 272/1102 445.43 5.55

Table 1: Comparison of Statistics among the ELITR, ICSI, AMI, AMC, and MISP-Meeting datasets. Avg. Len. of
Meet. and Avg. Len. of Sum. represent the average character/word count of transcripts and summaries per meeting,
respectively. Avg. Turns, and Avg. Spks. denote the average dialogue turns and speakers per meeting, respectively.
Lang. refers to the dataset language. ces, eng, and cmn represent Czech, English, and Mandarin, respectively.

restricts the exploration of multimodal cues.169

Table 1 presents a comparison of statistical infor-170

mation across various datasets and MISP-Meeting,171

highlighting crucial factors such as the languages ,172

meeting count, the average character/word counts173

of transcripts and summaries, average dialogue174

turns, and average speakers per meeting. The stand-175

out features of MISP-Meeting is its exceptionally176

long meeting transcripts, which are nearly 20%177

longer than those of the second-longest dataset,178

AMC. This impressive length can be attributed to179

more participants and longer meeting durations,180

both of which contribute significantly to the com-181

plexity and richness of information captured in182

the long-form meetings. Accordingly, we have183

introduced a new detailed summarization track184

alongside the traditional brief summarization track,185

which requires in-depth summaries that highlight186

overarching insights and delve into intricate local187

details within the meeting recordings. Addition-188

ally, MISP-Meeting continuously performs above189

average across various statistical metrics.190

Most publicly available meeting corpora are lim-191

ited in scope and often lack summary annotations.192

Take the CHIL dataset (Mostefa et al., 2007) for193

example, and it includes just 20 English meetings194

with 80 speakers, totaling 72 hours of recorded195

content. Furthermore, some audio-only datasets196

like AliMeeting (Yu et al., 2022) and Aishell-4 (Fu197

et al., 2021) feature 500 and 60 Mandarin meetings198

respectively. Additionally, the simulated audio-199

only dataset LibriCSS (Chen et al., 2020) attempts200

to capture meeting dynamics by replaying utter-201

ances from the LibriSpeech (Panayotov et al., 2015)202

dataset through multiple high-fidelity loudspeakers203

in a meeting room. However, the dialogues pro-204

duced in this setup lack the necessary continuity205

that characterizes genuine conversations.206

Dataset Mod. Lang. Dur. (h) Room Spks.
AliMeeting A cmn 118.75 13 500
Aishell-4 A cmn 120 10 60
LibriCSS A eng 10 1 \
ICSI A eng 72 1 53

AMI AV eng 100 3 189
CHIL AV eng 20 5 80
MISP-
Meeting AV cmn 125.15 23 274

Table 2: Comparison of statistical information among
the AliMeeting, Aishell-4, LibriCSS, ICSI, AMI, CHIL,
and MISP-Meeting datasets. Mod., Dur., Room and
Spks. represent the modality, duration, meeting room
count, and speaker count, respectively. A and AV denote
audio-only and audio-visual, respectively.

Table 2 compares statistical information across 207

these datasets and MISP-Meeting, with a focus 208

on modality, language, duration, meeting room di- 209

versity, and speaker count. The MISP-Meeting 210

dataset exhibits significant advantages across vari- 211

ous dimensions. As the first Mandarin multimodal 212

meeting corpus, it also features the largest collec- 213

tion of audio-visual recordings of natural meet- 214

ings. The 125.15 hours of duration surpasses 215

the second-largest AMI dataset by nearly 25%. 216

Even among audio-only datasets, MISP-Meeting 217

exceeds Aishell-4 by an additional 5 hours, firmly 218

establishing itself as the largest meeting corpus 219

available. Another striking aspect is the environ- 220

ment diversity, encompassing 23 distinct meeting 221

rooms. This figure vastly outshines other audio- 222

visual and audio-only datasets, such as AliMeet- 223

ing (13 rooms), Aishell-4 (10 rooms) and CHIL (5 224

rooms). These meeting rooms provide a wide range 225

of acoustic and visual environments, significantly 226

enhancing the generalizability of models trained on 227

the dataset. MISP-Meeting also stands out with 274 228

speakers, the highest among multimodal datasets 229
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本次会议讨论了本次会议讨论了“考研与就考研与就

业业”相关内容相关内容 ...

Brief Summarization

本次会议围绕本次会议围绕“考研与就考研与就

业业”展开，几位参会人讨论了展开，几位参会人讨论了

专业选择、复习状态及就业专业选择、复习状态及就业

压力压力 ...

Detailed Summarization

(a) Recording Scenario and Devices

(b) Captured Audio-Video Data
Far-field 8-channel Speech

Captured Audio-
Video Data

Sentence-level Text
Transcription

我就是想选择考我就是想选择考

研，我就是想研，我就是想 ...
7-8 s

你怎么就是选择你怎么就是选择 ...1-3 s

0-1 s 我们深思啊。我们深思啊。

Sentence-level Text Transcription

(c) Manual Transcription and Alignment

(d) Two-pass Summarization

360-degree Panoramic VideoNear-field Speech per Speaker

Figure 2: A schematic overview of the misp-meeting
data collection and processing, including (a) the record-
ing scenario and devices, (b) the captured audio-video
data, (c) the manual transcription and alignment, and
(d) the two-pass summarization.

and 45% more than AMI features 189 speakers.230

These unique advantages position MISP-Meeting231

as an invaluable resource in the MMTS field.232

3 MISP-Meeting Dataset233

3.1 Recording Scenarios and Devices234

As depicted in Figure 2 (a), 4–8 meeting attendees235

sit around an 8-microphone array and a panoramic236

camera, both placed adjacent to each other on the237

table in a standard meeting room, engaging in a238

natural conversation. Additionally, Each partici-239

pant wore a headset microphone synchronized with240

a Zoom F8N recorder to share a common clock.241

This novel recording setup yields a wealth of audio-242

visual data, as illustrated in Figure 2 (b), including243

near-field mono speech for each speaker, far-field 8-244

channel speech, and 360-degree panoramic video.245

Significantly, the far-field 8-channel spech not only246

records each participant’s spoken contributions247

but also captures the rich tapestry of background 248

sounds, such as clicking, keyboard typing, door 249

opening and closing, and fan sounds. In contrast, 250

the near-field mono speech effectively reduces 251

interference from unwanted sources while main- 252

taining a remarkable signal-to-noise ratio (SNR) 253

greater than 15 dB. The panoramic camera captures 254

the entire meeting room, including each partici- 255

pant’s facial expressions, body movements, and the 256

visual focus of attention, providing a rich source of 257

multimodal cues for analysis. More details about 258

devices can be found in Appendix A.1.1 259

Moreover, meticulous attention is given to the 260

metadata of the meeting rooms and attendees, in- 261

cluding area, age, occupation, and field of study, 262

which are carefully documented to support future 263

research after anonymization. The topics of the 264

meetings are thoughtfully selected based on the 265

attendees’ professional backgrounds and areas of 266

expertise, creating a dynamic array of topics, in- 267

cluding medical treatment, education, business, and 268

industrial production. This deliberate strategy en- 269

hanced attendee engagement, resulting in a rich 270

and valuable archive of meeting records. 271

3.2 Manual Annotations 272

As depicted in Figure 2 (c) and (d), the manual 273

annotation pipeline includes three parts: 274

1. Professional Transcription: Skilled tran- 275

scribers perform manual transcriptions via auditive 276

and waveform analysis based on near-field speech, 277

marking the start and end points of each sentence 278

and the corresponding spoken content. Dual-stage 279

verification enforces < 100ms temporal precision 280

and > 99% character accuracy. 281

2. Audio-Visual Synchronization: The micro- 282

phone, camera, and recorder clocks are synchro- 283

nized through manual calibration using cup-strike 284

reference events. Audio-visual reference times- 285

tamps (impact waveform peaks and frame-level 286

contact moments) undergo dual validation, enforc- 287

ing < 100ms temporal alignment. 288

3. Two-pass Summarization: Structured tran- 289

scripts (time-speaker-content tuples) are processed 290

through ChatGPT-o1 (OpenAI, 2023) for 2 ver- 291

sions of summaries (brief and detailed), followed 292

by expert editorial refinement. Tripartite consen- 293

sus validation ensures logical coherence and infor- 294

mation completeness across all summaries. See 295

Appendix A.1.2 for prompt details. 296
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Set Train Dev Eval Total
Sessions 151 6 6 163
Dur. (h) 118.80 3.24 3.11 125.15
Room 15 4 4 23
Speaker 233 25 28 286
- Male 115 13 14 142
- Female 118 12 14 144
Avg. Dur. (min) 47.21 32.39 31.05 46.07
Avg. Len. (k) 13.09 7.56 7.62 12.68
Avg. Turns 463.33 118.83 321.67 445.43
Avg. Spks. 5.57 5.00 5.50 5.55

Table 3: The overall statistics the MISP-Meeting
Dataset. Avg. Dur., Avg. Len., Avg. Turns and Avg.
Spks. represent the average session duration, character
count, turns and speakers per session, respectively.

3.3 Statistical Information297

The overall statistics of MISP-Meeting are detailed298

in Table 3. Specifically, MISP-Meeting consists299

of 163 meetings, divided into 151 for training, 6300

for validation, and 6 for evaluation. The training301

set features extensive and diverse discussions span-302

ning various topics with durations ranging from303

8 to 100 minutes, totaling an impressive 125.12304

hours of audio-visual data. In contrast, the vali-305

dation and evaluation sessions are designed to be306

more focused. Each session is centered around a307

specific topic and lasts between 20 and 30 minutes,308

contributing 3.24 hours and 3.11 hours of data, re-309

spectively. The average durations per session are310

47.21, 32.39, and 31.05 minutes in the training,311

validation, and evaluation sets, respectively. The312

distribution histogram of durations is visualized313

in Figure 3 (a), revealing diversity patterns in the314

temporal structure of the MISP-Meeting dataset.315

Specifically, most meetings are between 30 and 40316

minutes, though a few meetings last over 70 min-317

utes. This finding highlights that MISP-Meeting318

preserves the temporal diversity of real meetings.319

As for the speakers, the entire dataset comprises320

286 speakers, with 233 allocated for training, 25 for321

validation, and 28 for evaluation, ensuring no over-322

lap. The gender distribution is also well-balanced,323

with the proportion of male and female speakers324

being 1 : 1.03, 1 : 0.92 and 1 : 1 in the training,325

validation and evaluation sets, respectively. Each326

meeting session includes 4-8 speakers, with an av-327

erage of 5.57, 5.00 and 5.50 speakers per session in328

the training, validation and evaluation sets, respec-329

tively. The duration of meetings and the number330

of participants jointly determine the number of dia-331

(a)	Histograms	of	Durations

(b)	Histograms	of	Character	Counts

Figure 3: Distribution of session durations and character
counts in the MISP-Meeting dataset: (a) the histogram
of durations and (b) the histogram of character counts.

logue turns and the character count. The average 332

number of dialogue turns per session is 463.33, 333

118.83, and 321.67 in the training, validation, and 334

evaluation sets, respectively. Correspondingly, the 335

average character count per session is 13.09, 7.56, 336

and 7.62 thousand characters in these sets. Fig- 337

ure 3 (b) presents a histogram of character counts, 338

illustrating that most meetings contain between 10 339

and 15 thousand characters, with a few sessions 340

exceeding 34 thousand characters. These distri- 341

butions highlights that MISP-Meeting captures a 342

wide range of meeting complexities, providing a 343

diverse and realistic environment for training and 344

evaluation. 345

MISP-Meeting includes 23 meeting rooms, di- 346

vided into 15 rooms for training, 4 for validation, 347

and 4 for evaluation, covering a range of room sizes 348

from small to large. This environmental diversity is 349

crucial for developing models that generalize effec- 350

tively to real-world scenarios. More details about 351

the meeting rooms can be found in Appendix A.1.3. 352

4 Models and Experiments 353

4.1 Baseline Model 354

As illustrated in Figure 4, the baseline model is 355

built on a sequential two-component framework: a 356

recognition module followed by a summarization 357

module. This process mirrors the annotation proce- 358

dure presented in Figure. 2 (c) and (d). Initially, the 359
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Summarization Module

Recognition Module

8-channel Speech

Guided Source
Separation

(GSS)

Audio(-Visual)
Speech

Recognition
(ASR/AVSR)

Large Language
Model (LLM)

Oracle Speaker
Diarization

<Spoken Content>1-3 s

Sentence-level
Recognition Results

0-1 s <Spoken Content>

<Spoken Content>
1117-
1128 s

<Brief Summary>

<Detailed Summary>

Summarization
Results

<Identity Assumptions>
<Input Description>

<Summary Requirements>

Prompt

Separated Speech

Lip Frames

Figure 4: Illustration of the baseline model for MISP-
Meeting. The model features two key components: the
recognition and summarization modules. We use Whis-
per models as the foundation for the recognition module,
exploring improvements such as GSS, fine-tuning, and
AVSR. The summarization module evaluates multiple
SOTA LLMs and investigates how recognition perfor-
mance influences final summaries.

long-duration mixed speech is segmented based on360

the oracle speaker diarization label. Then, each seg-361

ment is transcribed using the recognition module.362

Finally, the transcribed meeting record is passed363

to the summarization module, where the LLM is364

guided by the same prompts employed during an-365

notation to produce brief and detailed summaries.366

Regarding the recognition module, we first367

employ Whisper-v2-Large and Whisper-v3-Large368

models (Radford et al., 2023) to directly recog-369

nize far-field speech. Specifically, we extract a370

single channel from the far-field 8-channel speech371

to compute an 80-channel log-magnitude Mel spec-372

trogram using 25-millisecond windows with a 10-373

millisecond stride. Followed by feature normaliza-374

tion, the input spectrogram is globally rescaled to375

lie between −1 and 1 with approximately 0 mean.376

The Transformer-based encoder processes this nor-377

malized representation and the sinusoidal position378

embedding via pre-activation residual blocks. The379

decoder, which has the same Transformer blocks as380

the encoder, uses learned position embeddings and381

tied input-output token representations to generate382

recognized characters autoregressively. Further, we383

proactively seek to enhance the recognition module384

through three key strategies:385

1. Multi-Channel Speech Enhancement:386

Guided source separation (GSS) (Raj et al., 2023)387

is adopted to replace the single-channel extraction,388

performing dereverberation and source separation 389

on the far-field 8-channel speech to mitigate the 390

mismatch between training and testing caused by 391

complex acoustic environments. 392

2. Fine-Tuning: We fine-tune the Whisper-v3- 393

Large model with the enhanced speech of the MISP- 394

Meeting training set by freezing the encoder and 395

re-initializing an attention-based decoder. Addi- 396

tionally, a language model is trained on the training 397

transcriptions and employed in decoding with a 398

weight of 0.2. Appendix A.2.1 shows the specific 399

model structure and training details. 400

3. Audio-Visual Speech Recognition: We also 401

extend the fine-tuned audio-only model with a 402

Transformer-based visual encoder and a cross- 403

modal attention-based audio-visual fusion module, 404

similar to those in (Dai et al., 2024), to leverage the 405

robust nature of the visual modality against com- 406

plex acoustic environments and more effectively 407

extract the target audio components. More details 408

can be found in Appendix A.2.1. 409

As for the summarization module, we eval- 410

uate the performance of various open-source 411

LLMs, including Qwen 2.5 Max (Qwen, 2024), 412

DeepSeek R1 (DeepSeek-AI, 2025), Moonshot 413

v1 (AI, 2023), Gemini 2.0 Flash (DeepMind, 2024), 414

Llama 3.1 (Meta, 2023), and Llama 3.2 (Meta, 415

2024). We adopt the same prompts used during an- 416

notation (details can be found in Appendix A.1.2) 417

to guide these models in generating both brief and 418

detailed meeting summaries. 419

4.2 Evaluation Metrics 420

For recognition performance, CER serves as metric 421

and is calculated as follows: 422

CER =
Ns +Nd +Ni

Nc
(1) 423

where Nc is the total number of reference charac- 424

ters, and Ns, Nd and Ni denote the number of sub- 425

stitution, deletion and insertion errors, respectively. 426

Lower CER values indicate better performance. 427

Regarding summarization performance, we uti- 428

lize F-scores of the ROUGE-1, ROUGE-2, and 429

ROUGE-L (denoted as R-1, R-2, and R-L) as 430

metrics. ROUGE measures the quality of gener- 431

ated summaries by comparing them against human- 432

generated references, all R-1, R-2, and R-L scores 433

range from 0 to 1, and higher values indicate better 434

performance. We employs the rouge_score pack- 435

age from the NLTK library to compute ROUGE 436

6



Figure 5: Comparison of average CER between
Whisper-v2-Large and Whisper-v3-Large models us-
ing near-field mono and far-field 8-channel speech on
the MISP-Meeting evaluation set. The far-field result
represents the lowest CER among all 8 channels.

scores. Additionally, we remove extra spaces and437

duplicate punctuation before calculating ROUGE.438

4.3 Analysis of Recognition Performance439

We begin with evaluating the performance of two440

SOTA ASR models, namely Whisper-v2-Large and441

Whisper-v3-Large, on the MISP-Meeting evalu-442

ation set. Figure 5 compares the average CER443

between two models using near-field mono and444

far-field 8-channel speech. The far-field result is445

derived from the channel with the lowest CER446

among the 8 channels. Remarkably, both models447

encounter substantial performance declines when448

transcribing far-field speech compared to near-449

field speech. Specifically, Whisper-v2-Large and450

Whisper-v3-Large suffer increases in CER of 22.44451

and 26.44, respectively. These findings underscore452

the formidable challenges inherent in transcribing453

real-world meetings, where adverse acoustic con-454

ditions create significant obstacles, such as far-455

field channel attenuation, pervasive background456

noise, and reverberation. Additionally, the com-457

plexities of multi-speaker interactions often lead to458

extensive speech overlap, further complicating tran-459

scription efforts. Importantly, Whisper-v3-Large460

demonstrates a clear superiority over its predeces-461

sor, achieving impressive reductions in CER of462

20.27 for near-field mono speech and 23.17 for far-463

field 8-channel speech. Accordingly, Whisper-v3-464

Large has been adopted as the default recognition465

model in our subsequent experiments.466

Next, we systematically investigate the impact467

of three enhanced strategies on far-field 8-channel468

speech recognition performance: GSS, fine-tuning,469

and AVSR. Table 4 presents the average CERs470

for Whisper-v3-Large models incorporating these471

strategies on the MISP-Meeting evaluation set.472

Our findings reveal substantial error reduction473

through progressive strategy integration, where474

Model Strategy CER (%)

GSS FT AV Sub. Del. Ins. Tot.

Whisper
-Large

-v3

× × × 20.40 19.75 21.09 61.24
✓ × × 13.50 11.63 11.48 36.60
✓ ✓ × 15.04 6.18 1.95 23.17
✓ ✓ ✓ 13.63 4.63 2.01 20.27

Table 4: Comparison of average CER for Whisper-v3-
Large models employing various improvement strate-
gies on the far-field 8-channel speech of the MISP-
Meeting evaluation set. FT and AV: Fine-tuning and
Audio-visual. Sub., Del., Ins. and Tot.: Substitution,
Deletion, Insertion and Total errors.

GSS achieves a CER of 36.60, demonstrating a 475

40.64% relative reduction from the baseline. This 476

improvement is uniformly distributed across sub- 477

stitution, deletion, and insertion errors, confirming 478

GSS’s effectiveness in mitigating noise, reverbera- 479

tion, and speech overlap through spatial filtering. 480

Fine-tuning further reduces CER to 23.17% 481

(13.43% absolute reduction from GSS-only), pri- 482

marily driven by decreased deletion and insertion 483

errors. However, we observe an unexpected 1.53 484

increase in substitution errors, attributable to the 485

model’s over-adaptation to overlapping speech pat- 486

terns in meeting scenarios where target/interferer 487

speakers share similar acoustic characteristics. 488

AVSR delivers the most significant improvement 489

(CER = 20.27%, 12.50% absolute reduction from 490

audio-only fine-tuned), with error reduction con- 491

centrated in substitution and deletion categories. 492

This highlights the visual modality’s capability to 493

resolve acoustic ambiguities by extracting articu- 494

latory features from lip movements, particularly 495

effective in far-field overlapping speech scenarios 496

(see Appendix A.2.2 for visualization examples). 497

These results establish a clear technological pro- 498

gression: Spatial processing → Acoustic adap- 499

tation → Multimodal disambiguation, ultimately 500

achieving 40.97% total CER reduction from base- 501

line. The findings underscore the critical impor- 502

tance of synergistic integration of multi-channel 503

processing (GSS), domain-adaptive fine-tuning, 504

and audio-visual fusion for robust automatic recog- 505

nition in real-world meeting environments. 506

4.4 Analysis of Summarization Performance 507

Finally, we evaluate the summarization perfor- 508

mance of Qwen 2.5 Max, DeepSeek R1, Moon- 509

shot v1, Gemini 2.0 Flash, Llama 3.1, and Llama 510

3.2, on the MISP-Meeting. Each model gener- 511
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(a) R-1 (b) R-2 (c) R-L

detail

brief

detail

brief

detail

brief

Figure 6: Line plots of ROUGE scores as a function of CER levels: (a) R-1, (b) R-2, and (c) R-L. The Gemini 2.0
model generates all brief summaries, while all detailed summaries are generated by the Qwen-Max model. The
models corresponding to the recognition results are presented in Table 4.

LLM Brief (%) Detailed (%)

R-1 R-2 R-L R-1 R-2 R-L
Qwen 2.5
Max

34.1 6.88 16.8 42.9 10.2 17.8

DeepSeek R1 34.6 7.02 20.7 40.2 7.47 16.6
Moonshot v1 35.1 7.79 19.5 36.1 6.96 16.4
Gemini 2.0
Flash

40.2 11.2 22.7 38.6 8.33 16.4

Llama 3.1 23.4 3.05 12.3 30.5 3.57 11.9
Llama 3.2 22.2 2.73 12.2 20.1 2.50 10.9

Table 5: Comparison of average ROUGE scores among
Qwen 2.5 Max, DeepSeek R1, Moonshot v1, Gemini 2.0
Flash, Llama 3.1, and Llama 3.2 on the MISP-Meeting
evaluation set. All models generate both brief and de-
tailed summaries based on the AVSR recognition results
and identical annotation prompts.

ates brief and detailed summaries from AVSR out-512

puts using standardized prompts (same as those513

in the annotation, details in Appendix A.1.2). As514

shown in Table 5, Gemini 2.0 Flash achieves supe-515

rior performance for brief summaries (R-1=40.2,516

R-2=11.2, R-L=22.7), while Qwen 2.5 Max ex-517

cels in detailed summaries (R-1=42.9, R-2=10.2,518

R-L=17.8). Conversely, Llama 3.2 underperforms519

across both tasks.520

Manual analysis reveals distinct error summary521

patterns when encountering the same recognition522

errors. Specifically, Gemini 2.0 Flash exhibits523

conservative summarization, omitting key points,524

while Llama 3.2 generates hallucinated content un-525

related to the source material. Appendix A.1.2 illus-526

trate an example of high-scoring and low-scoring527

brief summaries from Gemini 2.0 Flash and Llama528

3.2, respectively. However, all models significantly529

trail human performance, a gap strongly correlated530

with recognition error rates.531

Figure 6 reveals inverse correlations between532

CER levels and ROUGE metrics (R-1/R-2/R-L).533

The non-linear degradation of summary quality 534

with rising CER confirms the forward-looking error 535

propagation pattern in cascaded systems. Two pri- 536

mary pathways can break this error cascade: error 537

suppression, which involves optimizing the recog- 538

nition module to minimize CER at the source, and 539

error tolerance, which focuses on enhancing the 540

robustness of LLMs. 541

5 Conclusion 542

This paper advances MMTS through three princi- 543

pal contributions. First, we introduce the MISP- 544

Meeting dataset, the first large-scale Mandarin 545

multimodal meeting dataset encompassing 163 546

real-world meetings covering various topics, 23 547

meeting rooms, 274 speakers with meta infor- 548

mation, sentence-level manual transcription, and 549

two types of summary labels. It not only fully 550

captures multimodal cues using panoramic cam- 551

eras but also authentically replicates critical chal- 552

lenges such as far-field channel attenuation, rever- 553

beration, background noise, and persistent speech 554

overlaps. Second, our benchmark framework in- 555

tegrates GSS, fine-tuning, and cross-modal at- 556

tention fusion, achieving a 67% CER reduction 557

(from 61.24 to 20.27) against Whisper-v3-Large 558

baselines. Quantitative analysis reveals strong 559

recognition-summary interdependence, where this 560

CER reduction directly correlates with 8.6% and 561

15% ROUGE-L gains in brief and detailed summa- 562

rization. Third, the exposed performance gaps ex- 563

pose a critical issue: current SOTA models achieve 564

merely about 40 for ROUGE-1, 10 for ROUGE- 565

2, and 20 for ROUGE-L scores for both brief and 566

detailed summaries. These figures fall drastically 567

short of human performance, underscoring funda- 568

mental limitations in existing MMTS architectures 569

for long-context multimodal reasoning. 570
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Limitation571

This paper has some limitations, both in terms of572

data and algorithms:573

Data Limitations: MISP-Meting currently in-574

cludes only Mandarin, limiting non-native re-575

searchers from conducting in-depth analyses. To576

address this, we are implementing two key initia-577

tives: (1) We will provide English translations for578

transcriptions and summary labels, enhancing ac-579

cessibility for a broader audience. (2) We will in-580

clude some English meetings with Chinese partici-581

pants with an English proficiency certificate (like582

TEM-8). These updates will increase the dataset’s583

multilingual diversity and improve its relevance for584

international research.585

Algorithmic Limitations: We have not utilized586

the MISP-Meeting dataset to fine-tune LLMs or587

develop an end-to-end summarization model. Our588

future work will explore these two important areas.589

Ethical and Societal Considerations590

The MISP-Meeting dataset was developed closely591

with ISO/IEC 27001 (Information Security) and592

27701 (Privacy Information Management) certi-593

fied data partners specializing in multimodal data594

collection and anonymization. The development595

partners implement enterprise-grade security and596

privacy safeguards encompassing encrypted data597

transmission, standardized de-identification pro-598

cesses, and granular access governance frameworks599

that satisfy international data protection regulations.600

All participant consent agreements integrate dy-601

namic revocation mechanisms, allowing retrospec-602

tive withdrawal until the final dataset publication.603

MISP-Meeting is licensed under CC BY-NC-604

ND 4.0, which allows academic purpose usages605

and freely available upon authorization. By open-606

sourcing MISP-Meeting, we are committed to en-607

hancing transparency and fostering collaboration608

in the research community. To strike an effective609

balance between accessibility and accountability,610

we have implemented a robust data usage agree-611

ment prohibiting commercial exploitation without612

our express permission. Furthermore, users must613

acknowledge and reflect on potential biases, in-614

cluding linguistic and cultural nuances in meeting615

dynamics.616

Long meeting analysis technologies enabled by617

MISP-Meeting can revolutionize workplace pro-618

ductivity, enhance information communication,619

and improve accessibility with features such as 620

real-time summaries for those with hearing impair- 621

ments. However, it’s crucial to be aware of the 622

risks of over-reliance on automated systems that 623

may misinterpret nuanced discussions. To address 624

this, we advocate for human oversight in critical sit- 625

uations and encourage researchers to be transparent 626

about their models’ limitations. Our collaboration 627

with domain experts during dataset curation en- 628

sures diverse representation across various meeting 629

types and speaker demographics, actively reducing 630

systemic biases. 631

The long-term stewardship of MISP-Meeting 632

will be robustly managed by our dedicated aca- 633

demic team and trusted data partners. We are com- 634

mitted to a long-term governance model incorporat- 635

ing community feedback and ensuring continuous 636

enhancement and relevance. A specialized com- 637

mittee will rigorously address any ethical concerns 638

users raise and proactively update anonymization 639

protocols to maintain the highest data privacy and 640

integrity standards. 641
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A Appendix 873

A.1 Data Construction 874

A.1.1 Recording Devices 875

The microphone array is integrated into the iFLY- 876

TEK Smart Office Book X3, configured in a rect- 877

angular topology with dimensions of 197mm in 878

length and 134mm in width. This array comprises 879

8 omnidirectional microphones symmetrically dis- 880

tributed along the two width edges. Each micro- 881

phone captures audio at a sampling rate of 16kHz 882

and a resolution of 32bits. An Insta360 Panoramic 883

Sports Camera X3 is positioned upright adjacent 884

to the microphone array. This rectangular camera 885

measures 46mm in width and 114mm in length, 886
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Size Tiny Small Middle Large Total
Area (in m2) 0–18 18–36 36–60 60–150 0–150
Train 5 5 3 2 15
Dev 1 1 1 1 4
Eval 1 1 1 1 4

Table 6: Distribution of meeting rooms in the MISP-
Meeting dataset.

with two fisheye lenses at the top of the front and887

back surfaces and 2 omnidirectional microphones888

on the sides. The setup is mounted on a stand, po-889

sitioned 30-40cm above the table surface. The out-890

puts include MP4 files with 360-degree panoramic891

video at 3840× 1920 pixels and 30fps, accompa-892

nied by 2-channel audio recorded at 48kHz and 16-893

bit. The headset microphone collected near-field894

speech at 44.1kHz and 16-bit resolution.895

A.1.2 Summarization Prompts896

The prompt starts with an identity assumptions897

statement that directs the model to take on the role898

of a senior secretary, ensuring a professional tone899

throughout. Then, the prompt outlines a specific900

format for the meeting transcript, where each line901

includes start and end timestamps, a speaker iden-902

tifier, and the corresponding dialogue. Lastly, we903

establish clear requirements for the length and style904

of the summary. Recognizing the varying lengths905

of meetings in MISP-Meeting, we implement two906

summary formats: brief and detailed. The brief907

summary will skillfully distill key information into908

a concise format of 200–300 characters, with co-909

herent logic and succinct wording. The detailed910

summary will then build on this foundation, of-911

fering a richer narrative with additional insights,912

capturing between 800–1200 characters of substan-913

tive content.914

A.1.3 Distribution of Meeting915

All meeting rooms are categorized based on size,916

as shown in Table 6. The dataset covers a range of917

room sizes, from tiny spaces of 0-18 m2 to large918

spaces of 60-150 m2. The distribution of meeting919

rooms is balanced across the training, validation,920

and evaluation sets, ensuring training and evalua-921

tion across various room sizes and acoustic envi-922

ronments.923

A.2 Experiments Details 924

A.2.1 Recognition Models and Training 925

Details 926

We fine-tune the Whisper-v3-Large model on the 927

MISP-Meeting training set by freezing the en- 928

coder and re-initializing an attention-based decoder 929

with 6 Transformer layers (nhead = 8, dmodel = 930

512, dffn = 2048). During fine-tuning, we lever- 931

age a joint CTC loss with a weight of λ = 0.3 932

and the Adam optimizer configured with β1 = 933

0.9, β2 = 0.999. The learning rate init with 6.0× 934

10−4 and linearly warms up for the first 6000 steps, 935

followed by a decline proportionally corresponding 936

to the step number’s inverse square root. Adopted 937

data augmentation strategies include speed pertur- 938

bation, SpecAug, and continuous-segment splicing. 939

The AVSR model is expanded upon our previ- 940

ously established audio-only model by introducing 941

a visual branch consisting of a ResNet-18 with a 942

3D-CNN head followed by 3 Transformer layers. 943

For audio-visual fusion, we employ an attention- 944

based cross-modal fusion method. Each fusion 945

layer incorporates a cross-attention block within 946

the Transformer layer of the audio branch, utilizing 947

the embedding generated by the visual branch as 948

queries, while the audio embeddings provide the 949

keys and values. 950

We conducted three independent training runs 951

with distinct random seeds to ensure statistical re- 952

liability. The best-performing checkpoint on the 953

development set from each run was retained for 954

evaluation. The final metrics represent the mean 955

performance of these three optimal checkpoints. 956

All experiments were performed on an NVIDIA 957

A100 GPU cluster (4× 80GB), requiring approxi- 958

mately 72 hours per training instance. 959

A.2.2 Examples 960

Figure 7 contrasts error-handling strategies in the 961

summarization of the noisy meeting transcript 962

through representative examples from Gemini 2.0 963

Flash (high-scoring) and Llama 3.2 (low-scoring). 964

The visualization reveals two distinct error prop- 965

agation patterns: Gemini 2.0 Flash selectively 966

excludes ambiguous content when encountering 967

recognition errors, prioritizing precision over re- 968

call, while Llama 3.2 compensates for information 969

gaps through unsupported extrapolation, introduc- 970

ing hallucinations. 971

Figure 8 illustrates an far-filed overlapping ex- 972

ample selected from the evaluation set randomly 973
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本次会议主要讨论了本次会议主要讨论了车的大模型新功能的测试车的大模型新功能的测试需求，需求，

包括包括技能与大模型的区分技能与大模型的区分、闲聊内、闲聊内落域的准确率落域的准确率、复、复
杂条件理解、个性化情景对话等。杂条件理解、个性化情景对话等。

与会人员讨论了与会人员讨论了测试方案测试方案、、语料设计语料设计、、评估指标评估指标等问等问
题，并提出了一些挑战，如题，并提出了一些挑战，如模糊语料模糊语料    的比例、用户的比例、用户
画像的准确性、多轮对话的干扰等。此外，还讨论了画像的准确性、多轮对话的干扰等。此外，还讨论了
不同车辆不同车辆   对功能支持的差异以及如何通过车主账号对功能支持的差异以及如何通过车主账号
等方式进行等方式进行用户画像用户画像的调整。的调整。

最后，大家一致认为最后，大家一致认为需要与产品经理确认需求细节需要与产品经理确认需求细节，，
共同构建测试集，并尽可能采用客观标准进行评估。共同构建测试集，并尽可能采用客观标准进行评估。

该会议主要聚焦于该会议主要聚焦于大模型的响应时间、等待反馈的动大模型的响应时间、等待反馈的动
画、用户体验感以及回复率画、用户体验感以及回复率。。

代表们强调了代表们强调了用户主观体验感比实际响应时间更重用户主观体验感比实际响应时间更重
要要，并提到了，并提到了机器人在不同场景中的对话流程、情感机器人在不同场景中的对话流程、情感
和真实性、环境和背景以及学习和适应能力和真实性、环境和背景以及学习和适应能力。。

另外，代表们讨论了另外，代表们讨论了如何测试车辆功能，包括更新速如何测试车辆功能，包括更新速
度和测试结果报告度和测试结果报告。他们还讨论了。他们还讨论了关于车主问题的相关于车主问题的相
关内容，例如性别划分和健身问题关内容，例如性别划分和健身问题，以及，以及汽车相关的汽车相关的
问题，包括汽车型号、颜色等问题，包括汽车型号、颜色等。会议强调了解用户体。会议强调了解用户体
验感和机器人在不同场景中的适应能力非常重要。验感和机器人在不同场景中的适应能力非常重要。

此外，代表们也强调了测试和更新是机器人发展的关此外，代表们也强调了测试和更新是机器人发展的关
键方面。键方面。

本次会议围绕本次会议围绕车载大模型新功能测试车载大模型新功能测试展开。展开。

与会者首先确认了需求来源，并强调需与会者首先确认了需求来源，并强调需区分传统车机区分传统车机
功能能（导航、音乐、天气等）与大模型功能（旅行功能能（导航、音乐、天气等）与大模型功能（旅行
顾问、影音娱乐、移动百科）顾问、影音娱乐、移动百科）的的落域分发落域分发。。

随后讨论了随后讨论了测试集构建方法测试集构建方法，，包括技能及大模型语料包括技能及大模型语料
编制编制、、判断准确率指标判断准确率指标等；也提到需要等；也提到需要设计模糊语料设计模糊语料
来检验识别准确度来检验识别准确度。。 会议还涉及会议还涉及多意图识别、上下多意图识别、上下
文衔接文衔接    以及以及用户画像用户画像、、情景化推荐情景化推荐等高阶功能，但等高阶功能，但
实现和测评标准尚不明确实现和测评标准尚不明确。。

由于计划测试由于计划测试多款车型多款车型且且时间紧迫时间紧迫，需求范围广，，需求范围广，参参
会者对落地周期和可行性表示担忧会者对落地周期和可行性表示担忧，后续需，后续需与产品经与产品经
理进一步确认排期与评测标准理进一步确认排期与评测标准。。

Manual Brief SummaryGemini 2.0 Flash Llama 3.2

1
1

1

2
2
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4
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78
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12
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7 12
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9

R-L=23.93 R-L=12.64

Figure 7: An example illustrating high-scoring and low-scoring brief summaries from Gemini 2.0 Flash and Llama
3.2, respectively. The numbers within each circle represent the key points identified in the manual summary. Blue
and red highlights denote alignment and discrepancies with the manual summary, respectively.

and the comparison between audio-only and audio-974

visual recognition results. The target speech over-975

laps with the interfering speech. Consequently, the976

target recognition result of the audio-only model977

incorporates two interference characters. However,978

the audio-visual recognition model effectively sup-979

presses these artifacts by filtering inconsistent inter-980

ference segments with lip movements. Otherwise,981

lip movements also mitigate acoustic attenuation982

in far-field conditions by reinforcing place/manner983

of articulation cues.984
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(a) Near-field Speech and Aligned Transcription of Interfering Speaker

确认确认 测试测试 集集 的的 量量 级级

(b) Near-field Speech and Aligned Transcription of Target Speaker

确实确实 (tɕʰɥœ51 ʂɚ35) 测了测了 (tsʰɤ51 lɤ3)

一一 (i55) 个个 (kɤ51)

量量 (jɑŋ35) 级级 (tɕi35)

(c) Far-field Speech, Lip Frames and Aligned Recognitions Result of Target Speaker

tɕʰɥœ51 ʐən51 tsʰɤ51 ʂɚ51 tɕi35 tɤ3 jɑŋ35 tɕi35

先先 只是只是 一一 个个

ɕjɛn55 ʈʂɚ211 ʂɚ51 i55 kɤ51

tɕʰɥœ51 ʐən51 tsʰɤ51 ʂɚ51 tɕi35 tɤ3 jɑŋ35 tɕi35

确认确认 测测 试试 级级 的的 量量 级级

Figure 8: An example demonstrating how visual modality aids in extracting and filling the target speaker’s
components in far-field overlapped speech. The far-field speech has been enhanced using GSS, and the recognition
results correspond to the fine-tuned audio-only and audio-visual results shown in Table 4.
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