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Abstract

We present an argumentation framework that
was instantiated using argumentative data from
30 debates that aired on the BBC television
politics programme Question Time throughout
2020 and 2021. We then tasked 13 generative
models with predicting the political position
of the dialogue locution and proposition stored
within each node of the argumentation graph.
From this, we were able to compute an ensem-
ble average political position and show how
the variance in those predictions was reduced
by removing smaller large language models
(LLMs). Results demonstrate that the utter-
ances and resolved propositions were, on av-
erage, estimated to be left of centre, with the
average political position per episode changing,
possibly reflecting different locations where
the television programme took place within the
UK. The argumentation framework is stored
within an open graph database management
system so that it can be used for graph retrieval-
augmented generation (RAG) of UK political
personas.

1 Introduction

Before the recent advancements in LLLMs, tech-
niques like BertScore (Zhang et al., 2020),
BARTScore (Yuan et al., 2021) and GPTScore (Fu
et al., 2023) were employed to evaluate outputs
from natural language generation tasks. Since then,
powerful LLMs have been employed as judges
that evaluate the outputs from other LLMs (Chen
et al., 2023; Zhang et al., 2023; Chen et al., 2024b;
Wang et al., 2024; Chen et al., 2024a). LLMs have
demonstrated remarkable performance in follow-
ing instructions, answering questions and reasoning
tasks (Huang and Chang, 2023; Zhao et al., 2025).

Language models have been employed for pre-
diction tasks in the political science literature. Wu
et al. (2023) used LLMs to predict the political
leaning of a number of politicians using different
ideological axes, such as gun control. Ornstein

et al. (2025) asked GPT-3 and GPT-4 to predict the
probability of a sentence being either conservative
or liberal across a political party manifesto, tak-
ing the sentence-level average as an analogue for
the political position of said manifestos. Le Mens
and Gallego (2025) tasked a variety of LLMs with
predicting political leanings of sentences contained
within sets of Tweets, British party manifestos, and
EU policy speeches in ten different languages.

In this paper, we go beyond the work of Le Mens
and Gallego (2025) to provide a computational
argumentation-based approach by asking LLMs
to predict the political position of locutions and
their resolved propositions across 30 debates that
were annotated to identify their arguments. The
annotated corpora were stored in the Argument
Interchange Format (AIF) (Argumentation Re-
search Group, 2011) which we translated to an
ASPIC* argumentation theory (Prakken, 2010;
Modgil and Prakken, 2014) and then to a Dung
argumentation framework (Dung, 1995), which in
turn was instantiated within a Neo4j (2012) graph,
a graph database management system (GDBMS).
Our experiments demonstrate that LL.Ms are able
to identify political content within locutions and
resolved propositions, commonly referred to as ar-
gumentative discourse units (ADUs) (Peldszus and
Stede, 2013), such that models are capable of mak-
ing claims about the political leanings of the atoms
of arguments. However, whether model predictions
are accurately calibrated with the ideologies of the
political left and right is a currently unanswered
question. Our results build up evidence that LLMs
can function as political prediction agents, whilst
also showing that language models can complete
such tasks when given guidance on argumentation
structures revealed within debates.

Our key contributions and findings are:

* We make available an open-source knowledge
base containing arguments, relations, and an



ensemble of political position prediction re-
sults from 30 televised, political debates. The
graph is intended to be used within RAG sys-
tems to aid in the emulation of UK political
personas.

* We show that LLMs can employ dialogue
locutions and their corresponding, resolved
propositions in the prediction of political po-
sitions.

* Our results show that the political position
identified across the 30 debates was, on aver-
age, left of centre.

* Removing smaller LLMs from the ensemble
average resulted in a decrease in the variance
of model predictions.

2 Method

In this section, we describe the methodology for
the instantiation of a knowledge base and how we
prompted a number of LLMs to predict political
leanings. We also list the models and parameters
employed in the tests presented later in this paper.

2.1 Graph Instantiation

There is a wealth of open data annotated for argu-
ments on AIFdb.! The GDBMS presented in this
paper was instantiated using the QT 30 dataset’
(Hautli-Janisz et al., 2022) which contains anno-
tated data from 30 debates that featured on the
BBC'’s Question Time (QT). Tab. 3 (in App. D)
presents the dates of each debate. The dataset pos-
sesses a wide range of political positions on a va-
riety of topics. The dataset is the world’s largest
annotated corpora that was instantiated using Infer-
ence Anchoring Theory (IAT) (Budzynska et al.,
2014), an argument annotation scheme that com-
bines speech act theory with argumentation. The
data was annotated for utterances (or locutions)
which were resolved by annotators into proposi-
tions containing their propositional content such
that each proposition is understandable to the lay
reader when read in isolation. Propositions were
annotated for inferences, conflicts, and rephrases,
resulting in an argumentation-based representation
of the 30 QT debates. Annotations were performed
using OVA+ (Janier et al., 2014), a tool for the vi-
sualisation of arguments which stores data in the
AIF (Chesiievar et al., 2006; Argumentation Re-
search Group, 2011). We converted the AIF to
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an ASPIC* argumentation theory (Prakken, 2010;
Modgil and Prakken, 2014) and then to a Dung
argumentation framework (Dung, 1995), using the
procedure described by Bex et al. (2012) (see App.
A for a full description of this process). We re-
stricted the ASPIC* framework to the set of ordi-
nary premises and defeasible inference rules with-
out preferences. The Dung argument framework
was instantiated within a Neo4j (2012) GDBMS
comprised of 23,228 nodes and 50,905 edges. Each
node possesses the following properties: a dia-
logue locution and its corresponding proposition;
a speaker; the illocutionary force and correspond-
ing utterance type, according to the IAT schemata;
a model and ensemble array of political position
predictions, the mean, the variance and standard
deviation, as well as the number of times that the
model predicted a node to be not applicable (NA)
(explained in Sec. 2.2 below) and the probabil-
ity of NA. An example excerpt of the GDBMS
is shown in Fig. 4 (in App. B). All the edges
representing relations in the GDBMS are directed
and comprise the following: TRANSITIONS_TO
which provides an indication of the chronology
of utterances; IS_A_REPHRASE_OF which de-
scribes when one node is a rephrase of another;
SUPPORTS which denotes an inference between
two nodes; and ATTACKS which refers to a con-
flict between two nodes.

2.2 Populating the Graph with Political
Positions

The work presented in this paper was inspired by
Le Mens and Gallego (2025) and we extend it by in-
cluding both a locution and proposition within the
prompt provided to the LLMs. Both locutions and
propositions are output as a result of the IAT anno-
tation process. Models were tasked with scoring
each node’s locution and proposition using a scale
from 0O to 100, where O denoted an extremely left-
wing view and 100 an extremely right-wing stance.
In cases where a node’s locution and proposition
contained no political leaning, models were asked
to score such nodes as NA. An example prompt
template is provided in App. C.

Given that LLMs are non-deterministic, even
when using zero temperature, the same seed and a
small top_p, we repeated each prompt five times
per model, thus obtaining five potentially different
predictions about the political position of a locu-
tion and corresponding proposition for each node
within the Neo4j (2012) graph. We employed a
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software package, called Golem (Blackwell, 2024),
to prompt LLMs. The models employed and their
parameters are displayed in Tab. 4 (in App. E).

3 Results

We now present our main results, with additional
results included in App. F. Each node in the graph
contains five predictions from each model, as well
as the mean, variance, standard deviation, number
of NA scores and the probability that a node was
labelled NA, for each model. Each node also con-
tains two ensemble arrays containing the political
predictions of all and some models, from which the
mean, variance, standard deviation, and NA count
and probability was computed and stored.

3.1 Models Included in the Ensembles

We chose how to group model predictions into en-
semble results systematically. The first ensemble
array was just the set of all model predictions for
each node in the knowledge base. The second
ensemble was formed by comparing the distribu-
tion of political position counts and NA prediction
counts for each model (see Fig. 5 in App. F). If
the NA count was below the highest (binned) po-
litical position count, then, taking the view that
such models are too conservative in attributing po-
litical opinions to the given inputs, that model’s
predictions were removed from the second ensem-
ble. It came to light that only less capable models,
with fewer parameters, were the ones that were
not included in the second ensemble, which we
attribute to smaller models’ inability to distinguish
between apolitical propositions and locutions. For
example, consider the distributions of Claude 3.5
Haiku, GPT 40 Mini, Llama 3.1:8b, and Mistral:7b
in Fig. 5 (in App. F) where those models score
the political position of a node as 50 when they
were unsure, instead of scoring the node as NA.
Moreover, in Fig. 5, Llama 3.2:3b, the smallest
model, further confirms this as it scored the fewest
number of nodes NA, whilst predicting that the vast
majority of nodes were extremely left wing. Model
to model comparisons in Fig. 6 further confirmed
that smaller models’ predictions were tantamount
to random, justifying their removal from the second
ensemble. The models® used for the prediction of

3While we tried to obtain results for OpenAI’s o1 model,
we were not able to collect results for every prompt using ol
because of content filtering, even though all custom content
filters were turned off during experiments.

political positions and the two ensembles described
above are listed in Tab. 1.

Ensemble Models Included

Claude 3.5 Haiku, Claude 3.7 Sonnet, GPT 3.5 Turbo,
GPT 40, GPT 4 Turbo, GPT 40 Mini,
GPT 03 Mini, Llama 3.1:8b, Llama 3.2:3b,
Mistral:7b, DeepSeek-V3, Gemini 1.5 Pro, and Grok 2.

Ensemble 1

Claude 3.7 Sonnet, GPT 3.5 Turbo, GPT 4o,
GPT 4 Turbo, GPT 03 Mini, DeepSeek-V3,
Gemini 1.5 Pro, and Grok 2.

Ensemble 2

Table 1: The models for which political position results
were obtained and the two ensembles.

3.2 Distribution of Political Positions

Models’ predictions across all nodes and episodes
were, on average, left of centre (Fig. 1 and Tab. 2).
The removal of smaller models from the ensemble
resulted in a reduction in variance and a mean that
was closer to 50, as per Tab. 2.

Ensemble Mean Median Standard Deviation, o
Ensemble 1 423 50.0 21.9
Ensemble 2 44.1 50.0 19.0

Table 2: Both ensembles’ mean, median and standard
deviation.

3.3 Political Position Over Time

Model predictions were, on average, left of centre
across all episodes (Fig. 2). The ensemble mean
political position (4o) plotted over time further
demonstrates that the removal of less capable mod-
els reduced variance in model predictions (Fig. 2).

4 Discussion and Conclusions

Our results show that LLMs can employ argumen-
tation data in the prediction of political positions,
and this paper is a first attempt to make use of argu-
mentation data for this task. We observed changes
in the mean political position per episode that may
correlate with different panellists’ and audience
members’ views on specific topics featured on the
programme on different dates, and also filming lo-
cations around the UK. Whilst models were able
to predict the political position of nodes, whether
those scores agreed with panellist or audience mem-
ber stances is currently an open question.

LLMs exhibit political biases (Motoki et al.,
2024; Rozado, 2024; Agiza et al., 2024; Retten-
berger et al., 2025) and model outputs are depen-
dent on each vendor’s choice of training data, as
well as any post-training methods. Our results high-
light this notion as the distribution of political po-
sitions differs when considering the outputs from
different base models and publishers. For instance,
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Figure 2: Both ensembles’ mean political position (0 plotted against time, across all 30 episodes.

in Fig. 5 (in App. F), the distribution of political
leanings for DeepSeek-V3 is different to Grok 2
which is different to OpenAI’s models, etc. Since
politics and training data bias may differ between
LLM developers, we advocate using an ensemble
average, as we have done in our experiments.

At the node-level, predictions were not determin-
istic, even for zero temperature, the same seed and
low top_p, which was to be expected and can be
attributed to the stochastic nature of LLMs. Fre-
quency of models scoring a node as NA was greater
than 6 x 10° for both Ensemble 1 and 2 in Fig. 1.
Less capable models — such as Llama 3.1:8b, Llama
3.2:3b, Mistral:7b within Ensemble 1 — did not per-
form well at identifying locutions and propositions
that were NA, when compared with the outputs
from models in Ensemble 2. However, in real-
ity, there was a negligible difference between NA
counts in Ensemble 1 and 2 in Fig. 1. We believe
that the method of text segmentation within the
QT 30 dataset may have affected models’ ability to
differentiate between nodes, containing locutions
and propositions, on a political side and those that
were non-partisan.

The GDBMS makes it simple to extract perti-
nent UK political data on a wide range of topics,
such as vaccination, immigration, etc. Our knowl-
edge base is both novel and useful for graph RAG
for two reasons. First, the GDBMS is a represen-
tation of 30 real-world debates where inference,
conflict, rephrase, and transition relations between
nodes was instantiated (see Section 2.1). So, if
one wanted to provide a conversational LLM with
pertinent, argumentative examples of, say, conflict,
then this is made possible with our GDBMS. Sec-
ond, the graph’s node properties (i.e., the locution,
proposition, speaker, political position results, etc)
combined with those relations should provide re-
searchers with a way to create UK political per-
sonas, using graph RAG, to reflect political lean-
ings. Researchers can choose to use the ensem-
ble or individual models’ political position results.
Furthermore, notions of uncertainty could be in-
corporated into future graph RAG systems through
use of the probability of a node being NA. A link
to the GDBMS will be provided here if the paper
is accepted (see App. G for a discussion of the
licensing arrangements).



Limitations

Ground Truth. We did not check whether model
outputs were in agreement with the political posi-
tions of panellists. While it might not be possible to
ascertain the political stance of audience members,
one could easily discover the political leaning of
certain panellists, especially if they were a politi-
cian. Future work should study whether model
outputs are in accordance with the stated political
stance of panellists.

Political viewpoint calibration. Interpretation
of the scoring scale, between 0 and 100, by the
LLMs is necessarily subjective. While we have
assumed that models can determine that, say, a
score of 50 would indicate a political stance in the
centre, models’ perceived centre reference point
might be different. Future work could address this
by switching the political scale so that O denotes
an extremely right-wing and 100 an extremely left-
wing dialogue locution and proposition to discover
whether the resulting outputs are a mirror reflec-
tion of the original scores, or whether the set of
nodes with a score of, say, 50 changed. In addi-
tion, given that we do not have an absolute scale
of political positions for models, one idea for fu-
ture work might be to ask models to describe the
ideals associated with integer values on the politi-
cal scale employed in this paper. Alternatively, we
could compare models’ outputs by considering the
relative ordering on the O to 100 scale of pairs of
locutions and propositions. An overall compari-
son could then be computed using a summed edit
distance. Such a measure would be independent
of values on the absolute scale but rather compare
relative political positions of different LLMs.

Text Segmentation. We acknowledge that our
experiments employed locutions and propositions
(or ADUs), which were usually clauses within the
QT 30 dataset. While propositions are the atoms of
arguments, whether performance would increase
when providing models with more than just one
clause is a task left for future work. We also note
that comparing the complexity of text with a pre-
diction about its political stance is interesting, but
the clause segmentation approach used in the QT
30 dataset meant that this comparison was not pos-
sible.

Model Imbalance. We note that the ensembles
presented contain more models from OpenAl than
any other vendor which could have inadvertently

impacted the ensemble averages. Future work
should consider creating ensembles that only in-
clude predictions from one model per vendor to
understand whether the distribution of political po-
sitions changes as a result.

Coarse-grained analysis. While the main contri-
bution of this paper is our open-source knowledge
base, it is possible to derive more results from our
graph. For instance, it may be possible to compare
the mean political position across different topics
that feature in the QT debates, such as immigration,
lockdowns, vaccinations, etc. Another interesting
point of analytical interest could be how panellists’,
audience members’ and moderator’s political lean-
ings evolved over time. Moreover, we have not yet
evaluated the role that stochasticity played in our
results and, as such, future work could look at the
average standard deviation across nodes for each
model in our dataset. Finally, a participant study
should be conducted to quantify the accuracy of
model predictions.
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A Translating AIF to ASPIC* to a Dung
AF

In this appendix, we explain how to tranform data
stored in the AIF to an ASPIC* argumentation the-
ory and then to a Dung argumentation framework.

A.1 Abstract Argumentation Frameworks

Dung’s seminal work on abstract argumentation
frameworks made a significant contribution to the
field of computational argumentation and non-
monotonic reasoning (Dung, 1995). The under-
lying notion of his proposal was that arguments
and attacks between them can be modelled using
a directed graph, where the arguments and attacks
are represented as nodes and edges, respectively.
Below we provide the formal definition for Dung’s
original abstract argumentation framework.

Definition A.1.1 A (finite) Dung argumentation
framework G is a tuple (\A,R) which contains
a set of arguments A and binary attack relations
R C A x A between arguments. For two argu-
ments aq,as € A, the argument ay attacks as if
and only if (a1, a2) € R.

We do not consider the acceptability of argu-
ments in this work so we omit the introduction of
the semantics.

A.2 The ASPIC* Framework

While Dung’s seminal account of abstract argu-
mentation allows for the identification of sets of ad-
missible arguments, its level of abstraction means
it pays no attention to the internal structure of
those arguments. The ASPIC* framework, a struc-
tured argumentation system, adopts an interme-
diate level of abstraction to provide an abstract
account of real-world arguments (Prakken, 2010;
Modgil and Prakken, 2014). The ASPIC* frame-
work can model structured argumentation problems

using strict and defeasible inference rules, with
preferences between defeasible rules, as well as a
knowledge base which contains sets of necessary
axioms (or facts), ordinary premises, and assump-
tions. However, we restrict the ASPIC* framework
so that it is only comprised of a knowledge base
containing the set of ordinary premises and defea-
sible inference rules without preferences, as they
are the only conditions that pertain to the work
presented throughout this paper.

Definition A.2.1 (Prakken, 2010). An argumen-
tation system is tuple AS = (L£,” ,R) where

* L is alogical language;
 ~ is a contrariness function ~ : £ — 2£: and

* R is a set of defeasible rules.

Definition A.2.2 (Prakken, 2010) Let £ be a log-
ical language and ~ be a contrariness function,
where ¢ and v are statements within that language,
such that ¢, v € £, and ¢ and 1) are sets containing
statements that conflict with ¢ and ), respectively.
It follows that

* ¢ is called a contrary of ¢ if and only if ¢ €

Vs
* ¢ and v are contradictory if and only if ¢ € )
and ¢ € 1, denoted by ¢ = —).

The arguments formed using the ASPIC* frame-
work are defined as inference trees which are cre-
ated by applying defeasible inference rules on ob-
jects within the logical language. We refertop = ¢
as a defeasible rule » € R, where p is the an-
tecedent and q is the consequent.

Definition A.2.3 (Prakken, 2010) For the re-
stricted version of an ASPIC* argumentation sys-
tem (£,” ,R) presented, a knowledge base K is a
set of ordinary premises Kp, such that X C £ and
K =K.

Definition A.2.4 (Prakken, 2010) An argumenta-
tion theory is a pair AT = (KC, AS) where K is
a knowledge base containing the set of ordinary
premises C), only, such that £ = K, and AS is an
argumentation system.

Arguments are derived from the knowledge base,
where each argument A is obtained from the set of
ordinary premises within the knowledge base /C,,
of an argumentation theory AT'; Prem(A) returns
all the ordinary premises within K, which support
A, Conc(A) returns A’s conclusion, and Sub(A)
returns all of A’s sub-arguments.
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Definition A.2.5 (Prakken, 2010) Let K be a
knowledge base in an argumentation system
(L£,7,R). An argument A is defined as

* A = {¢} if and only if ¢ € K where
Prem(A) = {¢}, Conc(A) = {¢}, and
Sub(A) = {}.

« A = {A1,..,A, = ¢} if and only if
Ay, ..., A, are arguments and there exists a
defeasible rule in the argumentation system
AS such that Conc(Ay),...,Conc(Ay) =
Y € R; Prem(A) = Prem(A4;) U ... U
Prem(Ay); Conc(A) = 1; and Sub(A) =
Sub(A1)U...U Sub(Ay,) U{A}.

Attacks from one argument to another are repre-
sented through the contrariness function, and suc-
cessful attacks are defined as defeats. The ASPIC*
framework can model rebutting, undermining, and
undercutting attacks. A rebutting attack is one
where an argument attacks the conclusion of an-
other. An undermining attack is one where the con-
clusion of an argument is contrary to the premise
of another. An undercutting attack is one where
an argument’s defeasible inference from a set of
premises to a conclusion is attacked by another ar-
gument. While both rebutting and undercutting at-
tacks can only feature in structured argumentation
that allows for defeasible inference rules, undercut-
ting attacks are not included in the new work pre-
sented in this paper. Furthermore, as the ASPIC*
formalism has been restricted to the set of defea-
sible rules without preferences, all conflicts that
feature in the sets output by the contrariness func-
tion are deemed to be defeats, as per in Definition
A.2.6.

Definition A.2.6 (Prakken, 2010) For the argu-
ments A, B € I, the argument A defeats B, when:

* Arebuts B (on B') if and only if Conc(A) €
¢ for some B’ € Sub(A) where B’ =
{B,....,Bl = ¢}

e A undermines B (on ) if and only if
Conc(A) € i for some B' = 9, ¢ €
Prem(B).

As in (Prakken, 2010), structured argumentation
theories along with the set of defeats can be em-
ployed in the instantiation of Dung abstract argu-
mentation graphs. Remembering that a Dung-style
argument system is a tuple (A4, R) with a set of
arguments .4 and defeats R C A x A, as defined
in Section A.1.

Definition A.2.7 (Prakken, 2010) A Dung argu-
mentation framework G 47 corresponding to an ar-
gumentation theory AT is a pair (A, R) with a set
of arguments A and relations R instantiated using
the respective arguments (Definition A.2.5) and
defeats (Definition A.2.6) within the theory.

A.3 The Argument Interchange Format

The AIF is a community-led attempt to gather a
variety of types of works within the computational
argumentation literature by providing a shared on-
tology to facilitate future research and develop-
ment of argumentation-based tools and techniques
(Chesiievar et al., 2006). The onotology acts as an
abstract medium that allows researchers to employ
any logical language they so choose in order to cre-
ate argument systems, whilst also providing them
with the added benefit of going between languages
and formalisms. For instance, if a user were to
conduct argument analysis on a debate using an
annotation scheme, such as the IAT (Budzynska
et al., 2014), and save their data in the AIF, then
they would also be able to semantically evaluate
the acceptability of arguments in their analysis by
mapping it from the AIF to an ASPIC* argumen-
tation theory and then to a Dung argumentation
framework, which can be evaluated using all the
well-know semantics. As such, the AIF provides a
solid foundation on which real-world applications
for argumentation can be based.

The specification for the AIF ontology is pre-
sented in Fig. 3. The AIF ontology has two parts,
namely the Upper Ontology and the Forms On-
tology (Rahwan et al., 2007; Rahwan and Reed,
2009). The Upper Ontology is comprised of in-
formation nodes (I-nodes) and scheme nodes (.S-
nodes), allowing users to build the nodes and edges
found within argument systems. Depending on the
context, information nodes store the data points
within an argument analysis, such as locutions and
propositions, whilst scheme nodes capture general
patterns of reasoning, such as the inference be-
tween a set of premises supporting a conclusion
or a conflict between I-nodes. As such, scheme
nodes are the instantiation of: rule-application
nodes (RA-nodes), indicating an inference from
at least one I-node to another; conflict-application
nodes (C'A-nodes), indicating a conflict between
two I-nodes; or preference-application nodes (P A-
nodes), which annotate preferences between I-
nodes.

The Forms Onotology employs the nodes and
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Figure 3: The AIF specification [taken from (Argumen-
tation Research Group, 2011)].

edges in the Upper Ontology and allows users to
refine the simple patterns of reasoning captured,
instantiating different theoretical argumentative
forms, such as argumentation schemes (Walton
et al., 2008), thus allowing users to attain a bet-
ter understanding of argumentation by modelling
the intricacies found within it.

The AIF ontology’s main representational lan-
guage is a directed graph. Graphs provide a struc-
tured and systematic way of describing argumenta-
tion without the constraints of a logic (Chesfievar
et al., 2006), while also aligning with many of the
accounts of argumentation proposed within the lit-
erature. An AIF argument graph G4;p, not to be
confused with the AIF ontology specification pre-
sented in Fig. 3, is defined in Definition A.3.1.

Definition A.3.1 Let G4 = (V, E') be an AIF ar-
gument directed graph which is a pair (V, E') where

1. V. = I URAUCA is the set of vertices in
Garr, where I are the I-nodes, RA are the
RA-nodes, and C A are the C' A-nodes;

2. ECV xV \ IXxI is the set of edges in
Garr;

3. if and only if v € V'\I, then v has at least one
direct predecessor and successor;

4. if and only if v € RA, then v has at least one
predecessor and successor in the form of a
premise and conclusion, respectively;

5. if and only if v € P A, then v has exactly one
predecessor v; and one direct successor v;
that instantiates the form preferred and dispre-
ferred element, respectively, where v; # v;;
and

6. if and only if v € CA, then v has exactly
one predecessor and successor, respectively
termed conflicting and conflicted elements.

A.4 Translating from the AIF to ASPIC*

After introducing a restricted case of the ASPIC*
framework (Section A.2), which can be employed
in the instantiation of a Dung argumentation frame-
work (Definition A.2.7), presenting the AIF (Sec-
tion A.3), and defining how to instantiate AIF argu-
ment graphs (Definition A.3.1), we now present a
method proposed by Bex et al. (2012) which is ca-
pable of mapping argument data stored in the AIF
to an ASPIC* argumentation theory and then to a
Dung argument system, enabling the instantiation
of the Neo4j (2012) graph presented in this paper.

Definition A.4.1 For an AIF directed argument
graph Garr = (V, E) with a set of I-nodes, forms
JF and a set of relations that link the nodes in G to
nodes in F, an ASPIC* argumentation theory AT
based on G 45 F is defined as follows:

1. L=1TURA;

2. K, = {v € I | v isaninitial node} where
v € Kp;

3. R is the smallest set of inference rules ry :
v1, ..., Up, = v Where there exists a node v; €
RA such that:

(a) v; fulfils a defeasible scheme in the
Forms Ontology F; and

(b) v;’s direct predecessors are premises of
the form vy, ..., v, and v;’s direct succes-
sor is a conclusion of the form v.

4. vy, € v; if and only if Jv; € C'A such that v;
has a direct predecessor vy, and direct succes-
sor v;.

B Neo4j (2012) Bloom GUI
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C Detail of Prompt Generation

prompt
{
"role": '"system",
"content": "You will be provided with the

-~

}

text of a locution and its corresponding
propositional content that forms part of

an argument from a UK political debating TV
programme.

Your task is to decide where does the
speaker stand on the ‘left’ to ‘right’ wing
scale using the speaker’s locution and
propositional content?

Provide your response as a score between 0
and 100 where O means ‘Extremely left’ and
100 means ‘Extremely right’. If the text
does not have political content, set the
score to ‘NA’.

Output in JSON format using the following
template: {‘Score’ : int}.

Do not include any additional context,
preamble, or explanation."

"role": T'user",
"content": "Score the speaker’s political
position between O (‘Extremely left’)
and 100 (‘Extremely right’), and ‘NA’ if
there is no political content, using the
following locution and proposition.
Proposition: ‘[Insert Proposition]’
Locution: f‘[Insert Locution]’
Do not write an introduction or summary.
Output in JSON format using the following
template: {’Score’ : int}"

D Dates of QT Episodes

Episode Date

1 28 May 2020

2 4 June 2020

3 18 June 2020

4 30 July 2020

5 2 September 2020
6 22 October 2020
7 5 November 2020
8 19 November 2020
9 10 December 2020
10 14 January 2021
11 28 January 2021
12 18 February 2021
13 4 March 2021
14 18 March 2021
15 15 April 2021
16 29 April 2021
17 20 May 2021

18 27 May 2021

19 10 June 2021
20 24 June 2021
21 8 July 2021
22 22 July 2021
23 5 August 2021
24 19 August 2021
25 2 September 2021
26 16 September 2021
27 30 September 2021
28 14 October 2021
29 28 October 2021
30 11 November 2021

Table 3: The dates of the debates within QT 30.
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Model Temperature Seed top_p  Weights Execution  Publisher Hosted By

Claude 3.5 Haiku (claude-3-5-haiku-20241022) 0 NA 0.1 Closed APL Anthropic Anthropic
Claude 3.7 Sonnet (claude-3-7-sonnet-20250219) 0 NA 0.1 Closed API Anthropic Anthropic
GPT 3.5 Turbo (gpt-3.5-turbo-0125) 0 123 0.1 Closed API OpenAl Azure
GPT 40 (gpt-40-2024-08-06) 0 123 0.1 Closed API OpenAl Azure
GPT 4 Turbo (gpt-4-turbo-2024-04-09) 0 123 0.1 Closed API OpenAl Azure
GPT 40 Mini (gpt-40-mini-2024-07-18) 0 123 0.1 Closed API OpenAl Azure
GPT 03 Mini (03-mini-2025-01-31) NA 123 NA Closed API OpenAl Azure
Llama 3.1:8b (11ama3.1:8b) 0 123 0.1 Open Local Meta NA
Llama 3.2:3b (11ama3.2:3b) 0 123 0.1 Open Local Meta NA
Mistral:7b (mistral:7b) 0 123 0.1 Open Local Mistral Al NA
DeepSeek-V3 (deepseek-v3) 0 123 0.1 Open API DeepSeek DeepSeek
Gemini 1.5 Pro (gemini-1.5-pro-002) 0 123 0.1 Closed API Google Google
Grok 2 (grok-2-1212) 0 123 0.1 Closed API xAl xAl

Table 4: Models, parameters, publishers and hosting.

F Additional Experimental Results
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G Licensing

QT 30 is an open-source dataset that was made
available without mentioning any specific licens-
ing arrangements — see https://corpora.aifdb.
org/qt30. Our use of QT 30 is consistent with the
intended use of the dataset. Our dataset is available
under the CC BY 4.0 license.
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