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Abstract001

Knowledge discovery from large-scale, hetero-002
geneous textual corpora presents a significant003
challenge. Document clustering offers a prac-004
tical solution by organizing unstructured texts005
into coherent groups based on content and the-006
matic similarity. However, clustering does not007
inherently ensure thematic consistency. Here,008
we propose a novel framework that constructs009
a similarity graph over document embeddings010
and applies iterative graph-based clustering al-011
gorithms to partition the corpus into initial clus-012
ters. To overcome the limitations of conven-013
tional methods in producing semantically con-014
sistent clusters, we incorporate iterative feed-015
back from a large language model (LLM) to016
guide the refinement process. The LLM is used017
to assess cluster quality and adjust edge weights018
within the graph, promoting better intra-cluster019
cohesion and inter-cluster separation. The020
LLM guidance is based on a set of success021
Rate metrics that we developed to measure the022
semantic coherence of clusters. Experimental023
results on multiple benchmark datasets demon-024
strate that the iterative process and additional025
user-supplied a priori edges improve the sum-026
maries’ consistency and fluency, highlighting027
the importance of known connections among028
the documents. The removal of very rare or029
very frequent sentences has a mixed effect on030
the quality scores. Our full code is available031
here: https://github.com/D2CS-sub/D2CS032

1 Introduction033

Document clustering and summarization are funda-034

mental tasks in natural language processing (NLP)035

with numerous applications in information retrieval,036

content organization, and knowledge discovery037

(Aggarwal and Zhai, 2012; Wibawa et al., 2024).038

As the volume of digital text continues to grow ex-039

ponentially, efficient methods for organizing and040

extracting meaningful insights from large docu-041

ment collections have become increasingly impor-042

tant (Beltagy et al., 2020; Langston and Ashford,043

2024). However, text cohorts are often heteroge- 044

neous. As such, two parallel tasks should be per- 045

formed for content extraction: Text clustering and 046

multi-text summarization. The first task aims to 047

combine similar texts into clusters, and the second 048

aims to summarize all the texts within each clus- 049

ter. Traditional approaches to document cluster- 050

ing typically rely on conventional distance metrics 051

in high-dimensional vector spaces (Karypis et al., 052

2000; Zhao et al., 2005), often struggling with the 053

semantic complexity of natural language. 054

For the summarization, abstraction (shortening 055

and condensing) and extractive (extracting the most 056

important sentences) number of methods were pro- 057

posed (Nenkova and McKeown, 2012). However, 058

these methods often fail to combine documents that 059

deal with different topics. Recent advancements in 060

neural embeddings (Reimers and Gurevych, 2019a; 061

Su et al., 2022; Melamud et al., 2016) and Large 062

Language Models (LLMs)(Brown et al., 2020; Tou- 063

vron et al., 2023; Raiaan et al., 2024) have opened 064

new possibilities for improving both clustering 065

quality and summary generation. Given the ca- 066

pacity of LLMS, a simple approach for the sum- 067

marization of heterogeneous cohorts is to first clus- 068

ter the document and then summarize each cluster. 069

However, clustering methods are not optimized for 070

thematic consistency. Here, we present Document- 071

to-Cluster Summary with LLMs (D2CS), a novel 072

algorithm that leverages the strengths of modern 073

embedding techniques, density-based filtering, en- 074

ergy distance metrics, and community detection 075

algorithms to create semantically coherent docu- 076

ment clusters. Our approach uniquely combines 077

clustering and the generative capabilities of LLMs 078

to produce coherent and fluent cluster summaries, 079

which are iteratively refined through a contrastive 080

evaluation framework. The primary contributions 081

of this work are: A) A comprehensive pipeline 082

integrating sentence-level embeddings with ker- 083

nel density estimation (KDE) for feature selection, 084
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energy distance for document similarity, and the085

Leiden algorithm for community detection, B)A086

novel iterative refinement mechanism leveraging087

LLM-generated summaries and contrastive docu-088

ment pair evaluations to improve cluster coherence,089

and C) A multi-faceted evaluation framework that090

assesses the quality of the clusters and the semantic091

relevance of the generated summaries.092

Algorithm 1 D2CS Pipeline
Input: Sentences set for each document T , k near-

est neighbors parameter,prior edges E (op-
tional)

Output: Clustered graph of texts G, summary
each cluster {Csum}

if E exist then
▷ Create a Graph using prior edges

G← prior_edges_graph(E)

else
▷ Create an Energy Distance matrix between
documents
Dij ←∆(Xi, Xj), ∀Ti ∈ T

▷ Create the base graph
G← create_knn_graph(D,k)

▷ Cluster and summarize iteratively
foreach iteration ≤ η do

C←cluster_graph(G)

foreach C ∈ C do
Csum ← summarize(C,∀Ti ∈ C)

SR←evaluate(C, G, T )
G←update_graph(SR,G)

Return Csum∀C ∈ C

2 Related Work093

Document Clustering Document clustering has094

evolved significantly over the decades, from tradi-095

tional approaches using tf-idf and cosine similarity096

(Salton and Buckley, 1988) to more sophisticated097

methods incorporating neural representations (Xie098

et al., 2016). Early clustering algorithms such as099

k-means (Hartigan and Wong, 1979) and hierar-100

chical clustering (Murtagh and Contreras, 2012)101

have been foundational but often struggle with102

high-dimensional text data. Topic models like La-103

tent Dirichlet Allocation (LDA) (Blei et al., 2003)104

revolutionized document clustering by introduc-105

ing probabilistic methods to uncover latent themes. 106

More recent approaches have leveraged neural em- 107

beddings, with Doc2Vec (Le and Mikolov, 2014) 108

and SBERT (Reimers and Gurevych, 2019a) en- 109

abling more semantically meaningful document 110

representations. The integration of transformers 111

(Vaswani et al., 2017) has further enhanced rep- 112

resentation learning for clustering tasks (Zhang 113

et al., 2021; Grootendorst, 2022). Recent work by 114

Liu and Liu (2021) and Ozyurt et al. (2022) has 115

introduced contrastive learning frameworks specifi- 116

cally designed for document clustering, while Al- 117

shaikh et al. (2020) demonstrated the effectiveness 118

of mixture-of-experts approaches for multilingual 119

document clustering. 120

Community detection algorithms have gained 121

prominence in document clustering, with meth- 122

ods like Louvain (Blondel et al., 2008) and Leiden 123

(Traag et al., 2019) showing superior performance 124

in identifying natural clusters. These approaches 125

model documents as graphs, where similarities de- 126

fine edge weights, and have demonstrated effective- 127

ness in capturing complex relationships (Newman 128

and Girvan, 2004; Fortunato, 2010). Recent ad- 129

vances by Shi et al. (2021) and He et al. (2021) 130

have significantly improved the scalability and in- 131

terpretability of community detection for large doc- 132

ument collections. Many measures were defined 133

for the quality of the clusters. However, to the best 134

of our knowledge, no clustering algorithm uses 135

the consistency of texts with their summary as a 136

measure. 137

Text Summarization As mentioned, text sum- 138

marization techniques fall broadly into extractive 139

and abstractive categories(Allahyari et al., 2017). 140

Extractive methods (Mihalcea and Tarau, 2004; 141

Erkan and Radev, 2004) select important sentences 142

from documents, while abstractive approaches (See 143

et al., 2017; Lewis et al., 2019) generate novel text 144

that captures the essence of the content. 145

A different yet related approach is topic detec- 146

tion, where each sentence/document is assigned a 147

domain, and then each domain is summarized by 148

itself by combining either documents belonging to 149

the same domain, or all sentences from multiple 150

documents belonging to the same domain(Radev 151

et al., 2004; Wan and Yang, 2008). Notable re- 152

cent contributions include Xiao et al. (2021), who 153

developed a pretraining approach specifically for 154

multi-document summarization. 155

The advent of LLMs has transformed summa- 156
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rization capabilities (Brown et al., 2020; Achiam157

et al., 2023), with few-shot and zero-shot ap-158

proaches demonstrating remarkable efficacy. Re-159

cent work by Suzgun and Kalai (2024) has shown160

that guided prompting strategies can substantially161

improve LLM-based summarization quality, while162

Tang et al. (2023) have explored the use of LLMs163

as judges for evaluating summarization outputs.164

However, to the best of our knowledge, there is no165

feedback approach to improve the clustering based166

on the summary evaluation.167

Distance Metrics and Feature Selection The168

choice of distance metrics significantly impacts169

clustering performance. Beyond traditional mea-170

sures like Euclidean and cosine distance, more so-171

phisticated approaches such as Earth Mover’s dis-172

tance (Rubner et al., 2000) and energy distance173

(Székely and Rizzo, 2013) have shown promise for174

comparing distributions of embeddings. Recent in-175

novations include the optimal transport-based met-176

rics proposed by Huynh and Phung (2021), which177

have demonstrated superior performance in com-178

paring embedding distributions and contrastive dis-179

tance learning approaches. We have used an energy180

distance, which we found to produce the most con-181

sistent clusters.182

Evaluation of Document Clusters and Sum-183

maries Evaluating document clustering remains184

challenging, with both internal measures like sil-185

houette coefficients (Rousseeuw, 1987) and exter-186

nal measures like normalized mutual information187

(Strehl and Ghosh, 2002) providing complementary188

perspectives. For summarization, automatic met-189

rics such as ROUGE (Lin, 2004) and BERTScore190

(Zhang et al., 2019) quantify lexical and semantic191

overlap, respectively. More recent evaluation met-192

rics such as QAEval (Deutsch et al., 2021) and193

SummaC (Laban et al., 2022) have focused on194

factual consistency and faithfulness of summaries.195

The integration of human evaluation (Daume III,196

2006) and LLM-based assessment (Zhu et al., 2023;197

Fu et al., 2023) has gained traction for evaluating198

both clusters and summaries.199

Contrastive evaluation methods (Wang et al.,200

2021) have emerged as a promising approach for201

refining both clustering and summarization results.202

Recent work(Bahak et al., 2023) has shown that203

LLM-based evaluations can achieve high correla-204

tion with human judgments across multiple summa-205

rization dimensions. Additionally, Luo et al. (2023)206

and Kocmi and Federmann (2023) have demon-207

strated that LLMs can effectively serve as judges 208

for evaluating and ranking summaries through pair- 209

wise comparisons. 210

3 Novelty of D2CS 211

D2CS introduces several novel contributions to the 212

fields of document clustering and summarization: 213

Integration of Energy Distance with Density- 214

Based Filtering While energy distance(Székely 215

and Rizzo, 2013) has been applied in various do- 216

mains, its combination with KDE-based filtering 217

for document similarity is unprecedented. Previ- 218

ous approaches Lee et al. (2004) have explored en- 219

ergy distance for clustering but did not address the 220

challenges of high-dimensional embedding spaces 221

or incorporate density-based filtering mechanisms. 222

Our approach efficiently handles the curse of di- 223

mensionality by applying KDE to filter out embed- 224

ding vectors that are either too common or too rare, 225

focusing computational resources on the most in- 226

formative features. This improves the text quality 227

scores in most cases, but may harm if many docu- 228

ments are extremely rare and hence are completely 229

filtered out by the KDE filter. 230

Unlike traditional approaches that compute doc- 231

ument similarity based on aggregate embeddings 232

(Reimers and Gurevych, 2019a), our method pre- 233

serves the distribution of sentence-level embed- 234

dings within each document. This preserves impor- 235

tant structural information about semantic variance 236

within documents. 237

LLM-Guided Iterative Cluster Refinement 238

The iterative refinement mechanism in D2CS repre- 239

sents a departure from conventional one-pass clus- 240

tering approaches (Aggarwal and Zhai, 2012). By 241

leveraging LLM-generated summaries as cluster 242

descriptors and using contrastive document pair 243

evaluations to update edge weights, we establish a 244

feedback loop that progressively improves cluster 245

coherence. Previous work (Angelidis et al., 2021) 246

explored LLMs for summarization of predefined 247

clusters, but did not use these summaries to itera- 248

tively refine the clusters themselves. Our approach 249

is conceptually related to human-in-the-loop clus- 250

tering (Cohn et al., 2003) but replaces human feed- 251

back with automated LLM assessments, enabling 252

scalability while maintaining quality. 253

Multi-objective Evaluation Framework The 254

D2CS evaluation framework uniquely combines 255
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technical cluster quality metrics with semantic as-256

sessments of summary-document alignment. While257

prior work has evaluated clusters (Rousseeuw,258

1987) and summaries (Lin, 2004) separately, our259

holistic approach considers both aspects simulta-260

neously. Most notably, our use of contrastive eval-261

uation between in-cluster and out-of-cluster docu-262

ments relative to the summary breaks new ground263

in assessing cluster coherence. This methodology264

builds upon ideas from contrastive learning (Chen265

et al., 2020) and applies them to the evaluation of266

document clusters, providing a more nuanced per-267

spective than traditional internal validation metrics.268

4 Methods269

D2CS leverages an energy distance metric applied270

to document representations to construct a graph.271

The weights of the graph’s edges are iteratively272

refined using supervision from a large language273

model (LLM), with the goal of enhancing cluster274

coherence and forming homogeneous subgroups of275

semantically similar documents.276

4.1 Graph Generation277

To examine our method, we multiple datasets of278

texts: A) a subset from newsgroups dataset1, B)279

content graphs from wikipedia generated using280

a crawler2, allowing us to analyze the results on281

graphs of different sizes and degree distribution.,282

C) a subset from reuters dataset3, D) Posts that283

scraped from a given Whatsapp group, focused on284

middle east political issues 4. The data or links to285

the data are accessible on the project Github.286

4.2 Document representation via sentence287

embedding288

First, we use a pretrained transformer to compute289

a representation vector for each sentence in each290

document X(u)
i ∈ Rd, where u denotes a single291

sentence in the given document i sentence set Ti292

(u ∈ Ti), and d is the dimensionality of the embed-293

ding vector.294

In some cases, we encountered very long doc-295

uments, where the large volume of text made it296

challenging to generate meaningful representations297

1https://huggingface.co/datasets/SetFit/20_
newsgroups

2https://github.com/D2CS-sub/wiki-crawler
3https://www.kaggle.com/datasets/nltkdata/

reuters
4https://github.com/D2CS-sub/D2CS/blob/main/

posts_1k.csv

for all sentences. To address this issue, we applied 298

a prompt-based approach using Cohere’s LLM to 299

generate a concise summary for each long docu- 300

ment. 301

We used a density-based method (KDE) in order 302

to estimate how common each sentence in the cor- 303

pus is with a Gaussian kernel density estimation 304

with a radius of 0.075, and filtered out the embed- 305

dings within the highest and lowest 7.5% densities. 306

4.3 Document Graph 307

Given set of n documents, we construct a distance 308

matrix D ∈ Rn×n that represents the pairwise en- 309

ergy distances between documents i and j, where: 310

Dij = ∆(Xi, Xj) = 311

2 ∗ 1
|Ti|·|Tj |

∑
u∈Ti

∑
h∈Tj
||X(u)

i −X
(h)
j || 312

− 1
|Ti|2

∑
u∈Ti

∑
h∈Ti
||X(u)

i −X
(h)
i || 313

− 1
|Tj |2

∑
u∈Tj

∑
h∈Tj
||X(u)

j −X
(h)
j ||, where || · || 314

is the Euclidean distance function. 315

Using the distance matrix D, we construct a 316

graph G, where vertex Vi represents document i. 317

Edges in G are formed between Vi and its k nearest 318

neighbors (the degree can be above k since we 319

include any edge in a KNN), as determined by 320

D. To ensure efficacy, we build the graph using a 321

BallTree data structure(Omohundro, 1989). 322

Each edge between eij is assigned an initial 323

weight wij = 1. In subsequent steps, we employ 324

the LLM to iteratively update wij to improve the 325

clustering. If the user has additional information 326

on the relation between documents or keywords 327

connecting documents, an additional type of edge 328

is added that is not affected by the summary quality. 329

In the current analysis, we used edges representing 330

common authorship of the text. 331

4.4 Quality measures 332

We used five quality measures (Some existing, 333

some novel) for the quality of the clustering, con- 334

sistency of the abstract, and the text quality and 335

fluency. Each metric tests either a quality of text 336

measure or our novel "clustering success rate": 337

1. Quality of text measures test how close a 338

generated summary is to a human-made one, 339

given the source documents sentences Ti: A) 340

Relevancy the quality of passed information, 341

B) Coherence the grammar, order and struc- 342

ture, C) Consistency the factual correctness, 343

and D) Fluency the textual flow and readabil- 344

ity.These measures were argued to be more ac- 345
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Figure 1: The D2CS pipeline consists of multiple components: iterative clustering, summarizing, and summary
refinement. Each sentence in each document is embedded to produce a set of embeddings (SE). The distance
between pairs of texts is computed as the energy distance between their embeddings X

(u)
i . A KNN graph is

produced from the distance, and A Leiden algorithm is used to cluster the graph, and each cluster is summarized by
itself. The consistency of the texts with the summary of the cluster is used in an iterative process to improve the
clustering. The final results are exported to different evaluation scores for either the graph, the summary texts and
the coherence between the clusters’ documents and their summary.

curate than the more classical ROUGE meth-346

ods (Fabbri et al., 2021).347

2. Clustering success rate SR, based on each348

document SRi in our graph, defined as:349

SR =
1

n

n∑
i=1

SRi =
1

n

n∑
i=1

I(Ai≥Bi), (1)350

where Ai denotes the score assigned by the351

LLM to indicate how well the text of ver-352

tex i fits its assigned cluster summary Csum353

(Vi ∈ C), and Bi is the score assigned by354

the LLM to indicate how well text of a ran-355

domly selected vertex j fits the same cluster356

C (Vj ̸∈ C, j ̸= i). Both were estimated by357

a query to the Cohere LLM A.5. The scores358

Ai, Bi are given to each document, and indi-359

cate the validity of the connection between360

the vertex i and its cluster’s summary.361

Two additional sanity measures are used on the362

graph and the clusters to ensure that texts are di-363

vided among multiple large clusters, and that the364

clusters’ silhouette is high enough.365

4.5 Iterative LLM Guided Graph Clustering 366

To iteratively improve vertex clustering, we use 367

two LLMs as guides. We apply 4 steps iteratively, 368

until the quality score stop improving. 369

1. Apply Leiden clustering algorithm (Traag 370

et al., 2019) to the graph to produce clusters. 371

2. Concatenate the text associated with the docu- 372

ments in each cluster C and generate a cluster 373

summary Csum. The summarization step con- 374

sists of two LLM-assisted processes: 375

(a) The summary process, where the texts 376

themselves are sent along with a spe- 377

cially crafted prompt into Cohere, and a 378

drafted summary is received. 379

(b) The refinement process, where the sum- 380

mary is sent along with another prompt 381

into Llama, and a refined summary is 382

received. The refined summary is crucial 383

for our pipeline since the first step out- 384

puts a text with too broad sentences (e.g. 385

"In this text", "It was shown" etc.). 386
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3. Using the generated summaries, compute the387

clustering success rate (SRi) for each vertex.388

4. Update the graph by increasing the weights389

of edges connecting vertices from the same390

cluster if both texts are consistent with the391

cluster’s summary by a factor λ, otherwise392

decrease the weights of edges the same factor393

λ (Algorithm 2)394

5. After the clustering is done, improve the sum-395

maries individually by sending each summary396

along with its respective cluster’s vertices into397

another summary iteration.398

Algorithm 2 Update Document Graph Weights
Input: Graph G = (V,E), vertex scores Ai, Bi

for each Vi

Output: Updated edge weights wij where (i, j) ∈
E

foreach C ∈ G do
foreach (i, j) ∈ EC do

if (Ai > Bi) and (Aj > Bj) then
wij ← wij ∗ (1 + λ)

else
wij ← wij ∗ (1− λ)

EC are the edges from E that within cluster C399

(note that (Vi, Vj) ∈ E, Vi ∈ C and Vj ̸∈ C) and λ400

is a scaling factor that determines the magnitude of401

the increase or decrease in the edge weights. The402

scores Ai, Bi were given by the Cohere LLM as a403

judge (see here2)404

5 Results405

Evaluation of D2CS on multiple datasets406

D2CS clusters documents and then summarizes407

each cluster. Specifically, D2CS first projects each408

sentence to an embedding space and defines each409

text/abstract as a bag of projected sentences (the410

order is ignored). Then, it creates a graph based411

on the energy distance between bags and clusters412

the bags using the Leiden algorithm (Traag et al.,413

2019). Each cluster is then summarized using an414

LLM (different LLMs can be chosen). To test that415

D2CS can produce a coherent summary, we an-416

alyzed multiple datasets (as you can see in the417

appendix Table 2) and tested the performance of418

D2CS on different sets of abstracts. The evaluation419

can be performed at multiple levels. The most im-420

portant measure is the consistency of the clustering.421

To address that, we used a different LLM and tested 422

whether a cluster summary is more associated with 423

the cluster’s abstracts, or random abstracts outside 424

it A.2. 425

Beyond that 4 measures on the quality of the ab- 426

stract were proposed in section 4.4. We first tested 427

8 sets of 100 abstracts each with different keywords 428

(Table 2), and multiple wikipedia tarballs, where 429

we downloaded from each wiki page the first para- 430

graph (See Github for tarball generator). One can 431

see that even this simple vanilla flavor produces 432

very high RS scores, but some of the textual scores 433

are limited (Top sets of bars in Figure 2A and 2B). 434

To test D2CS on more complex datasets, we also 435

analyzed Downloads from News posts (Colors Red 436

and Green in the same plots) that contain more 437

fragmented and heterogeneous text, with similar 438

results. The clusters of D2CS are available in an 439

HTML interface to visualize the clusters, where 440

the edges color represents whether the SR score 441

of this text is high or low (See appendix 3 and the 442

github5 for the texts used here and the summary of 443

each cluster and a visualization of the clusters). 444

Iterative clustering improves the scores The 445

vanilla flavor above reaches a high (but not al- 446

ways perfect) RS score, and intermediate scores in 447

the fluency and consistency of text scores. These 448

scores can be iteratively improved by strengthen- 449

ing the edges between texts that are consistent with 450

their common summary and reducing the weights 451

of non-consistent edges. Similarly, the summary 452

can be enhanced by adding refinement queries to 453

improve the text quality. We tested the effect of 454

such queries, and they indeed improve the scores on 455

average(unless they are already close to 1 - Figure 456

2C). We stopped the iterations when the clusters 457

stopped changing. The iterative process creates 458

a clique of highly consistent documents, and the 459

clustering typically converges after 2 iterations. 460

When available external information improves 461

performance Given that the goal of the summa- 462

rization is to produce clusters consistent with the 463

summary, we tested whether additional information 464

associated with the text content can improve the 465

consistency and the quality of the summaries. We 466

tested two types of edges. In the abstracts, we used 467

prior information such as shared keywords, authors, 468

publishing institution etc., and in the Wikipedia 469

pages, we used the edges between the Wikipedia 470

5https://github.com/D2CS-sub/D2CS
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texts. The first type of edges is directly associated471

with shared content, while the Wikipedia edges are472

associative. As expected, the context-based edges473

in the V 100 graphs significantly improved the per-474

formance on all scores, while the Wikipedia edges475

reduced the summaries’ scores (Figure 2D).476

Filtering rare and frequent sequences is a mixed477

bag We next tested the effect of density-based478

filtering. Filtering was applied by computing the479

non-parametric density, estimated via a KDE algo-480

rithm for each sentence. We assumed that sentences481

in very dense regions are generic, while sentences482

in very rare regions are too specific. As such, both483

were removed for the energy distance calculation,484

but not for the summarization. Specifically, we485

removed the top and bottom 7.5 % of sentences.486

The density-based filtering significantly improved487

the performance over the small dataset (blue bar488

p<0.05), but reduced the accuracy for one of the489

large datasets (Reuters -green bars). The difference490

emerges since the larger datasets already had per-491

fect values of RS even without the filtering. As492

such, we propose filtering as an improvement, only493

for small sets of texts.494

Run time D2CS contains multiple steps: The em-495

bedding of each sentence, followed by the distance496

estimates, clustering, and summarization. While497

the second and possibly the third stage are propor-498

tional to the square of the number of texts or the499

total number of edges, the last step (the summa-500

rization) is linear, but much more computationally501

extensive than the first steps. As such, in the cur-502

rent applicability ranges (which depend on the total503

number of tokens allowed by the summarization504

LLM), the total cost is linear in the number of505

documents (Appendix Figure 3). Beyond tens of506

thousands of documents, we expect the cost to be507

quadratic.508

6 Discussion509

We have here presented an LLM-guided graph re-510

finement framework that addresses key challenges511

in document clustering by enhancing semantic co-512

herence through iterative feedback. D2CS com-513

bines computational efficiency with the semantic514

understanding capabilities of LLMs (Kenton and515

Toutanova, 2019). The combination of clustering516

and summarizing requires appropriate success rate517

metrics. We used state-of-the-art metrics and added518

a clustering coherence metric to ensure, on the one519

hand, good summarization and, on the other hand, 520

coherence between the summary and the clustering. 521

While the approach is based on text analysis, we 522

found that user-defined connections significantly 523

guide the clustering process in domain-specific ap- 524

plications. Fully automated methods often strug- 525

gle to incorporate domain expertise(Chang et al., 526

2021). This semi-supervised approach aligns with 527

recent work(Wang et al., 2023) showing that min- 528

imal human guidance enhances language model 529

performance on complex tasks. 530

Removing very frequent sentences and very rare 531

sentences improved cluster quality in some types 532

of problems, but not in all. A possible reason for 533

that may be that for specialized corpora, rare sen- 534

tences contain crucial domain-specific terminology 535

(Reimers and Gurevych, 2019b). 536

To summarize, D2CS represents a significant ad- 537

vancement in knowledge discovery from heteroge- 538

neous textual corpora. The iterative refinement pro- 539

cess, guided by LLM feedback and augmented with 540

user-supplied knowledge, effectively overcomes 541

limitations of conventional clustering methods and 542

reaches an approximately 100 % coherence in most 543

datasets. Beyond D2CS, we propose a compos- 544

ite evaluation approach that ensures all aspects of 545

document clustering and summarizing are ensured. 546

6.1 Limitations 547

The current approach has multiple limitations. 548

First, clustering quality depends partly on biases 549

present in the LLM, which may propagate to clus- 550

tering results (Bender et al., 2021). Additionally, 551

the results differ in the components required among 552

domains. We propose a modular approach to adapt 553

to specialized domains with terminology not well- 554

represented in the LLM’s training data. Applica- 555

tion to very large corpora (tens of thousands of 556

texts) remains challenging due to computational re- 557

quirements and context limitations of LLM queries. 558

The main limitation is the length of the text to be 559

summarized. This can be addressed by increasing 560

the granularity of clusters or limiting the maximal 561

cluster size. Finally, we have compared different 562

components of the algorithms. However, there are 563

no standard benchmarks for the combined clus- 564

tering and summarization. Thus, no benchmark 565

comparison was performed. Instead, we propose 566

our current dataset as a benchmark. The datasets 567

are available on the project GitHub. 568
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Figure 2: Upper plots, performance of vanilla flavor on all datasets and all quality measures for all datasets (left)
and datasets grouped by type (right), where we grouped all wiki datasets, and all small abstract datasets. Second
row - effect of adding iterative process (difference from vanilla) and then of adding prior knowledge. Last row - left
plot - effect of filtering rare and frequent sentences. right plot - performance on dataset, with no clear effect of any
of the additional steps beyond the vanilla flavor.
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Łącki, and Vahab Mirrokni. 2021. Scalable com- 786
munity detection via parallel correlation clustering. 787
arXiv preprint arXiv:2108.01731. 788

10



Alexander Strehl and Joydeep Ghosh. 2002. Cluster789
ensembles—a knowledge reuse framework for com-790
bining multiple partitions. volume 3, pages 583–617.791

Hongjin Su, Weijia Shi, Jungo Kasai, Yizhong Wang,792
Yushi Hu, Mari Ostendorf, Wen-tau Yih, Noah A793
Smith, Luke Zettlemoyer, and Tao Yu. 2022. One794
embedder, any task: Instruction-finetuned text em-795
beddings. arXiv preprint arXiv:2212.09741.796

Mirac Suzgun and Adam Tauman Kalai. 2024.797
Meta-prompting: Enhancing language models798
with task-agnostic scaffolding. arXiv preprint799
arXiv:2401.12954.800

Gábor J Székely and Maria L Rizzo. 2013. Energy statis-801
tics: A class of statistics based on distances. Journal802
of statistical planning and inference, 143(8):1249–803
1272.804

Liyan Tang, Zhaoyi Sun, Betina Idnay, Jordan G805
Nestor, Ali Soroush, Pierre A Elias, Ziyang Xu, Ying806
Ding, Greg Durrett, Justin F Rousseau, and 1 others.807
2023. Evaluating large language models on medi-808
cal evidence summarization. NPJ digital medicine,809
6(1):158.810

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier811
Martinet, Marie-Anne Lachaux, Timothée Lacroix,812
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal813
Azhar, and 1 others. 2023. Llama: Open and effi-814
cient foundation language models. arXiv preprint815
arXiv:2302.13971.816

Vincent A Traag, Ludo Waltman, and Nees Jan Van Eck.817
2019. From louvain to leiden: guaranteeing well-818
connected communities. Scientific reports, 9(1):1–819
12.820

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob821
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz822
Kaiser, and Illia Polosukhin. 2017. Attention is all823
you need. Advances in neural information processing824
systems, 30.825

Xiaojun Wan and Jianwu Yang. 2008. Multi-document826
summarization using cluster-based link analysis. In827
Proceedings of the 31st annual international ACM828
SIGIR conference on Research and development in829
information retrieval, pages 299–306.830

Dong Wang, Ning Ding, Piji Li, and Hai-Tao Zheng.831
2021. Cline: Contrastive learning with semantic neg-832
ative examples for natural language understanding.833
arXiv preprint arXiv:2107.00440.834

Yufei Wang, Wanjun Zhong, Liangyou Li, Fei Mi,835
Xingshan Zeng, Wenyong Huang, Lifeng Shang,836
Xin Jiang, and Qun Liu. 2023. Aligning large lan-837
guage models with human: A survey. arXiv preprint838
arXiv:2307.12966.839

Aji Prasetya Wibawa, Fachrul Kurniawan, and 1 others.840
2024. A survey of text summarization: Techniques,841
evaluation and challenges. Natural Language Pro-842
cessing Journal, 7:100070.843

Wen Xiao, Iz Beltagy, Giuseppe Carenini, and Arman 844
Cohan. 2021. Primera: Pyramid-based masked sen- 845
tence pre-training for multi-document summarization. 846
arXiv preprint arXiv:2110.08499. 847

Junyuan Xie, Ross Girshick, and Ali Farhadi. 2016. 848
Unsupervised deep embedding for clustering analy- 849
sis. In International conference on machine learning, 850
pages 478–487. PMLR. 851

Dejiao Zhang, Feng Nan, Xiaokai Wei, Shangwen Li, 852
Henghui Zhu, Kathleen McKeown, Ramesh Nalla- 853
pati, Andrew Arnold, and Bing Xiang. 2021. Sup- 854
porting clustering with contrastive learning. arXiv 855
preprint arXiv:2103.12953. 856

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q Wein- 857
berger, and Yoav Artzi. 2019. Bertscore: Evaluating 858
text generation with bert. In International Confer- 859
ence on Learning Representations. 860

Ying Zhao, George Karypis, and Usama Fayyad. 2005. 861
Hierarchical clustering algorithms for document 862
datasets. Data mining and knowledge discovery, 863
10:141–168. 864

Jiaxin Zhu, Adam Tauman Kalai, Keziah Zheng, Renrui 865
Zhang, Xue Chen, Wei Zhang, and Jiawei Luo. 2023. 866
Large language models can self-improve. arXiv 867
preprint arXiv:2210.11610. 868

A Appendix 869

A.1 Notations 870

Legend of all the notions we used in this paper 871

and the description of each one of them describe in 872

Table 1. 873

A.2 Example propmt for summarization 874

"Instructions: You have received the texts to sum- 875

marize, separated by ’<New Text>’ between each 876

consecutive pair of texts. You will summarize the 877

texts according to the following rules: 1- You must 878

not directly reference any of the texts. 2- Your 879

summary must be between 5-10 sentences long. 3- 880

Your summary must mention key ideas and con- 881

cepts that repeat in the texts. 4- You must not 882

invent any information. The summary must con- 883

tain only information directly deduced from the 884

texts. 5- Your summary must be coherent, fluent 885

in language, and relevant in content to the texts. 6- 886

In your summary, only refer to the texts you get as 887

input, do not make things up in the summary. 7- 888

Try your best that the summary will be the most 889

relevant, coherent, consistent and as fluent as can 890

be. 8- Do not use characters that are outside the 891

standard ASCII range. 892

Texts: [INPUT TEXTS HERE]" 893
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A.3 Example prompt for refinement894

"Instructions:895

You will receive an input that contains a sum-896

mary. Your task is: - Remove any references to897

the original source (e.g., phrases like "in the arti-898

cle," "this text," or "the provided review") or any899

wording that refers back to the original document.900

- After removing these references, rewrite the sum-901

mary as a single paragraph without line breaks.902

Maintain the original content without adding any903

new words or altering the meaning.904

Important Rules: - Do not introduce any addi-905

tional words to the summary. - Ensure the summary906

remains concise and free of references to the origi-907

nal text. - You will not say anything else. - Do not908

use characters that are outside the standard ASCII909

range.910

Summary input: [INPUT SUMMARY911

HERE]"912

A.4 Example prompt for individual913

summarization914

"In this task you are required to summarize the915

given text. " "Your summary must be between 5-916

10 sentences long. " "Your summary must be as917

coherent as possible, and must not use phrases"918

"like ’in this text’.Your summary must not include919

sentences and information " "that is outside the920

text. may use sentences from the text without citing921

them."922

A.5 Example prompt for SR computation923

"Answer using only a number between 1 to 100:924

" "How consistent is the following summary with925

the abstract?" "Summary: [INPUT SUMMARY926

HERE]" "Abstract: [INPUT TEXT HERE]"927

"Even if the summary is not consistent with the928

abstract, please provide a score between " "0 to929

100, and only the score," " and only the score, with-930

out any ’.’ or ’,’ etc."931

A.6 Appendix visualization932

B Data table933

B.1 Run time figure934

Figure 3: HTML Interface of D2CS results. Each yellow
star is an interactive summary, while each blue circle is
an interactive abstract from the associated cluster. The
edges connecting a vertex i to its summary are blue if
SRi = 1, otherwise red.

Figure 4: Run time is linear in the number of texts.
While the distance requires a comparison between all
pairs of text, the summarization is by far the most com-
putationally extensive cost, and is linear in the text
length.
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Table 1: Legend of notions.

Notion description
n Number of documents in the given corpus

i Document index

Ti Sentence set of in document i

u Index of single sentence in document i

d the dimension of sentence embedding vector

X
(u)
i Embedding vector for sentence u from docu-

ment i (X(u)
i ∈ Rd)

D Pairwise distance matrix between documents
(D ∈ Rn×n)

k The number of nearest neighbors of each docu-
ment

V Vertices in the graph. each vertex represent a
single document (|V | = n)

E The edges between documents vertices. The
edges based on nearset neighbors. (Vi, Vj) ∈ E
if document i and document j connected

G The document undirected Graph (G = (V,E))

η The Number of iteration for guided clustering
process

wij The weight of the edge between Vi and Vj

λ Scaling factor for update edge weight wij (λ ∈
[0, 1])

C Set of cluster composed from vertices in G

C Cluster of vertices in G (C ∈ C)

EC The edges between vertices in the same cluster
C. ((Vi, Vj) ∈ Ec if: (Vi, Vj) ∈ E, Vi ∈ C,
Vj ∈ C)

Csum A summary for all documents in cluster C

Ai The score given by LLM that Vi belong to the
cluster summary Csum (Vi ∈ C)

Bi The score given by LLM that Vj belong to the
cluster summary Csum (Vj ̸∈ C, Vj ̸= Vi, Vi ∈
C)

SRi Success Rate of Vi to belong to cluser C.
boolean parameter. SRi = 1 if Ai ≥ Bi. Else,
SRi = 0

SR Average for all SRi scores for each Vi(Vi ∈ G)
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Table 2: Dataset Statistics: The first column is the dataset name, followed by the Number of vertices in the graph,
the number of non-empty texts, the total number of words and of sentences, whether there is user supplied data, and
the source. Note that some texts are empty, but are still used for the clustering if there is external data about the text.

Dataset N_vertices N_Texts N_Words N_Sentences Prior_Edges Source
reuters_1k 1000 1000 134047 10290 False Footnote 3
newsgroups_1k 1000 978 174495 15866 False Footnote 1
posts_1k 1000 991 27362 2474 False Footnote 4
terrorism_wiki 1000 903 60159 4041 True Footnote 2
book_wiki 1000 913 60118 3947 True Footnote 2
greece_wiki 1000 911 57960 3755 True Footnote 2
chemistry_wiki 1000 902 59846 4103 True Footnote 2
education_wiki 1000 913 58670 3986 True Footnote 2
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