
Building Open-Retrieval Conversational Question Answering Systems by
Generating Synthetic Data and Decontextualizing User Questions

Anonymous ACL submission

Abstract001

We consider open-retrieval conversational ques-002
tion answering (OR-CONVQA), an extension of003
question answering where system responses004
need to be (i) aware of dialog history and005
(ii) grounded in documents (or document frag-006
ments) retrieved per question. Domain-specific007
OR-CONVQA training datasets are crucial for008
real-world applications, but hard to obtain. We009
propose a pipeline that capitalizes on the abun-010
dance of plain text documents in organizations011
(e.g., product documentation) to automatically012
produce realistic OR-CONVQA dialogs with013
annotations. Similarly to real-world human-014
annotated OR-CONVQA datasets, we generate015
in-dialog question-answer pairs, self-contained016
(decontextualized, e.g., no referring expres-017
sions) versions of user questions, and proposi-018
tions (sentences expressing prominent informa-019
tion from the documents) the system responses020
are grounded in. We show how the synthetic021
dialogs can be used to train efficient question022
rewriters that decontextualize user questions,023
allowing existing dialog-unaware retrievers to024
be utilized. The retrieved information and the025
decontextualized question are then passed on026
to an LLM that generates the system’s response.027

1 Introduction028

Retrieval-Augmented Generation (RAG) is used to029

ground large language models (LLMs) to knowl-030

edge outside of their training data, and limit halluci-031

nations (Lewis et al., 2020b). RAG is especially ap-032

plicable to conversational agents, enabling them to033

provide responses grounded in retrieved documents.034

We focus on open-retrieval conversational question035

answering (OR-CONVQA), an extension of question036

answering where system responses need to be (i)037

aware of the dialog history and (ii) grounded in the038

retrieved documents retrieved per question.039

Compared to conventional Information Retrieval040

(IR) (Manning et al., 2008), OR-CONVQA intro-041

duces two challenges. Firstly, the system needs042

to account for the additional context of the dialog 043

(Mao et al., 2022a), mostly the dialog history (pre- 044

vious system and user turns). Solely relying on the 045

last user question to query the document repository 046

may result in sub-optimal answers, since discourse 047

phenomena like ellipsis and co-reference are preva- 048

lent in dialogs (Jurafsky and Martin, 2000; Dal- 049

ton et al., 2022; Zaib et al., 2022; Zamani et al., 050

2022). Thus the dialog history has to be considered 051

jointly with the last user question, which becomes 052

an issue when the history includes information ir- 053

relevant to the last question, or the history is too 054

long. Alternatively, a separate model may produce 055

a self-contained (‘decontextualized’) version of the 056

last user question (e.g., with no ellipsis, anaphora) 057

(Li and Gaussier, 2024; Yu et al., 2020; Lin et al., 058

2020), allowing the use of existing dialog-unaware 059

retrievers, which expect a stand-alone query. This 060

approach, query reformulation, either rewrites the 061

user question to include all relevant information 062

or appends relevant tokens from the dialog history 063

(Mo et al., 2023a); we adopt the former method. 064

A second challenge in OR-CONVQA is the lack 065

of domain-specific data and annotations (Mo et al., 066

2024), which are crucial to train real-life systems. 067

Collecting and, especially, manually annotating 068

new dialog data for specific domains is particularly 069

cumbersome. Alternatives, such as Dialog Inpaint- 070

ing (Dai et al., 2022; Hwang et al., 2023; Wu et al., 071

2024) or synthesizing dialogs from scratch (Kim 072

et al., 2022), generate synthetic data from domain- 073

specific documents, which are abundant in prac- 074

tice (e.g., product documentation, recommendation 075

guidelines). However, previous alternatives of this 076

kind make unrealistic assumptions, like presuming 077

a one-to-one correspondence between document 078

sentences and possible user questions, and/or as- 079

suming that additional manually annotated domain- 080

specific dialogs are available to fine-tune system 081

components (Dai et al., 2022; Hwang et al., 2023). 082

Motivated by such issues, we propose a pipeline 083
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to generate synthetic, document-grounded OR-084

CONVQA dialogs and annotations. Like previous085

approaches, the pipeline uses domain-specific docu-086

ments, but without requiring any additional training087

data and without assuming a one-to-one mapping088

between document sentences and user questions.089

The pipeline firstly prompts an LLM, to gener-090

ate propositions from the documents of the repos-091

itory. Similarly to Chen et al. (2024), we require092

each proposition to be a stand-alone simple sen-093

tence (e.g., no compound sentences, no anaphora,094

ellipsis) expressing information from a document.095

Unlike Chen et al. (2024), however, we require096

each proposition to convey information important097

enough to be requested by a user question. Some098

document sentences may not be used in any of099

our propositions (hence, they may not be used to100

answer any question), and some questions may re-101

quire information from multiple propositions. The102

retrieval pool may then contain the propositions,103

not the original documents or document fragments,104

making it easier to retrieve the information needed105

by a user question, without irrelevant information.106

The pipeline then prompts the same LLM to gen-107

erate OR-CONVQA dialogs from sampled proposi-108

tions. Each dialogic pair (user and system turn)109

includes a contextualized (dependent on dialog his-110

tory) and decontextualized (self-contained) version111

of the user question, the corresponding system re-112

sponse (answer), and the propositions used to gen-113

erate the question and response.114

We experimentally show the superiority of di-115

alogs generated through our propositions, com-116

pared to using directly document sentences, by117

measuring the coherence of the dialogs, their rele-118

vance to the knowledge they are grounded in, and119

improvements in retrieval scores. To demonstrate120

the usefulness of the generated synthetic dialogs,121

we show how they can be used to fine-tune light122

models as question rewriters. The rewriters gen-123

erate self-contained (decontextualized) forms of124

the user questions, which allows utilizing existing125

(dialog-unaware) retrieval systems. The retrieved126

information and the self-contained question are127

then given to an LLM that produces the system’s re-128

sponse. We verify the effectiveness and efficiency129

of our question rewriters on both synthetic and real-130

world test data, comparing against rewriting ques-131

tions by prompting larger LLMs, or using the last132

user query (with or without concatenating the dia-133

log history). We also propose a new mechanism to134

detect questions that are already self-contained and135

not require rewriting, improving inference speed 136

further. We leave for future work the question of 137

how to use synthetic data to fine-tune lighter re- 138

sponse generation models too, instead of prompting 139

larger LLMs for response generation. 140

Overall, our main contributions are: (1) We pro- 141

pose a pipeline to create high-quality synthetic an- 142

notated OR-CONVQA dialogs from domain-specific 143

documents, without requiring any manually anno- 144

tated training data. (2) We demonstrate the supe- 145

riority of synthetic dialogs generated by first con- 146

verting the documents to propositions that capture 147

important information, compared to directly using 148

document sentences. (3) We show how the gen- 149

erated synthetic dialogs can be used to fine-tune 150

light question rewriters, which allow utilizing ex- 151

isting (dialog-unaware) retrievers. (4) We make 152

publicly available our source code and a synthetic 153

OR-CONVQA dataset to facilitate future research. 154

2 Related Work 155

2.1 Conversational Question Answering 156

In the simplest case, Conversational Question An- 157

swering (CONVQA) systems answer a sequence 158

of questions about a single given (always the 159

same) document, by identifying spans of the doc- 160

ument that answer each question. The difference 161

from machine-reading comprehension datasets like 162

SQUAD (Rajpurkar et al., 2016) is that the context 163

includes not only the document, but also the previ- 164

ous questions and answers. Choi et al. (2018) and 165

Reddy et al. (2019) concatenate the document with 166

the last k dialog turns, and fine-tune an encoder 167

to predict the document span that answers the last 168

user question. In similar work, Huang et al. (2018), 169

Yeh and Chen (2019), Zhu et al. (2018), Qu et al. 170

(2019), Campos et al. (2020) also use representa- 171

tions from intermediate layers of the encoder. 172

In OR-CONVQA, the system again needs to take 173

into account the dialog history, but it also needs to 174

retrieve relevant documents for each user question, 175

and compose an answer, typically by feeding the 176

retrieved information to an LLM. For retrieval, one 177

may again concatenate the last k dialog turns, to 178

obtain queries that include the dialog history, and 179

fine-tune a retriever to handle queries of this kind 180

(Qu et al., 2020; Anantha et al., 2021). Fine-tuning 181

the retriever, however, typically requires training 182

data with ground truth, which are difficult to ob- 183

tain. Thus zero-shot (Krasakis et al., 2022) and ap- 184

proaches with limited supervision (Qu et al., 2021; 185
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Voskarides et al., 2020; Li and Gaussier, 2024; Mao186

et al., 2022a) have also been proposed.187

2.2 Query reformulation188

Instead of fine-tuning the retriever to handle queries189

that include the dialog history, it is computation-190

ally cheaper and requires less data (Wu et al., 2022;191

Zhang et al., 2024) to train a question rewriter to de-192

contextualize (make self-contained) the user ques-193

tions. This allows utilizing existing dialog-unaware194

retrievers, which expect stand-alone questions as195

queries, without fine-tuning them.196

Question rewriting is the dominant approach197

to cope with the dialog history in OR-CONVQA198

and, more generally, CONVQA, to the point that199

it is treated as a task of its own (Elgohary et al.,200

2019). Most question rewriting approaches lever-201

age Transformers (Vaswani et al., 2017) fine-tuned202

on datasets like those of Anantha et al. (2021), Elgo-203

hary et al. (2019), Ren et al. (2021), which include204

user questions and ground truth rewrites (Li and205

Gaussier, 2024; Yu et al., 2020; Lin et al., 2020;206

Vakulenko et al., 2020). Cheng et al. (2024) pro-207

pose a multitask approach for both retrieval and208

query rewriting. Mo et al. (2023a) perform both209

question rewriting and query expansion (§1). Mo210

et al. (2023b) train their model to identify dialog211

turns complementary to the last user question.212

Query reformulation can also be achieved implic-213

itly. Yu et al. (2021) use BERT (Devlin et al., 2019)214

to encode the last user question concatenated with215

the dialog history. They also encode the ground216

truth query reformulation using the query encoder217

of an ad-hoc retriever. They fine-tune BERT to min-218

imize the mean squared error loss of the two en-219

codings, in addition to the ranking loss of the BERT220

encoding of the user question and dialog history.221

Reinforcement learning has also been leveraged222

for question rewriting (Wu et al., 2022; Ma et al.,223

2023). Finally, rewrites can also be generated via224

prompting LLMs using few or no examples (Mao225

et al., 2023; Ye et al., 2023; Yoon et al., 2024).226

2.3 Synthetic data generation for ConvQA227

There is a plethora of manually annotated CON-228

VQA datasets (Elgohary et al., 2019; Anantha et al.,229

2021; Choi et al., 2018; Qu et al., 2020; Ren et al.,230

2021; Reddy et al., 2019; Campos et al., 2020; Feng231

et al., 2020, 2021), but such volumes of annotated232

data are expensive to compile and scarce in practice233

when moving to new application domains.234

A promising direction to alleviate this issue in235

OR-CONVQA is to leverage domain-specific docu- 236

ments. In Dialog Inpainting, consecutive sentences 237

of a document are considered an answer to a user 238

question that an LLM tries to generate (Dai et al., 239

2022; Hwang et al., 2023; Wu et al., 2024). Con- 240

trary to our work, this approach assumes that every 241

sequence of sentences is an answer to a possible 242

user question; in practice, however, some document 243

parts may not convey information users would be 244

interested in. In the original Dialog Inpainting, a 245

question generation model also needs to be trained, 246

which requires additional annotated data. 247

Huang et al. (2023) generate synthetic questions 248

by prompting an LLM. They feed, however, the 249

LLM with ground truth passages (answering user 250

questions) from existing datasets, which are again 251

difficult to obtain in new application domains. They 252

also consider only retrieval, not response genera- 253

tion. Mao et al. (2022b) generate dialog questions 254

from existing web searches. Mo et al. (2024) in- 255

struct an LLM to generate dialogs around certain 256

topics, which results in dialogs not grounded in 257

specific documents. In similar work, Bitton et al. 258

(2023) utilize user questions from publicly avail- 259

able QA datasets, instead of topic descriptions. 260

Closer to our pipeline is the work of Kim et al. 261

(2022) and Liu et al. (2024). The former identifies 262

document fragments that may provide answers to 263

possible user questions, from which synthetic ques- 264

tions and answers are extracted. Contrary to our 265

work, however, their pipeline requires additional 266

annotated data to train their question-answer extrac- 267

tors. Liu et al. (2024) provide a single document 268

to an LLM and instruct it to generate a dialog. By 269

contrast, our synthetic dialogs can be grounded on 270

propositions from multiple documents. 271

3 Methodology 272

3.1 Domain-specific documents 273

We hypothesize that our pipeline will be especially 274

beneficial in scenarios revolving around domain- 275

specific documents, rich in knowledge, as is call 276

centers. Hence, we collect 1,036 documents from 277

call centers, henceforth proprietary documents, 278

which cover four domains: software, finance, insur- 279

ance, miscellaneous (misc). We also leverage the 280

488 publicly available documents of DOC2DIAL 281

(Feng et al., 2020) and MULTIDOC2DIAL (Feng 282

et al., 2021); both datasets use the same documents, 283

hereafter DOC2DIAL or public documents, which 284

are similar to the proprietary ones in quantity, ori- 285
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Figure 1: Our synthetic dialog generation pipeline.

gin, and domains. DOC2DIAL documents origi-286

nate from government websites covering insurance287

(VA), student financial support (STUDENTAID), car288

rental (DMV), and social security services (SSA).289

The DOC2DIAL dataset includes 69,820 dialog290

turns across 4,470 dialogs, while MULTIDOC2DIAL291

includes 61,078 turns across 4,796 dialogs, all292

grounded in the documents provided. All dialogs293

were created via crowd-sourcing. The main differ-294

ence between MULTIDOC2DIAL and DOC2DIAL is295

that the former’s dialogs may be grounded in more296

than one document. We use only the test dialogs of297

both datasets, to measure the performance of our298

methods on real user questions.299

3.2 Synthetic dialog generation pipeline300

Step 1: Following Chen et al. (2024), our synthetic301

dialog generation pipeline (Fig. 1) first prompts302

an LLM, hereafter ‘Dialog-LLM’ (Claude 3.51 in303

our experiments), to extract propositions from the304

documents (§1). The full prompt is provided in305

Appendix B.1. Specifically, we instruct the Dialog-306

LLM to split compound sentences into simple ones,307

separate information into standalone sentences, and308

decontextualize them to remove references from309

one proposition to another, taking care to generate310

propositions only for information users are likely to311

ask about, unlike the original propositions of Chen312

et al. (2024). We obtain 11,566 and 14,443 proposi-313

tions from proprietary and DOC2DIAL documents,314

respectively. The propositions of all documents315

are inserted into a single list, keeping propositions316

from the same document adjacent. We split the list317

into non-overlapping sublists of size n (n = 30 in318

our experiments), maintaining the original order.319

Each sublist may, thus, contain propositions from320

one or more documents.321

Step 2 generates synthetic dialogs and annotations322

(Fig. 1) by prompting the same LLM (Dialog-LLM)323

with three separate prompts (Appendix B.2).324

1www.anthropic.com/news/claude-3-5-sonnet

Prompt 2.1 (dialog generation): This prompt in- 325

structs the LLM to generate a user-system dialog, 326

grounded in a sampled sublist of n propositions 327

(Step 1). Each sublist is used only once, to gen- 328

erate a single dialog. In this step, we instruct the 329

Dialog-LLM to ensure the user questions are de- 330

contextualized, i.e., that they include all the neces- 331

sary information from the dialog context. We find 332

that generating decontextualized questions first and 333

then contextualizing them (using Prompt 2.2) leads 334

to dialogs where more user turns have been decon- 335

textualized correctly, instead of the opposite. 336

Prompt 2.2 (contextualized questions): The sec- 337

ond prompt of Step 2, instructs the Dialog-LLM to 338

create contextualized versions of the user questions, 339

taking into account the dialog context (e.g., insert- 340

ing pronouns when entities have been mentioned 341

in the dialog history). An example can be seen in 342

Appendix A. Hence, there are two versions of each 343

user question, the contextualized and the decontex- 344

tualized one, along with the system response. 345

Prompt 2.3 (ground truth propositions): The 346

third prompt of Step 2 feeds the Dialog-LLM with 347

each sublist of propositions and the correspond- 348

ing generated dialog, and instructs it to identify the 349

propositions each question-answer pair is grounded 350

on. Thereafter, each pair will contain two versions 351

of the user question (contextualized and decon- 352

textualized), the system response, and the corre- 353

sponding propositions. The Dialog-LLM is also 354

instructed to generate an additional token (‘ac- 355

cepted’ or ‘not_accepted’) for each pair, signifying 356

whether the pair is indeed grounded in the selected 357

propositions or not. We remove pairs marked as 358

‘not_accepted’ and replace each subsequent user 359

question with its decontextualized version, to avoid 360

referring to a removed pair. This seldom happens. 361

3.3 Building domain-specific systems 362

To build an OR-CONVQA system for a new appli- 363

cation domain, we first apply our synthetic dialog 364

generation pipeline to the domain-specific docu- 365

ments the user questions will be answered from. 366

This also converts the documents to propositions, 367

stored in the proposition repository (Fig. 1). The 368

synthetic data are also used to fine-tune a light 369

query rewriter to decontextualize user questions. 370

Then, in real-life dialogs, each user question is 371

decontextualized and fed to an off-the-shelf (not 372

fine-tuned) retriever to obtain relevant propositions 373

from the proposition repository. In some of our 374

experiments, we also investigate retrieving docu- 375
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ment passages. The retrieved information and the376

decontextualized question are then given to an LLM377

(Response-LLM) instructed (with the prompt of Ap-378

pendix B.3) to generate the system response. In379

our experiments, we use LLAMA-8B (Dubey et al.,380

2024) as the Response-LLM without fine-tuning it.381

As already noted, we leave for future work the pos-382

sibility of fine-tuning a lighter response generator383

on synthetic data (as we do for question rewriting),384

instead of prompting a larger Response-LLM.385

4 Experiments386

4.1 Experimental setup387

We experiment with dense retrieval, sparse retrieval,388

and Reciprocal Rank Fusion (Cormack et al., 2009)389

(RRF). We always feed the Response-LLM with the390

top 20 retrieved propositions. For dense retrieval,391

we use MiniLM (Wang et al., 2020) to embed the392

propositions of the proposition repository (Fig. 1)393

and the user questions. For each query we retrieve394

the top-20 propositions with the highest cosine sim-395

ilarity. For sparse retrieval, we use BM25 (Robert-396

son and Zaragoza, 2009). RRF fuses the scores of397

the two other retrievers as follows:398

scorei =
1

rankbi + k
+

1

rankdi + k
,399

where scorei refers to the new score assigned by400

RRF, i is the index of the propositions regardless401

of rank, b and d refer to BM25 and dense retrieval,402

respectively, and k is set to 60 as per usual practice403

(Cormack et al., 2009). We do not tune k further,404

nor do we assign weights to the two terms.405

For every experiment involving synthetic di-406

alogs, we split them into training and test sets using407

three different seeds, and report average scores on408

the test sets. The training sets are only used to train409

the question rewriter and tune the hyper-parameters410

of BM25.2 We also use the original test sets of411

DOC2DIAL and MULTIDOC2DIAL, unchanged, and412

conduct the corresponding experiments only once;413

the training sets of these datasets are not used, since414

the question rewriter is always trained on synthetic415

data, to demonstrate that our approach requires no416

manually annotated training data. For each test set,417

we report results using the best retrieval method. To418

measure retrieval performance, we compute Mean419

Average Precision (MAP), and Recall at the top-420

k retrieved items (R@k). For response genera-421

tion, we report SACREBLEU (SBLEU) (Post, 2018)422

2In BM25, k1 = 0.05, b = 5. The best rewriter checkpoint
is selected on development data held out from the training set.

measuring 4-grams, METEOR (Banerjee and Lavie, 423

2005), BERTSCORE (Zhang et al., 2020), and the 424

perplexity (PL) of the Response-LLM. We also re- 425

port additional experiments, each one considering 426

a single domain (§3.1), in Appendix D. 427

4.2 Propositions vs. sentences 428

We hypothesize that converting the domain-specific 429

documents to propositions leads to synthetic di- 430

alogs of higher quality, compared to dialogs gen- 431

erated directly from document sentences. To con- 432

firm this, we employ the pipeline of Fig. 1 to gen- 433

erate dialogs with both approaches (propositions, 434

sentences), applying it to the proprietary and pub- 435

lic (DOC2DIAL) documents (§3.1). To generate 436

sentence-based dialogs, we split the documents 437

into sentences and form chunks of 30 consecutive 438

ones (maintaining their order), matching the size of 439

the proposition sublists used to generate dialogs in 440

Step 1 (§3.2).3 From the proprietary documents, we 441

extract 20,520 sentences, which the pipeline uses 442

to generate dialogs; 36% of proposition-generated 443

and 33% of sentence-generated user questions re- 444

quire rewriting. From DOC2DIAL documents, we 445

extract 17,197 sentences; 27% and 28% of user 446

questions require rewriting, respectively. 447

We compare the quality of proposition-based and 448

sentence-based dialogs, by measuring the relevance 449

of the dialogs to the knowledge they are grounded 450

in, dialog coherence, and retrieval performance. 451

Relevance: We employ QRELSCORE (Wang et al., 452

2022) to measure the relevance of each synthetic 453

user question to the corresponding ground-truth 454

propositions (Prompt 2.3) or document chunks, and 455

we then average over user questions. QRELSCORE 456

ranges in [0, 1]. It is the harmonic mean of two 457

terms. For the first term, the user question is con- 458

catenated with its ground-truth propositions or doc- 459

ument chunks, and it is fed to an off-the-shelf BERT. 460

For every layer of BERT, the cosine similarities be- 461

tween each token embedding of the question and 462

each token embedding of the ground truth are cal- 463

culated and averaged across all layers. The second 464

term measures the difference between the likeli- 465

hood of an off-the-shelf GPT2 (Radford et al., 2019) 466

generating the context with, and without condition- 467

ing on the corresponding question. 468

Coherence: To measure dialog coherence, we use 469

QUANTIDCE (Ye et al., 2021), which considers the 470

dialogs themselves (not the ground-truth proposi- 471

3We use NLTK (www.nltk.org/) for sentence splitting.
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tions or document chunks). QUANTIDCE employs472

a BERT model fine-tuned for dialog coherence eval-473

uation on a large dialog corpus. It ranges in [1, 5].474

For relevance (QRELSCORE), we consider both475

contextualized and decontextualized user ques-476

tions. For dialog coherence (QUANTIDCE), we477

only consider the contextualized questions, as478

they better mimic real-world dialogs. Table 1 re-479

ports the QRELSCORE and QUANTIDCE scores ob-480

tained. When using the proprietary documents,481

proposition-based dialogs are clearly better than482

sentence-based ones in relevance (QRELSCORE).483

When using public (DOC2DIAL) documents, how-484

ever, both approaches are on par. In dialog co-485

herence (QUANTIDCE), sentence-based dialogs are486

slightly better, both with proprietary and public doc-487

uments, but the differences are minute (recall that488

QUANTIDCE ranges in [1, 5]). Overall, we conclude489

so far (Table 1) that proposition-based dialogs are490

on par or better than sentence-based dialogs, and491

we turn to retrieval performance to obtain a clearer492

winner between the two approaches.493

Docs QRELSCORE↑ QRELSCORE↑ QUANTIDCE↑
(co) (de) (co)

PR
Prop 0.36 0.41 3.16
Sent 0.25 0.27 3.18

PU
Prop 0.33 0.36 3.08
Sent 0.33 0.35 3.14

Table 1: Relevance (QRELSCORE) and Coherence
(QUANTIDCE) results for synthetic dialogs generated
through propositions (Prop) or sentences (Sent) using
proprietary (PR) and public documents (PU). (co): con-
textualized questions, (de): decontextualized questions.

Retrieval: We finally compare proposition-based494

to sentence-based synthetic dialogs by comparing495

retrieval performance. We use RRF to retrieve ei-496

ther propositions or sentences, and compare three497

query types: concatenation of the dialog history498

with the last contextualized user question (Con-499

text), contextualized user question alone (Queryco),500

decontextualized user question alone (Queryde).501

We use the previous question-answer pair only502

as the dialog history, as it led to the best Con-503

text results. Note that the decontextualized user504

questions used here are the ‘ground-truth’ ones505

generated by Dialog-LLM (in Step 2). Table 2506

shows that proposition-generated dialogs lead to507

substantially higher retrieval performance, com-508

pared to sentence-generated dialogs, which can be509

attributed to the clearer and more prominent infor-510

mation propositions express. We consider the supe-511

rior retrieval performance of proposition-generated 512

dialogs as an indication of higher-quality synthetic 513

data, since ground truth decontextualized questions 514

should lead to high retrieval scores. Consequently, 515

we use proposition-based synthetic dialogs in sub- 516

sequent experiments. Table 2 also shows that con- 517

catenating the dialog history with the last user ques- 518

tion leads to substantially worse retrieval perfor- 519

mance (for off-the-shelf retrievers), probably due 520

to the noise that previous utterances may introduce, 521

as pointed out by Mao et al. (2022a). 522

PR Query MAP↑ R@5↑ R@10↑ R@20↑

Prop
Context 0.19 0.31 0.44 0.56
Queryco 0.46 0.55 0.63 0.77
Queryde 0.50 0.60 0.67 0.73

Sent
Context 0.09 0.13 0.20 0.27
Queryco 0.20 0.25 0.30 0.35
Queryde 0.21 0.26 0.31 0.37

PU Query MAP↑ R@5↑ R@10↑ R@20↑

Prop
Context 0.18 0.30 0.44 0.56
Queryco 0.49 0.59 0.65 0.72
Queryde 0.54 0.63 0.71 0.77

Sent
Context 0.12 0.19 0.27 0.36
Queryco 0.30 0.37 0.43 0.50
Queryde 0.31 0.39 0.46 0.52

Table 2: RRF retrieval results in synthetic dialogs
generated through propositions (Prop) or sentences
(Sent) using proprietary (PR) and public (DOC2DIAL)
documents (PU). Context: concatenated last user ques-
tion and history, Queryco: contextualized question only,
Queryde: ground-truth decontextualized question only.

4.3 Retrieval in synthetic dialogs 523

Next, we fine-tune three lightweight rewriters to de- 524

contextualize user questions (§3.3): MAMBA 370M 525

(Gu and Dao, 2024), GPT-2 350M, T5 220M (Raf- 526

fel et al., 2020). To our knowledge, no previous 527

work explores Mamba for query rewriting; we use 528

it, because of its linear complexity and, thus, bet- 529

Query MAP↑ R@5↑ R@10↑ R@20↑

PR
GPT2 0.47 0.56 0.64 0.71
Mamba 0.48 0.57 0.64 0.71
T5 0.49 0.57 0.65 0.72

PU
GPT2 0.51 0.60 0.67 0.74
Mamba 0.51 0.60 0.67 0.74
T5 0.52 0.62 0.69 0.76

Table 3: Additional RRF retrieval results in synthetic
dialogs generated via propositions, using proprietary
(PR) and public (PU) documents, and the decontextual-
ized user questions of lightweight fine-tuned rewriters
as queries. Results comparable to those of Table 2.
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ter performance on long sequences, compared to530

Transformers. We fine-tune the rewriters separately531

on the training sets of the synthetic dialogs obtained532

from the proprietary and DOC2DIAL documents.533

Again, we use RRF retrieval, so the new results534

(Table 3) are comparable to those of Table 2.535

Table 3 shows that lightweight rewriters perform536

similarly to each other and better than using con-537

textualized user questions, with or without concate-538

nating the dialog context (Context, Queryco). Natu-539

rally, lightweight rewriters cannot outperform the540

‘ground truth’ decontextualized queries (Queryde)541

generated by Dialog-LLM (produced in Step 2).542

Additional results with BM25 and dense retrieval543

are presented in Appendix C. Although smaller in544

size, T5 has the best performance among the three545

lightweight rewriters, in dialogues generated from546

both proprietary and public documents. Hence,547

we used only the T5 rewriter in subsequent exper-548

iments. We also do not experiment further with549

Context, given its poor results (Tables 2–3).550

4.4 Response generation in synthetic dialogs551

Continuing our experiments with synthetic dialogs,552

we now use the contextualized user questions553

(Queryco), the decontextualized user questions of554

the T5 rewriter, or the ‘ground-truth’ decontextu-555

alized questions (Queryde) as queries to the RRF556

retriever. We then feed the Response-LLM (LLAMA-557

8B) with the top-20 retrieved propositions and in-558

struct it to generate the system response (prompt559

in Appendix B.3). Table 4 compares the generated560

responses to the ‘ground truth’ system responses561

(generated by Dialog-LLM in Step 2). The decon-562

textualized questions of T5 clearly lead to better563

responses, compared to using the contextualized564

questions, though again the best results are ob-565

tained using the ‘ground-truth’ decontextualized566

questions, as in Tables 2–3.567

Query SBLEU↑ METEOR↑ BSC↑ PL↓

PR
Queryco 40.57 55.81 93.24 3.78
T5 42.79 58.67 93.65 3.34
Queryde 44.52 59.72 93.99 3.25

PU
Queryco 44.92 58.99 93.39 3.03
T5 47.33 62.11 93.80 2.74
Queryde 48.73 63.46 94.08 2.68

Table 4: Response generation results in synthetic
dialogs generated via propositions from proprietary
(PR) and public (PU) documents, using RRF retrieval.

4.5 Retrieval in real-world dialogs 568

We now provide evaluation scores in the real-world 569

DOC2DIAL and MULTIDOC2DIAL datasets. We do 570

not use any of the training dialogs of these datasets, 571

to demonstrate the value of our synthetic dialog 572

generation pipeline in new application domains 573

without any manually annotated dialogs. 574

We use the T5 question rewriter fine-tuned 575

on the synthetic dialogs we had generated from 576

the DOC2DIAL documents (§4.3). Alternatively, 577

we rewrite user questions by prompting an LLM 578

(CLAUDE-SONNET, also used as Dialog-LLM in 579

the synthetic data generation pipeline). Note that 580

ground-truth question rewrites are not available in 581

the DOC2DIAL and MULTIDOC2DIAL datasets. For 582

retrieval, these datasets provide ground-truth pas- 583

sages, thus we also use RRF for passage retrieval. 584

Table 5 shows that the T5 question rewriter sub- 585

stantially improves the retrieval performance in 586

both datasets, compared to using contextualized 587

questions (Queryco). Obtaining question rewrites 588

by prompting an LLM (CLAUDE) leads to fur- 589

ther substantial improvements, as with the similar 590

‘ground-truth’ rewrites (Queryde) of Table 4.2, at 591

the expense of invoking an LLM to rewrite each user 592

question. For reference, Table 5 also includes the 593

reported results of Feng et al. (2020) and Feng et al. 594

(2021), who fine-tune a dense retriever (different 595

from our question rewriting approach) on the train- 596

ing sets of the two datasets, thus requiring manu- 597

ally annotated domain-specific data. Hence, their 598

results cannot be fairly compared to ours. Since 599

both real-world datasets also include ground-truth 600

documents (not just passages), we also present doc- 601

ument retrieval results in Table 6. We reach the 602

same conclusions as in passage retrieval. 603

4.6 Response generation in real-world dialogs 604

Table 7 shows response generation results, similar 605

to those of Table 4, but now using the real-world di- 606

alogs of the test set of MULTIDOC2DIAL. We do not 607

show response generation results for DOC2DIAL, 608

as it concerns generating a system response from 609

a single given document, which is incompatible 610

with our synthetic data generation pipeline and our 611

focus on OR-CONVQA. We now retrieve proposi- 612

tions, since entire documents or passages confuse 613

the Response-LLM (LLAMA-8B) with redundant 614

information. Again, the T5 rewriter (fine-tuned on 615

synthetic data) improves performance, compared 616

to using contextualized questions (Queryco). Inter- 617
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D2D/Method Query MAP↑ R@5↑ R@10↑ R@20↑
– Queryco 0.17 0.26 0.34 0.40
Rewr-synFT T5 0.21 0.31 0.41 0.48
Rewr-prompt Claude 0.25 0.36 0.47 0.56
Retr-FT* Context n/a 0.85 0.90 n/a
MD2D/Method Query MAP↑ R@5↑ R@10↑ R@20↑
– Queryco 0.17 0.26 0.34 0.40
Rewr-synFT T5 0.21 0.31 0.40 0.48
Rewr-prompt Claude 0.23 0.34 0.44 0.53
Retr-FT* Context n/a n/a 0.69 0.79

Table 5: RRF passage retrieval results in real-world
dialogs from DOC2DIAL (D2D) and MULTIDOC2DIAL
(MD2D). T5/Claude: question rewritten by T5/Claude.
Rewr-synFT: rewriter fine-tuned on synthetic data,
Rewr-prompt: the rewriter is a prompted LLM, Retr-
FT: retriever fine-tuned on manually annotated domain-
specific data (not comparable to our work). Starred
results from Feng et al. (2020) and Feng et al. (2021).

D2D/Method Query MAP↑ R@5↑ R@10↑ R@20↑
– Queryco 0.36 0.47 0.56 0.64
Rewr-synFT T5 0.45 0.59 0.68 0.77
Rewr-prompt Claude 0.66 0.82 0.90 0.95
MD2D/Method Query MAP↑ R@5↑ R@10↑ R@20↑
– Queryco 0.37 0.49 0.57 0.65
Rewr-synFT T5 0.45 0.58 0.68 0.77
Rewr-prompt Claude 0.59 0.75 0.85 0.91

Table 6: RRF document retrieval results in real-world
dialogs from DOC2DIAL (D2D) and MULTIDOC2DIAL
(MD2D). We use the same notation as in Table 5.

estingly, decontextualizing questions by prompt-618

ing CLAUDE does not necessarily lead to better619

response generation scores compared to the T5620

rewriter. For completeness, we also include the621

method of Feng et al. (2021), who fine-tune BART622

(Lewis et al., 2020a) for response generation us-623

ing manually annotated training data; hence, their624

results are not directly comparable. We also note625

that the ground-truth system responses of MUL-626

TIDOC2DIAL are often direct excerpts from the627

ground-truth documents, whereas the responses628

of our Response-LLM are more abstractive and629

are penalized by n-gram based measures (SBLEU,630

METEOR). By contrast, BERTSCORE, which is631

based on word embeddings, assigns reasonably632

high scores to the responses of our Response-LLM.633

MD2D/Method Query SBLEU↑ METEOR↑ BSC↑ PL↓
– Queryco 6.16 20.93 85.63 26.04
Rewr-synFT T5 6.54 22.65 85.74 23.08
Rewr-prompt Claude 6.52 23.34 85.47 21.75
Retr-FT∗ Context 21.9 n/a n/a n/a

Table 7: Response generation results in real-world
dialogs from MULTIDOC2DIAL, using RRF retrieval of
propositions. Responses generated by LLAMA-8B in
our (the first three) methods. Starred results from Feng
et al. (2021). We use the same notation as in Table 5.

4.7 Conditional question rewriting 634

Finally, we propose a new joint question classifi- 635

cation/rewriting approach to reduce the expected 636

latency in real-world applications. Again, we use 637

the T5 question rewriter (§4.3), but now during 638

training we prepend each decontextualized ques- 639

tion with the tokens ‘rewrite’, if it is different from 640

the contextualized one, or ‘no_rewrite’ if not. At 641

inference, we stop the generation procedure if the 642

‘no_rewrite’ token is generated, and replace the to- 643

ken with the input (contextualized) question as the 644

prediction of the question rewriter. We find that the 645

performance of the question classifier/rewriter is 646

almost identical to that of the original T5 rewriter 647

(Table 3), with differences noticeable from the third 648

decimal and on, in favor of the original T5 rewriter. 649

More importantly, the average generation time for 650

proprietary dialogs is reduced from 0.19 seconds to 651

0.09 (53% reduction) and for public dialogs from 652

0.24 seconds to 0.09 (62% reduction). The reader is 653

reminded (§4.2) that 36% of synthetic proprietary 654

and 27% public user questions require rewriting. 655

5 Conclusions and Future Work 656

We presented a new pipeline that generates syn- 657

thetic annotated document-grounded dialogs, to 658

alleviate the lack of training data in new applica- 659

tion domains. The pipeline requires only a set 660

of relevant domain-specific documents. We high- 661

lighted the importance of using propositions, rather 662

than document sentences, for dialog generation, 663

and showed experimentally that they lead to syn- 664

thetic dialogs that are clearly superior in retrieval 665

performance, and on par or superior to dialogues 666

generated from document sentences in coherence 667

and relevance. Using only our synthetic data, we 668

trained light question rewriters, which allow utiliz- 669

ing dialog-unaware retrievers without fine-tuning 670

them. We showed that the rewriters substantially 671

improve performance, compared to using the orig- 672

inal questions with or without dialog history, and 673

that their performance is comparable to obtaining 674

rewrites by prompting LLMs. We also introduced a 675

joint efficient question classification/rewriter. 676

In future work, we plan to use larger sets of doc- 677

uments, enabling us to generate more dialogs, thus 678

facilitating fine-tuning a retriever or a lightweight 679

response generator. Finally, as CONVQA dialogs in 680

low resource languages are scarcer still, we plan to 681

extend our pipeline to such languages, exploiting 682

multilingual LLMs and/or machine translation. 683
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6 Limitations684

A limitation of our work is its dependence on LLMs685

(like CLAUDE-SONNET) for the creation of syn-686

thetic data. However costly these models may be,687

we deem their usage essential to ensure high qual-688

ity synthetic data, as in previous work (Chen et al.,689

2024; Mo et al., 2024).690

Our generated data, being purely synthetic, may691

contain errors. For instance, there are a few cases692

where the ‘decontextualized’ user question is not693

fully self-contained. Despite such errors, our fine-694

tuned question rewriters showed promising results695

in both synthetic and real-world dialogs. There696

is also the possibility that the generation pipeline697

may hallucinate information. For example, there is698

no guarantee that the generated propositions (Step699

1 of the generation pipeline) perfectly reflect the700

knowledge in the documents; in our experiments,701

however, we have not encountered any such case.702

The number of generated dialogs is limited by703

to the number and length of the provided docu-704

ments. For this reason, we opted to train a question705

rewriter to decontextualize questions, which allows706

utilizing existing dialog-unaware retrievers, rather707

than fine-tuning a retriever, which usually requires708

more training data (Wu et al., 2022).709

Finally, although we showed how the generated710

synthetic data can be used to train lightweight ques-711

tion rewriters, instead of employing costly LLMs712

for question rewriting, response generation still713

relies on prompting LLMs. Preliminary experi-714

ments (not reported) showed that light response715

generators (e.g., T5) fine-tuned on our current syn-716

thetic dataset severely under-perform compared to717

prompting LLMs as response generators, possibly718

because the synthetic datasets are not large enough.719

We, hence, left this direction for future work.720

7 Ethical Considerations721

A major concern regarding LLMs like CLAUDE-722

SONNET, which our generation pipeline leverages,723

is that sensitive data may be stored by third parties724

and may even be exposed publicly. In our case, we725

either used already publicly available documents,726

or documents that do not include sensitive infor-727

mation and their processing has been approved by728

qualified individuals. We advise potential users of729

the pipeline to take similar precautions.730
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Appendix1131

A Examples of Synthetic Dialogs1132

Below are snippets of two synthetic dialogs gener-1133

ated from the DOC2DIAL data. Each dialogic pair1134

contains a contextualized and decontextualized1135

user turn (USER, USER decont.) and the system1136

response (SYSTEM). Notice that user turns 2–51137

of Dialog 7 make references to user turn 1 (‘it’1138

refers to ‘Board Appeal’, as can be seen in the1139

corresponding USER decont. turns). Moreover,1140

Turn 8 mentions a (‘Board Appeal’) decision,1141

omitting ‘Board Appeal’, which is mentioned in1142

previous turns. Similarly, for Dialog 356, Turns1143

2–4 make references to ‘HazMat endorsement’,1144

without explicitly mentioning it. Notice that users1145

may ask multiple questions in their turns (Turn 3).1146

1147
—- Synthetic Doc2Dial Dialog id 7 —-1148

1149
—- 1 —-1150
USER : How can I submit a Decision Review Request1151
for a Board Appeal?1152
USER decont. : How can I submit a Decision Review1153
Request for a Board Appeal?1154
SYSTEM : To submit the Decision Review Request:1155
Board Appeal VA Form 10182, you can apply by mail,1156
in person, or by fax.1157

1158
—- 2 —-1159
USER : What are the steps to apply for it by mail?1160
USER decont. : What are the steps to apply for a1161
Board Appeal by mail?1162
SYSTEM : To apply for a Board Appeal by mail, you1163
need to send the completed VA Form 10182 to the1164
address: Board of Veterans Appeals, PO Box 27063,1165
Washington, D.C. 20038.1166

1167
—- 3 —-1168
USER : How can I apply for it in person?1169
USER decont. : How can I apply for a Board Appeal1170
in person?1171
SYSTEM : To apply for a Board Appeal in person,1172
you need to bring your completed VA Form 10182 to1173
a regional benefit office.1174

1175
—- 4 —-1176
USER : Can I apply for it by fax?1177
USER decont. : Can I apply for a Board Appeal by1178
fax?1179
SYSTEM : Yes, to apply for a Board Appeal by fax,1180
you need to fax your completed VA Form 10182 to1181
844-678-8979.1182

1183
—- 5 —-1184
USER : How can I get a copy of VA Form 10182 to1185
fill out for a Board Appeal?1186
USER decont. : How can I get a copy of VA Form1187

10182 to fill out for a Board Appeal? 1188
SYSTEM : You can ask a regional benefit office 1189
for a copy of VA Form 10182 to fill out for a 1190
Board Appeal. You can also call the VA toll-free 1191
hotline at 800-827-1000, Monday through Friday, 1192
8:00 a.m. - 9:00 p.m. ET, to request VA Form 1193
10182 for a Board Appeal. 1194

1195
—- 6 —- 1196
USER : What is the time limit to request it? 1197
USER decont. : What is the time limit to request 1198
a Board Appeal? 1199
SYSTEM : You have 1 year from the date on your 1200
decision to request a Board Appeal. However, if 1201
you’re one of multiple people claiming the same 1202
benefit (which is rare), you have 60 days to 1203
request a Board Appeal. 1204

1205
—- 7 —- 1206
USER : What can I do if I disagree with the 1207
Board’s decision? 1208
USER decont. : What can I do if I disagree with 1209
the Board’s decision? 1210
SYSTEM : If you disagree with the Board’s decision 1211
and have new and relevant evidence that supports 1212
your case, you can file a Supplemental Claim 1213
after a Board decision. You can also appeal to 1214
the U.S. Court of Appeals for Veterans Claims 1215
after a Board decision. 1216

1217
—- 8 —- 1218
USER : Do I need to do anything while waiting for 1219
the decision? 1220
USER decont. : Do I need to do anything while 1221
waiting for the Board Appeal decision? 1222
SYSTEM : After you request a decision review like 1223
a Board Appeal, you don’t need to do anything 1224
while you wait unless VA sends you a letter asking 1225
for more information. However, if VA schedules 1226
exams for you after you request a decision review 1227
like a Board Appeal, be sure not to miss them. 1228

1229
1230

—- Synthetic Doc2Dial Dialog id 356 —- 1231

1232
—- 1 —- 1233
USER : What is the validity period of a CDL 1234
with HazMat endorsement issued by the DMV if the 1235
background checks are not completed before the 1236
endorsement expires? 1237
USER decont. : What is the validity period of a 1238
CDL with HazMat endorsement issued by the DMV if 1239
the background checks are not completed before 1240
the endorsement expires? 1241
SYSTEM : The DMV will provide a CDL with the 1242
HazMat endorsement that is valid for 90 days 1243
only if you applied to renew a current NY State 1244
CDL with a HazMat endorsement and the background 1245
checks are not completed and approved before the 1246
endorsement expires. 1247

1248
—- 2 —- 1249
USER : What happens if I don’t pass the written 1250
test or background checks for it? 1251
USER decont. : What happens if I don’t pass the 1252
written test or background checks for the HazMat 1253
endorsement? 1254
SYSTEM : If you do not pass the written test or 1255
the background checks for the HazMat endorsement, 1256
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the DMV will issue a CDL that does not have a1257
HazMat endorsement.1258

1259
—- 3 —-1260
USER : How will I be notified if I am approved1261
for it? And what should I do after receiving the1262
notification?1263
USER decont. : How will I be notified if I am1264
approved for the HazMat endorsement? And what1265
should I do after receiving the notification?1266
SYSTEM : The DMV will mail you notification of1267
approval for the HazMat endorsement along with1268
instructions to go into a DMV office to obtain a1269
CDL with the HazMat endorsement.1270

1271
—- 4 —-1272
USER : What information will be displayed on my1273
new CDL with it?1274
USER decont. : What information will be displayed1275
on my new CDL with the HazMat endorsement?1276
SYSTEM : Your new CDL with the HazMat endorsement1277
will display the expiration date of your CDL and1278
the expiration date of your HazMat endorsement.1279

1280

B Prompts Used to Generate Dialogs1281

B.1 Step 1 prompt1282

1283
Read the document you will be given and look for1284
questions and answers in it. Return propositions1285
if the document includes information that could1286
actually answer user questions. If the document1287
only has links or vague information that can’t1288
answer questions, do not return propositions.1289
Also, do not return propositions if the document1290
only has questions. If the document does have1291
questions and answers, break them down into simple1292
and clear propositions that make sense on their1293
own. Recognize the language of the document given1294
below and provide the propositions in the original1295
language as the given Document.1296
If you do not create propositions the reply must1297
be an empty list such as [] and nothing else.1298

Here is a document:1299
<document>1300
{text}1301
</document>1302

To generate propositions you need to:1303
1. Split compound sentence into simple English1304
sentences. Maintain the original phrasing from1305
the input whenever possible.1306
2. For any named entity that is accompanied by1307
additional descriptive information, separate this1308
information into its own distinct proposition.1309
3. Decontextualize the proposition by adding1310
necessary modifier to nouns or entire sentences1311
and replacing pronouns (e.g., "it", "he", "she",1312
"they", "this", "that") with the full name of the1313
entities they refer to.1314
4. Present the results as a list of strings,1315
formatted in JSON. Provide only the JSON and1316
nothing else.1317

B.2 Step 2 prompts1318

Prompt 2.11319

To maintain the dialog flow, we instruct the model 1320

to keep relevant (to each other) queries in adja- 1321

cent turns. We also encourage the LLM to generate 1322

queries that are grounded in more than one propo- 1323

sition. The purpose of the first two instructions, 1324

which are related to turns where the user and sys- 1325

tem exchange greetings, is to mimic real dialogs, 1326

but can be skipped without affecting the quality 1327

of the dialogs. The output is a JSON dictionary of 1328

question-answer pairs, each containing the decon- 1329

textualized query and its answer. 1330
1331

Your task is to read the given propositions and 1332
generate a dialog between a user and a system, 1333
where the user asks certain questions and the 1334
system tries to provide answers. 1335
Follow these instructions: 1336
1. Your response should be a JSON of the following 1337
format: 1338

{ 1339
"0" : { 1340

"<user>": , 1341
"<system>":, 1342

}, 1343
"1" : { 1344

"<user>": , 1345
"<system>":, 1346

}, 1347
... 1348

} 1349

2. The dialog must start with the user greeting 1350
the system and the system replying politely. 1351
3. The dialog must end with user thanking the 1352
system and the system replying politely. 1353
4. In each dialog turn, the user asks a question 1354
based on a given proposition. The user question 1355
must be a self-contained, standalone question 1356
without the need to refer to previous dialog 1357
context. 1358
5. A user may also ask complex questions, for 1359
which the answer can be two or more propositions. 1360
6. In each dialog exchange the system answers the 1361
user question based on the propositions. 1362
7. Make sure that the user questions referring to 1363
the same propositions are in adjacent turns. 1364
8. Each system’s answer must be a full sentence. 1365

<propositions> 1366
{} 1367
</propositions> 1368

1369

Prompt 2.2 1370
1371

Your task is to read the given dialog. The dialog 1372
you will be given has a JSON format. The key 1373
<user> refers to user utterances, while the key 1374
<system> refers to the system utterances. Make the 1375
user utterances dependent on previous dialog turns 1376
taking into account the dialog context and using 1377
pronouns to replace already mentioned information 1378
only if such information is already mentioned in 1379
the previous dialog turns. Only return a JSON of 1380
the following format: 1381

{ 1382

14



"0" : {1383
"<contextualized user>": ,1384
"<system>":1385

},1386
"1" : {1387

"<contextualized user>": ,1388
"<system>":1389

},1390
...1391

}1392
1393

Here is the dialog:1394
<dialog>1395
{}1396
</dialog>1397

1398
Prompt 2.31399
I will give you a list of propositions and a1400
text in JSON format of question and answer pairs1401
generated from these propositions. I need you1402
to act as a human annotator and evaluate the1403
question and answer pairs provided following these1404
instructions:1405
1. Provide a separate review and evaluation for1406
each question and answer.1407
2. First check if the questions provided1408
are correctly generated from the propositions1409
provided.1410
3. The answer to each question should be reflecting1411
the information provided in the propositions.1412
4. Note which propositions are used in each answer.1413
5. If a question and answer is generated from the1414
provided propositions after your review, mark it1415
as "accepted". If not, mark it as "not_accepted".1416
6. The first and last pairs should always be1417
accepted.1418
7. Return only a dictionary in JSON format and1419
nothing else. The key of each dictionary should1420
be the same with each question answer pair given.1421
Follow the example:1422

{1423
"0": {1424

"propositions_used":1425
,1426
"explain_evaluation": ,1427
"evaluation": ,1428

1429
},1430

}1431

Here are the propositions and the question-answer1432
pairs:1433

<propositions>1434
{}1435
</propositions>1436

1437
<question and answer pairs>1438
{}1439
</question and answer pairs>1440

B.3 Response-LLM prompt1441

For response generation, we prompt LLAMA-8B1442

instruct, to generate a system response, condi-1443

tioned on the top-20 retrieved propositions and1444

the rewritten query (using our fine-tuned query1445

rewriter). If the query cannot be answered using1446

the provided propositions, the LLM is instructed to 1447

generate the token <cannot_answer>. 1448

1449
Your job is to answer user questions given a set 1450
of propositions in a list format. There may be 1451
irrelevant propositions included. 1452
You only need to provided the answer. If the 1453
question cannot be answered using the provided 1454
propositions, generate the token <cannot_answer> 1455
only. 1456

Here are the propositions: {} 1457

Here is the user question: {} 1458

C BM25 and Dense Retrieval Results 1459

We present results of BM25 and dense retrieval for 1460

proprietary and DOC2DIAL documents, separately, 1461

in Table 8. Both retrievers exhibit the same behav- 1462

ior as the RRF retriever (Tables 2–3); T5 manages 1463

to outperform the contextualized query, but not the 1464

‘ground-truth’ decontextualized one. Both retriev- 1465

ers perform worse than the RRF retriever. 1466

PR MAP↑ R@5↑ R@10↑ R@20↑

Dense
Queryco 0.41 0.51 0.57 0.63
T5 0.46 0.54 0.61 0.66
Queryde 0.48 0.58 0.65 0.72

BM25
Queryco 0.42 0.51 0.57 0.63
T5 0.45 0.54 0.61 0.66
Queryde 0.47 0.56 0.63 0.68

PU MAP↑ R@5↑ R@10↑ R@20↑

Dense
Queryco 0.45 0.54 0.62 0.69
T5 0.49 0.57 0.67 0.73
Queryde 0.51 0.60 0.68 0.74

BM25
Queryco 0.45 0.53 0.60 0.66
T5 0.48 0.56 0.63 0.70
Queryde 0.49 0.59 0.65 0.71

Table 8: Dense and BM25 retrieval results in synthetic
dialogs generated via propositions, using proprietary
(PR) and public (PU) documents.

D Experiments in Separate Domains 1467

In many real-life scenarios, the domain of each 1468

question is known during inference; the user may 1469

also explicitly request documents for a particular 1470

domain. Thus, the retriever only needs to consider 1471

information of the corresponding domain. To sim- 1472

ulate such a scenario, we split propositions and 1473

questions based on their domains. Both proprietary 1474

and DOC2DIAL datasets include documents and 1475

questions from four distinct domains (§3.1). The 1476

results are presented in Tables 9– 10 for proprietary 1477

and DOC2DIAL dialogs, respectively. Regardless of 1478

dataset or domain, we reach the same conclusions 1479
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regarding the performance of the question rewriter1480

as in the main text (§4.3); the question rewriter out-1481

performs using the original contextualized queries,1482

but not the ‘ground-truth’ decontextualized queries.1483

In the proprietary data, we notice a drop in per-1484

formance for the Miscellaneous (Misc) and Finance1485

domains, compared to the main experiments (Ta-1486

ble 3). This is mostly due to the more complex and1487

much longer user questions of these two domains.1488

A similar observation can be made for the SSA do-1489

main of DOC2DIAL. For the rest of the domains of1490

both datasets, the performance is equal to, or better1491

than the performance reported in the main experi-1492

ments, which is to be expected, since the retriever1493

has to consider fewer propositions.1494

MAP↑ R@5↑ R@10↑ R@20↑
Finance

Queryco 0.38 0.44 0.51 0.57
T5 0.39 0.46 0.52 0.59
Queryde 0.40 0.48 0.54 0.60

Software
Queryco 0.45 0.56 0.63 0.71
T5 0.49 0.58 0.65 0.73
Queryde 0.45 0.60 0.67 0.74

Insurance
Queryco 0.59 0.70 0.75 0.79
T5 0.59 0.71 0.76 0.79
Queryde 0.62 0.72 0.77 0.79

Misc
Queryco 0.30 0.36 0.44 0.49
T5 0.30 0.36 0.45 0.46
Queryde 0.33 0.41 0.49 0.50

Table 9: RRF retrieval results in synthetic dialogs gen-
erated via propositions from proprietary documents,
separately for each domain .

MAP↑ R@5↑ R@10↑ R@20↑
DMV

Queryco 0.56 0.66 0.75 0.80
T5 0.60 0.68 0.76 0.82
Queryde 0.60 0.69 0.77 0.83

VA
Queryco 0.49 0.58 0.65 0.72
T5 0.54 0.65 0.72 0.79
Queryde 0.57 0.69 0.77 0.84

SSA
Queryco 0.44 0.55 0.62 0.68
T5 0.44 0.55 0.62 0.69
Queryde 0.46 0.56 0.63 0.70

StudentAid
Queryco 0.56 0.63 0.70 0.77
T5 0.57 0.65 0.72 0.78
Queryde 0.58 0.66 0.73 0.78

Table 10: RRF retrieval results in synthetic dialogs
generated via propositions from public documents
(DOC2DIAL), separately for each domain.
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