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Abstract

Quantifying uncertainty in automatically gener-001
ated text is important for letting humans check002
potential hallucinations and making systems003
more reliable. Conformal prediction is an at-004
tractive framework to provide predictions im-005
bued with statistical guarantees, however, its006
application to text generation is challenging007
since any i.i.d. assumptions are not realistic. In008
this paper, we bridge this gap by leveraging009
recent results on non-exchangeable conformal010
prediction, which still ensures bounds on cov-011
erage. The result is a novel extension of the012
conformal prediction framework to generation013
based on nearest neighbors. Our method can be014
used post-hoc for an arbitrary model without ex-015
tra training and supplies token-level, calibrated016
prediction sets equipped with statistical guaran-017
tees. Experiments in machine translation and018
language modeling show encouraging results019
in word coverage and generation quality.020

1 Introduction021

Natural language generation (NLG) is a multi-022

faceted field spanning applications such as023

machine translation (MT), language modeling024

(LM), summarization, question answering and025

dialogue generation. Owing to the recent success026

of large language models (LLMs) such as GPT-4027

(OpenAI, 2023), BLOOM (Scao et al., 2022) or028

LLaMA (Touvron et al., 2023), natural language029

modeling with stochastic decoding (sampling) is030

increasingly used as an interface with end users.031

While sampling allows for more fluent and varied032

text, few methods exist to evaluate the reliability033

of generated text and adequacy of the underlying034

sampling method. This is particularly relevant for035

generation scenarios where pre-trained models036

are applied to new data with potentially different037

distribution to the training data, increasing the038

risk of generating erroneous, misleading, and039

potentially harmful text (Ji et al., 2023; Guerreiro040

{            }

Figure 1: Schematic representation of our approach.
A decoder hidden representation zt is used during in-
ference to retrieve the nearest neighbors and their non-
conformity scores sk. Their relevance is determined by
using their distance to compute weights wk, resulting in
the quantile q̂ that forms conformal prediction sets.

et al., 2023; Pan et al., 2023; Alkaissi and 041

McFarlane, 2023; Azamfirei et al., 2023). 042

043

Conformal prediction (Vovk et al., 2005; 044

Papadopoulos et al., 2002; Angelopoulos and 045

Bates, 2021) has recently gained popularity by 046

providing calibrated prediction sets that are imbued 047

with statistical guarantees about containing the 048

correct solution. Nevertheless, applying conformal 049

prediction to NLG is not trivial and comes with a 050

major obstacle: The conditional generation process 051

breaks the independence and identical distribution 052

(i.i.d.) assumption underlying conformal prediction 053

techniques. We tackle this problem by drawing 054

inspiration from recent advances in nearest 055

neighbor language modeling (Khandelwal et al., 056

2020b; He et al., 2021a; Xu et al., 2023) and 057

machine translation (Khandelwal et al., 2020a; 058

Zheng et al., 2021; Meng et al., 2022; Martins 059

et al., 2022). This way, we are able to dynamically 060

generate calibration sets during inference that 061

are able to maintain statistical guarantees. We 062

schematically illustrate our method in Figure 1. 063

064

Contributions. We present a general-purpose ex- 065

tension of the conformal framework to NLG by 066
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tackling the problems above. Our contributions are067

as follows: 1 To the best of our knowledge, we068

are the first to present a novel technique based on069

non-exchangeable conformal prediction and to ap-070

ply it to language generation to produce calibrated071

prediction sets. 2 We validate the effectiveness072

of the method in a Language Modeling and Ma-073

chine Translation context, evaluating the coverage074

of the calibrated prediction sets and showing that075

our method is on par with or even outperforms other076

sampling-based techniques in terms of generation077

quality, all while maintaining tighter prediction sets078

and better coverage. 3 We finally demonstrate that079

these properties are also maintained under distri-080

butional shift induced by corrupting the model’s081

latent representations. 4 We publish all the code082

for this project in an open-source repository.1083

2 Related Work084

Conformal Prediction. Conformal prediction is085

a line of work that has recently regained interest in086

machine learning by producing prediction sets with087

certain statistical guarantees about containing the088

correct prediction (Vovk et al., 2005; Papadopoulos089

et al., 2002; Angelopoulos and Bates, 2021). As090

the size of prediction sets is calibrated to fulfill091

these guarantees, one can also see the size of the092

prediction set itself as a proxy of the uncertainty093

of a model—the larger the set, the more possible094

predictions have to be included in order to main-095

tain the coverage guarantee. Conformal predic-096

tion has already found diverse applications in NLP097

for classification (Maltoudoglou et al., 2020; Fisch098

et al., 2021; Schuster et al., 2021; Fisch et al., 2022;099

Choubey et al., 2022; Kumar et al., 2023) and se-100

quence labeling problems (Dey et al., 2021), as well101

as quality estimation (Giovannotti, 2023; Zerva and102

Martins, 2023). Unfortunately, generation prob-103

lems are challenging due to their sequential na-104

ture and constant breaking of the i.i.d. assump-105

tion, so existing works operate on the sequence-106

level instead (Quach et al., 2023; Ren et al., 2023;107

Deutschmann et al., 2023). Conformal procedures108

for time-series (Xu and Xie, 2021; Lin et al., 2022b;109

Oliveira et al., 2022; Zaffran et al., 2022) and gen-110

eral non-i.i.d. data (Tibshirani et al., 2019; Barber111

et al., 2023; Guan, 2023; Farinhas et al., 2023) have112

been proposed in the literature. The most related113

work to ours is given by Ravfogel et al. (2023), who114

apply the standard conformal prediction setup to115

1Made available upon acceptance.

NLG, arguing that Markov chains are a type of β- 116

mixing processes, for which Oliveira et al. (2022) 117

showed coverage to degrade by an only negligible 118

amount. However, Ravfogel et al. do not investi- 119

gate this claim empirically, and furthermore do not 120

find any benefits when generating sequences. In 121

another related work, Quach et al. (2023) propose 122

an approach that is specifically tailored toward lan- 123

guage modeling. However, their prediction sets 124

contain entire sequences instead of single tokens. 125

In contrast, our token-level prediction sets are use- 126

ful for constraining the options during generation 127

and their widths can represent model uncertainty. 128

Uncertainty in NLP. Modeling uncertainty in 129

NLP has already been studied in classification 130

(Van Landeghem et al., 2022; Ulmer et al., 2022a; 131

Holm et al., 2022) and regression settings (Beck 132

et al., 2016; Glushkova et al., 2021; Zerva et al., 133

2022). However, NLG proves more challenging 134

due to it non-i.i.d. and combinatorial nature. Some 135

works have proposed Bayesian Deep Learning 136

methods for NLG: Xiao et al. (2020) use Monte 137

Carlo Dropout (Gal and Ghahramani, 2016) to pro- 138

duce multiple generations for the same input and 139

measure their pair-wise BLEU scores. Malinin and 140

Gales (2021) define extensions of mutual informa- 141

tion for structured prediction. Other existing ap- 142

proaches try to account for the paraphrastic nature 143

of language by modeling the entropy over mean- 144

ing classes (Kuhn et al., 2023), investigate the use 145

of linguistic markers to indicate uncertainty (Zhou 146

et al., 2023) or ask the model directly for its con- 147

fidence (Lin et al., 2022a; Kadavath et al., 2022). 148

Baan et al. (2023) provide an extensive overview 149

of the theory and current state of the field. 150

3 Background 151

Conformal Prediction. Conformal prediction is 152

an attractive method for uncertainty quantification 153

due to its statistical coverage guarantees (Vovk 154

et al., 2005; Papadopoulos et al., 2002; Angelopou- 155

los and Bates, 2021). Given some predictor, a held- 156

out calibration set {(xi, yi)}Ni=1, and a pre-defined 157

miscoverage level α (e.g., 0.1), the calibration set 158

is used to obtain prediction sets C(x∗) for a new 159

test point x∗ satisfying 160

p
(
y∗ ∈ C(x∗)

)
≥ 1− α, (1) 161

that is, the probability of the prediction set C(x∗) 162

containing the correct label y∗ is at least 1−α. This 163
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is achieved by the following recipe: Firstly, one has164

to define a non-conformity score, that provides an165

estimate of the distance of the test point to the rest166

of the data, i.e., a proxy for the uncertainty over the167

test point predictions. In this context, the score can168

be as simple as si = 1−pθ(y|x), i.e. one minus the169

softmax probability of the true class, which will be170

higher when the model is wrong or less confident.171

Next, we define q̂ as the
⌈
(N + 1)(1− α)/N

⌉
-th172

quantile of the non-conformity scores. Then, when173

we make a new prediction for a test point x∗, we174

can create prediction sets defined as175

C(x∗) =
{
y
∣∣∣ pθ(y|x∗) ≥ 1− q̂

}
, (2)176

which is guaranteed to fulfil the coverage require-177

ment in Equation (1) for i.i.d. data (Vovk et al.,178

2005; Angelopoulos and Bates, 2021).179

Non-exchangeable Conformal Prediction. Bar-180

ber et al. (2023) address a major shortcoming in181

the method above: When a test point and the cal-182

ibration data are not i.i.d.,2 the distributional drift183

causes any previously found q̂ to be miscalibrated,184

and thus the intended coverage can no longer be185

guaranteed. However, we can still perform con-186

formal prediction by assigning a weight wi ∈187

[0, 1] to every calibration data point, reflecting its188

relevance—i.e. assigning lower weights to points189

far away from the test distribution. Then, by nor-190

malizing the weights with w̃i = wi/(1+
∑N

i=1wi),191

we define the quantile as192

q̂ = inf
{
q
∣∣∣ N∑
i=1

w̃i1
{
si ≤ q

}
≥ 1− α

}
, (3)193

with 1{·} denoting the indicator function. The194

construction of the prediction sets then follows the195

same steps as before. Most notably, the coverage196

guarantee in Equation (1) now changes to197

p
(
y∗ ∈ C(x∗)

)
≥ 1− α−

N∑
i=1

w̃iεi, (4)198

with an extra term including the total variation199

distance between the distribution of a calibration200

and a test point, εi = dTV
(
(xi, yi), (x

∗, y∗)
)
.3 Un-201

fortunately, this term is hard to estimate or bound,202

2In fact, the coverage guarantee applies to the case where
the data is exchangeable, a weaker requirement than i.i.d.
Specifically, a series of random variables is exchangeable if
their joint distribution is unaffected by a change of their order.

3In this expression, (xi, yi) and (x∗, y∗) denote random
variables and the total variation distance is between the two
underlying distributions. See Barber et al. (2023) for details.

nevertheless, the selection of appropriate weights 203

that can capture the relevance of calibration points 204

to the test set should moderate both the impact of 205

the distant data points on the estimation of the pre- 206

diction set and the impact of dTV on the coverage 207

bound. In other words, for large dTV values we 208

expect to have smaller weights, that allow us to 209

achieve coverage close to the desired values. We 210

show in our experiments that the loss of coverage 211

when using nearest neighbor weights is limited and 212

revisit the practical implications in Section 5. 213

3.1 Method: Non-exchangeable Conformal 214

Prediction through Nearest Neighbors 215

We now present a novel method to apply confor- 216

mal prediction in NLG by synthesizing the non- 217

exchangeable approach of Barber et al. (2023) with 218

k-NN search-augmented neural models (Khandel- 219

wal et al., 2020a,b). The related approach by 220

Ravfogel et al. (2023) calibrates prediction sets 221

within bins of similar entropies using the non- 222

exchangeable procedure described in Section 3. 223

However, this implies that we would use seman- 224

tically unrelated (sub-)sequences to calibrate the 225

model—in fact, we show experimentally that this 226

approach obtains generally trivial coverage by pro- 227

ducing extremely wide prediction sets. Instead, 228

we propose to perform a dynamic calibration step 229

during model inference, only considering the most 230

relevant data points from the calibration set. We 231

do this in the following way: Given a dataset 232

{(x(i), y(i))} of sequences x(i) = (x
(i)
1 , . . . ,x

(i)
S ) 233

and corresponding references consisting of gold to- 234

kens y(i) = (y
(i)
1 , . . . , y

(i)
T ), we extract the model’s 235

decoder activations z
(i)
t ∈ Rd and conformity 236

scores s
(i)
t .4 We save those in a datastore allow- 237

ing for fast and efficient nearest neighbor search 238

using FAISS (Johnson et al., 2019). In the infer- 239

ence phase, during every decoding step, we then 240

use the decoder hidden state z∗t to query the data 241

store for the K nearest neighbors and their confor- 242

mity scores and record their distances. We use the 243

squared l2 distance to compute the weight wk for a 244

neighbor as 245

wk = exp
(
−
∣∣∣∣ z∗t −zk∣∣∣∣22 / τ), (5) 246

where τ corresponds to a temperature hyperparam- 247

eter. Overall, this formulation is equivalent to a 248

4In this phase, we do not let the model generate freely, but
feed it the gold prefix during the decoding process to make
sure that conformity scores can be computed correctly.
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radial basis function kernel with scale parameter τ .249

Finally, we use the weights to compute the quantile250

q̂ as in Equation (3). The entire algorithm is given251

in Appendix A.4.252

Adaptive Prediction Sets. The efficacy of con-253

formal prediction hinges on the choice of non-254

conformity score, with the simple non-conformity255

score si = 1− pθ(yt|x, y<t) known to undercover256

hard and overcover easy subpopulations of the data.257

Due to the diverse nature of language, we there-258

fore opt for adaptive prediction sets (Angelopoulos259

et al., 2021a; Romano et al., 2020). Adaptive pre-260

diction sets redefine the non-conformity score as261

the cumulative probability over classes necessary262

to reach the correct class. More formally, let π be263

a permutation function mapping all possible out-264

put tokens {1, . . . , C} to the indices of a permuted265

version of the set, for which tokens are sorted by266

their probability under the model, descendingly.267

We define the non-conformity score as268

si =

π(yt)∑
j=1

pθ
(
π−1(j)

∣∣x, y<t

)
. (6)269

Since we only include the cumulative mass up until270

the gold label, the summation stops at π(y). The271

prediction sets are then defined as272

C(x∗, y∗<t) =
{
π−1(1), . . . , π−1(ĉ)

}
, (7)273

with ĉ = sup{c′ |
∑c′

j=1 pθ(π
−1(j) | x∗, y∗<t) <274

q̂}+ 1. Intuitively, this means that we included all275

classes whose cumulative probability (after sorting276

descendingly) does not surpass q̂, adding one extra277

class to avoid empty sets. Compared to the simple278

conformity score, this produces wider predictions279

sets for hard inputs, encompassing more potentially280

plausible continuations in a language context.281

4 Experiments282

In the following sections, we conduct experiments283

in both language modeling and machine transla-284

tion. For machine translation we opt for the 400285

million and 1.2 billion parameter versions of the286

M2M100 model (Fan et al., 2021) on the WMT-287

2022 shared task datasets for German to English288

and Japanese to English (Kocmi et al., 2022). For289

Language Modelling, we use the 350 million and290

1.3 billion parameter versions of the OPT model291

(Zhang et al., 2022) and replicate the setup by Rav-292

fogel et al. (2023): We calibrate our model on293

10000 sentences from a 2022 English Wikipedia 294

dump (Foundation, 2022) and test coverage and 295

generation on 1000 sentences from OpenWebText 296

(Gokaslan et al., 2019).5 All models are used in a 297

zero-shot setup without extra training or finetun- 298

ing. For the datastore, we use the implementation 299

by FAISS library (Johnson et al., 2019), comput- 300

ing 2048 clusters in total and probing 32 clusters 301

per query. We also summarize the environmental 302

impact of our experiments in Appendix A.5. 303

4.1 Evaluating Coverage 304

First of all, we demonstrate that the retrieved infor- 305

mation from the data store enables us to success- 306

fully apply the proposed method. While it is not 307

possible to measure coverage in a free generation 308

setting (see next section), we can assess whether 309

the correct class is contained in the prediction set if 310

we feed the actual reference tokens into the decoder 311

and check whether we include the true continua- 312

tion.6 For our MT task, this is reminiscent of an 313

interactive translation prediction setup (Knowles 314

and Koehn, 2016; Peris et al., 2017; Knowles et al., 315

2019), where we would like to suggest possible 316

continuations to a translator, suggesting the next 317

word from a set of words that (a) contains plausible 318

options and (b) is limited in size, in order to restrict 319

the complexity for the end user. Before we run our 320

experiments, we need to determine τ , which we 321

tune on the calibration set using a stochastic hill- 322

climbing procedure described in Appendix A.1. We 323

compare our non-exchangeable conformal nucleus 324

sampling (Non-Ex. CS) with nucleus sampling 325

(Holtzman et al., 2020) and conformal nucleus sam- 326

pling (Conf. Sampl.; Ravfogel et al., 2023), using 327

10 entropy bins and corresponding q̂ values. 328

Evaluation. We evaluate by measuring the total 329

coverage using different distance metrics, namely, 330

squared l2 distance, normalized inner product, and 331

cosine similarity (see Tables 1 and 2),7 as well as 332

binning predictions by set size and then measuring 333

the per-bin coverage in Figure 2 (more results given 334

in Appendix A.2). We also summarize the plots in 335

5Data obtained through the Hugging Face datasets
package (Lhoest et al., 2021): https://huggingface.
co/datasets/wikipedia and https://huggingface.co/
datasets/stas/openwebtext-10k.

6We emphasize that access to gold tokens is not required by
our method and only done here to measure the actual coverage.

7For inner product and cosine similarity, we follow the
same form as Equation (5), omitting the minus. We normalize
the inner product by the square root of the latent dimension.
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Table 1: Coverage results for the de→ en and ja→ en MT tasks. We report the best found temperature τ while
keeping the confidence level α and number of neighbors k = 100 fixed. We also show the coverage percentage
along with the avg. prediction set size as a proportion of the entire vocabulary (∅ WIDTH) as well as ECG and SSC.
Tested distance metrics are inner product (IP), (squared) l2 distance, and cosine similarity (cos).

de→ en ja→ en

Method Dist. τ % COVERAGE ∅ WIDTH ↓ SCC ↑ ECG ↓ τ % COVERAGE ∅ WIDTH ↓ SCC ↑ ECG ↓

M
2M

10
0 (

40
0M

) Nucleus Sampling - - 0.9207 0.48 0.25 0.00 - 0.9261 0.54 0.41 0.02

Conf. Sampling - - 0.9951 0.94 0.33 0.03 - 0.9950 0.96 0.14 0.00

Non-Ex. CS IP 3.93 0.8251 0.16 0.63 0.26 11.90 0.8815 0.24 0.67 0.03

l2 512.14 0.8334 0.17 0.60 0.06 419.91 0.8468 0.18 0.61 0.05

cos 2.54 0.8371 0.17 0.63 0.06 3.53 0.8540 0.17 0.62 0.04

M
2M

10
0 (

1.
2B

)

Nucleus Sampling - - 0.8339 0.38 0.00 0.08 - 0.7962 0.42 0.03 0.10

Conf. Sampling - - 0.9993 0.99 0.34 0.00 - 0.9998 0.99 0.60 0.00

Non-Ex. CS IP 15.79 0.8861 0.25 0.71 0.03 10.45 0.9129 0.38 0.72 0.00

l2 1123.45 0.8874 0.25 0.72 0.03 605.97 0.8896 0.30 0.76 0.01

cos 3.21 0.8858 0.25 0.72 0.03 1.48 0.8897 0.30 0.75 0.01
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(a) Nucleus Sampling on de → en.
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(b) Conformal Nucleus Sampling on de → en.
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(c) Non-Ex. Conformal Sampling on de → en.
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(d) Non-Ex. CS on de → en with M2M100(1.2B).

Figure 2: Conditional coverage for the M2M100 on de→ en with the small 418M model (Figures 2a to 2c) and
using the bigger 1.2B model (Figure 2d). We aggregate predictions by set size using 75 equally-spaced bins in total.
The blue curve shows the conditional coverage per bin, whereas red bars show the number of binned predictions.

Figure 2 via the Expected Coverage Gap (ECG)8336

that we define as337

ECG =

B∑
b=1

|Bb|
N

max
(
1−α−Coverage

(
Bb

)
, 0
)
,

(8)338

8This measure is inspired by the expected calibration error
(Guo et al., 2017), but measuring the coverage against a con-
stant target value 1−α. Since Conformal Prediction provides
a lower bound, overcoverage is not penalized.

where Bb denotes a single bin and N the total num- 339

ber of considered predictions in the dataset.9 In our 340

experiments, we use 75 bins in total. The same bins 341

are used to also evaluate the Size-Stratified Cover- 342

age metric (SSC) proposed by Angelopoulos et al. 343

(2021b) to assess the balance of coverage across 344

set sizes, with a well-calibrated method resulting 345

in a SCC close to the desired coverage 1− α: 346

SCC = min
b∈{1,...,B}

Coverage
(
Bb

)
(9) 347

9Since conformal prediction produces a lower bound on
the coverage, we do not include overcoverage in Equation (8).
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Table 2: Coverage results for the LM task. We report
the best found temperature τ while keeping the confi-
dence level α and number of neighbors k = 100 fixed.
We also show the coverage percentage along with the
avg. prediction set size as a proportion of the entire
vocabulary (∅ WIDTH) as well as the ECG and SSC
metrics. Tested distance metrics are inner product (IP),
(squared) l2 distance and cos. similarity (cos).

OPENWEBTEXT

Method Dist. τ % COV. ∅ WIDTH ↓ SCC ↑ ECG ↓

O
PT

(3
50

M
)

Nucl. Sampl. - - 0.8913 0.05 0.71 0.01

Conf. Sampl. - - 0.9913 0.90 0.91 0.00

Non-Ex. CS IP 4.99 0.9352 0.19 0.80 0.0

l2 0.31× 104 0.9425 0.17 0.80 0.0

cos 4.98 0.9370 0.15 0.83 0.0

O
PT

(1
.3

B
)

Nucl. Sampl. - - 0.8952 0.05 0.00 0.01

Conf. Sampl. - - 0.9905 0.88 0.95 0.0

Non-Ex. CS IP 0.48 0.9689 0.59 0.84 0.0

l2 1.55× 104 0.9539 0.20 0.83 0.0

cos 0.11 0.9512 0.20 0.875 0.0

We present some additional experiments where we348

assess the impact of key hyperparameters in Ap-349

pendix A.3.350

Results. We found our method to miss the de-351

sired coverage of 90% for MT by 8% or less. Be-352

yond the reported values, we were not able to fur-353

ther increase coverage by varying the temperature354

parameter without avoiding trivial coverage (i.e.,355

defaulting to very large set sizes), which is likely356

due to the impossible-to-estimate coverage in Equa-357

tion (4). Most notably, our method was able to358

achieve better SCC scores while maintaining con-359

siderably smaller prediction sets than the baselines360

on average. The reason for this is illustrated in361

Figure 2: while standard nucleus sampling pro-362

duces some prediction sets that are small, the total363

coverage seems to mostly be achieved by creating364

prediction sets between 60k–80k tokens. The be-365

havior of conformal nucleus sampling by Ravfogel366

et al. (2023) is even more extreme in this regard,367

while our method focuses on producing smaller368

prediction sets, with the frequency of larger set369

sizes decreasing gracefully. In Figure 2d, we can370

see that the larger M2M100 models also tend to371

produce larger prediction sets, but still noticeably372

smaller than the baselines. Importantly, for both373

M2M100 models, even very small prediction sets374

(size ≤ 1000) achieve non-trivial coverage, unlike375

the baseline methods. For LM, we always found376

the model to slightly overcover. This does not con-377

tradict the desired lower bound on the coverage in378

Equation (4) and suggests a more negligible distri- 379

butional drift. While nucleus sampling produces 380

the smallest average prediction sets, we can see 381

that based on the SCC values some strata remain 382

undercovered. Instead, our method is able to strike 383

a balance between stratified coverage and predic- 384

tion set size. With respect to distance measures, 385

we find that the difference between them is min- 386

imal, indicating that the quality largely depends 387

on the retrieved local neighborhood of the decoder 388

encoding and that finding the right temperature can 389

help to tune the models to approximate the desired 390

coverage. Now we would like to find out whether 391

this neighborhood retrieval mechanism can prove 392

to be robust under distributional shift as well. 393

4.2 Coverage Under Shift 394

To demonstrate how the retrieval of nearest neigh- 395

bors can help to maintain coverage under distribu- 396

tional shift, we add Gaussian noise of increasing 397

variance—and therefore intensity—to the last de- 398

coder hidden embeddings (for MT) and the input 399

embeddings (LM). This way, we are able to simu- 400

late distributional drift while still keeping the origi- 401

nal sequence of input tokens intact, allowing us to 402

measure the actual coverage. We show the achieved 403

coverage along with the average set size (as a per- 404

centage of the total vocabulary) and the average 405

quantile q̂ in Figure 3. We can see that the confor- 406

mal sampling method deteriorates into returning 407

the full vocabulary as a prediction set. Thus it be- 408

haves similarly to simple sampling as indicated by 409

the q̂ values being close to 1. Nucleus sampling 410

provides smaller prediction sets compared to con- 411

formal sampling, but they seem invariant to noise. 412

As such, the method is not robust to noise injection 413

in the open text generation task, and the obtained 414

coverage deteriorates with noise variance ≥ 0.025. 415

Instead, the use of nearest neighbors allows for 416

the estimation of prediction sets that are small but 417

amenable to increase, such that the obtained cov- 418

erage remains close to the desired one. We can 419

specifically observe that the prediction set size in- 420

creases considerably to mitigate the injected noise 421

in the open-text generation case. 422

Neighbor Retrieval. We further analyze how the 423

retrieval enables this flexibility by relating it to 424

the entropy of the output distribution of the 400M 425

parameters M2M100 on German to English. Intu- 426

itively, the baseline methods, faced by high-entropy 427

output distributions, need to produce wide predic- 428
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Figure 3: Coverage, average set size and q̂ based on the noise level on the de→ en MT task (top) and open text
generation task (bottom). Error bars show one standard deviation.

Table 3: Average entropy of 400M M2M100 model on
de → en per noise level as well as the Spearman’s ρ
correlation coefficients between the predictive entropy
and the prediction set size of the different methods. All
results are significant with p < 0.0001.

NOISE LEVEL

NONE 0.025 0.05 0.075 0.1

∅ Entropy 8.46 8.71 9.20 9.71 10.08

Nucl. Sampl. (ρ) 0.87 0.86 0.84 0.82 0.81

Conf. Sampl. (ρ) 0.60 0.60 0.60 0.57 0.55

Non-Ex. CS (ρ) −0.14 −0.18 −0.27 −0.37 −0.45

tion sets in order to maintain coverage. In fact, we429

report such results by correlating entropy levels and430

prediction set sizes using Spearman’s ρ in Table 3,431

showing strong positive correlations. Our method432

in contrast shows consistently an anticorrelation433

between these two quantities, enabled by decou-434

pling the creation of prediction sets from statistics435

of the output distribution to instead considering436

the non-conformity scores of similar subsequences.437

The fact that the prediction set size is not just de-438

pendent on the entropy of the predictions while439

maintaining coverage demonstrates the value of440

the nearest neighbors: In this way, model uncer-441

tainty becomes more flexible and is corroborated442

by evidence gained from similar inputs.443

4.3 Generation Quality444

Crucially, our method should not degrade and po-445

tentially even improve generation quality. Thus, we446

evaluate generation quality for the same tasks with-447

out supplying the gold prefix. For language model-448

ing, we follow Ravfogel et al. (2023) and use the 449

first 35 tokens from the original sentence as input. 450

We compare against a set of generation strategies in- 451

cluding top-k sampling (Fan et al., 2018; Holtzman 452

et al., 2018; Radford et al., 2019), nucleus sam- 453

pling and conformal nucleus sampling. We also 454

test a variant of our method using constant weights 455

wk = 1 for retrieved neighbors (Const. Weight 456

CS) to assess the impact of the weighted neighbor 457

retrieval procedure. We further compare with beam 458

search (Medress et al., 1977; Graves, 2012) with 459

a softmax temperature of 0.1, and greedy decod- 460

ing. Evaluation is performed using BLEU (Pap- 461

ineni et al., 2002), COMET-22 (Rei et al., 2020, 462

2022) and chrF (Popović, 2017) for MT as well 463

as MAUVE (Pillutla et al., 2021) and BERTscore 464

(Zhang et al., 2020) for text generation.10 465

Results. We show the results for the different 466

methods in Table 4. We see that beam search 467

outperforms all sampling methods for MT. This 468

corroborates previous work by Shaham and Levy 469

(2022) who argue that (nucleus) sampling meth- 470

ods, by pruning only the bottom percentile of the 471

token distribution, introduce some degree of ran- 472

domness that is beneficial for open text genera- 473

tion but may be less optimal for conditional lan- 474

guage generation, where the desired output is con- 475

strained and exact matching generations are pre- 476

ferred (which is the case for MT). Among sampling 477

methods, we find nucleus sampling and conformal 478

sampling to perform similarly (being in agreement 479

with the findings of Ravfogel et al., 2023) but are 480

10All metrics except for COMET were used through Hug-
ging Face evaluate. MAUVE uses gpt2 as a featurizer.
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de→ en ja→ en

Method BLEU ↑ COMET ↑ CHRF ↑ BLEU ↑ COMET ↑ CHRF ↑

M
2M

10
0 (

40
0m

)

Beam search 28.53 0.88 55.58 11.37 0.63 37.74

Greedy 27.81 0.9 54.9 10.73 0.58 36.5

Nucleus Sampling 27.63 ±0.03 0.89 ±0.01 54.80 ±0.07 10.61 ±0.15 0.59 ±0.01 36.52 ±0.19

Top-k Sampling 27.63 ±0.03 0.89 ±0.01 54.79 ±0.07 10.61 ±0.15 0.59 ±0.01 36.52 ±0.19

Conf. Sampling 27.63 ±0.03 0.89 ±0.01 54.80 ±0.07 10.61 ±0.15 0.59 ±0.01 36.52 ±0.19

Const. Weight CS∗ 27.63 ±0.03 0.89 ±0.01 54.80 ±0.07 10.61 ±0.15 0.59 ±0.01 36.52 ±0.19

Non-Ex. CS∗ 27.65 ±0.10 0.90 ±0.01 54.82 ±0.14 10.74 ±0.11 0.59 ±0.01 36.61 ±0.08

M
2M

10
0 (

1.
2B

)

Beam search 30.89 0.9 56.8 13.76 0.63 40.43

Greedy 29.52 0.9 55.67 12.94 0.6 39.91

Nucleus Sampling 29.37 ±0.12 0.90 ±0.00 55.55 ±0.11 10.61 ±0.15 0.59 ±0.01 36.52 ±0.19

Top-k Sampling 29.53 ±0.00 0.90 ±0.00 55.67 ±0.00 12.91 ±0.08 0.60 ±0.01 39.95 ±0.00

Conf. Sampling 29.37 ±0.12 0.90 ±0.00 55.55 ±0.11 12.91 ±0.08 0.60 ±0.00 39.95 ±0.08

Const. Weight CS∗ 29.37 ±0.12 0.90 ±0.00 55.55 ±0.11 12.91 ±0.08 0.60 ±0.01 39.95 ±0.08

Non-Ex. CS∗ 29.37 ±0.12 0.90 ±0.00 55.55 ±0.11 12.91 ±0.08 0.60 ±0.01 39.95 ±0.08

(a) Generation results for the de → en and ja → en translation tasks.

OPENWEBTEXT

Method MAUVE ↑ BERTSCORE F1 ↑

O
PT

(3
50

M
)

Beam search 0.12 0.79

Greedy 0.02 0.79

Nucleus Sampling 0.91 ±0.02 0.80 ±0.00

Top-k Sampling 0.90 ±0.03 0.80 ±0.00

Conf. Sampling 0.91 ±0.02 0.80 ±0.00

Const. Weight CS∗ 0.91 ±0.02 0.80 ±0.00

Non-Ex. CS∗ 0.92 ±0.01 0.80 ±0.00

O
PT

(1
.3

B
)

Beam search 0.17 0.80

Greedy 0.05 0.79

Nucleus Sampling 0.91 ±0.02 0.80 ±0.00

Top-k Sampling 0.93 ±0.01 0.81 ±0.00

Conf. Sampling 0.93 ±0.01 0.80 ±0.00

Const. Weight CS∗ 0.91 ±0.02 0.80 ±0.00

Non-Ex. CS∗ 0.92 ±0.01 0.81 ±0.00

(b) Results for the open text generation.

Table 4: Generation results for the two tasks. We report performance using 5 beams for beam-search, top-k sampling
with k = 10, and nucleus sampling with p = 0.9. Conformal methods all use α = 0.1, with non-exchangeable
variants retrieving 100 neighbors. MT results for sampling use a softmax temperature of 0.1. Our methods are
marked with ∗. Results using 5 different seeds that are stat. significant according to the ASO test (Del Barrio et al.,
2018; Dror et al., 2019; Ulmer et al., 2022b) with a confidence level of 0.95 and threshold εmin ≤ 0.3 are underlined.

sometimes on par or even outperformed by our481

non-exchangeable conformal sampling for MT. For482

text generation, our method performs best for the483

smaller OPT model but is slightly beaten by confor-484

mal nucleus sampling in terms of MAUVE. When485

using constant weights, performance deteriorates to486

the conformal sampling setup, emphasizing the im-487

portance of not considering all conformity scores488

equally when computing q̂, even though the ef-489

fect seems to be less pronounced for larger mod-490

els. This illustrates the benefit of creating flexible491

prediction sets that are adapted on token-basis, sug-492

gesting that both the latent space neighborhoods493

induced by the model as well as the conformity494

scores are informative.495

5 Discussion496

Our experiments have shown that despite the ab-497

sence of i.i.d. data in NLG and the loss in coverage498

induced by using dynamic calibration sets, the re-499

sulting coverage is still close to the pre-specified de-500

sired level for both LM and MT. Additionally, even501

though the coverage gap predicted by the method502

of Barber et al. (2023) is infeasible to quantify for503

us, we did not observe any critical degradation in504

practice. Further, we demonstrated how sampling505

from these calibrated prediction sets performs sim-506

ilarly or better than other sampling methods. Even507

though our method is still outperformed by beam508

search in the MT setting, previous work such as 509

minimum bayes risk decoding has shown how mul- 510

tiple samples can be re-ranked to produce better 511

outputs (Kumar and Byrne, 2004; Eikema and Aziz, 512

2020; Freitag et al., 2023; Fernandes et al., 2022). 513

Additionally, recent dialogue systems based on 514

LLMs use sampling instead of beam search for gen- 515

eration. Since our prediction sets are more flexible 516

and generally tighter, our results serve as a starting 517

point for future work. For instance, our technique 518

could be used with new non-conformity scores that 519

do not consider token probabilities alone (e.g. Meis- 520

ter et al., 2023) or using prediction set widths as a 521

proxy for model uncertainty (Angelopoulos et al., 522

2021a). 523

6 Conclusion 524

We successfully demonstrated the application of a 525

non-exchangeable variant of conformal prediction 526

to machine translation and language modeling with 527

the help of k-NN retrieval. We showed our method 528

to be able to maintain the desired coverage best 529

across different dataset strata while keeping predic- 530

tion sets smaller than other sampling methods. We 531

validated our method to produce encouraging re- 532

sults for generation tasks. Lastly, we analyzed the 533

behavior under distributional drift, showing how 534

the k-NN retrieval maintains desirable properties 535

for the estimated prediction sets. 536
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Limitations537

We highlight two main limitations of our work538

here: Potential issues arising from different kinds539

of dataset shift as well as efficiency concerns.540

Distributional Drifts. Even though any loss of541

coverage due to the term quantifying distributional542

drift in Equation (4) was limited in our experi-543

ments (see Sections 4.1 and 4.2), this might not544

hold across all possible setups. As long as we545

cannot feasibly approximate the shift penalty, it is546

impossible to determine a priori whether the loss of547

coverage might prove to be detrimental, and would548

have to be checked in a similar way as in our ex-549

periments. Furthermore, we only consider shifts550

between the models’ training distributions and test551

data distributions here, while many other, uncon-552

sidered kinds of shifts exist (Moreno-Torres et al.,553

2012; Hupkes et al., 2022).554

Computational Efficiency. Even using opti-555

mized tools such as FAISS (Johnson et al., 2019),556

moving the conformal prediction calibration step557

to inference incurs additional computational cost558

during generation. Nevertheless, works such as559

He et al. (2021b); Martins et al. (2022) show that560

there are several ways to improve the efficiency of561

k-NN approaches, and we leave such explorations562

to future work.563

Ethical Considerations564

The main promise of conformal prediction lies in565

its correctness—i.e. producing prediction sets that566

contain the correct prediction and are thus reliable.567

In an application, this could potentially create a568

false sense of security. On the one hand, the con-569

formal guarantee holds in expectation, and not nec-570

essarily on a per-sample basis. On the other hand,571

our experiments have demonstrated that coverage572

might also not hold when distributional shifts are573

at work or when looking at specific subpopulations.574

Therefore, any application should certify that cov-575

erage is maintained for potentially sensitive inputs.576
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A Experimental Appendix 1055

In this appendix, we bundle more details about 1056

experiments and their results. Appendix A.1 1057

details the procedure to determine the temperature 1058

in Equation (5). We present more results from the 1059

experiments in Section 4.1 in Appendix A.2. 1060

1061

We illustrate the overall algorithm in Ap- 1062

pendix A.4 and estimate environmental impact of 1063

our work in Appendix A.5. 1064

A.1 Temperature Search 1065

In order to determine the temperature used in Equa- 1066

tion (5) for the different distance metrics in Table 1, 1067

we adopt a variation of a simple hill-climbing pro- 1068

cedure. Given user-defined bounds for the temper- 1069

ature search τmin and τmax, we sample an initial 1070

candidate τ0 ∼ U [τmin, τmax], and then evaluate the 1071

coverage of the method given the candidate on the 1072

first 100 batches of the calibration dataset. The 1073

next candidate then is obtained via 1074

τt+1 = τt + η · ε · sgn
(
1− α− Coverage(τt)

)
; 1075

ε ∼ N (0, τmax − τmin), (10) 1076
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where η is a predefined step size (in our case 0.1)1077

and Coverage(τt) the achieved coverage given a1078

candidate τt. The final temperature is picked after1079

a fixed number of steps (t = 20 in our work) based1080

on the smallest difference between achieved and1081

desired coverage.1082

1083

Overall, we found useful search ranges to dif-1084

fer greatly between datasets, models, and distance1085

metrics, as illustrated by the reported values in1086

Table 1 and Table 2. In general, the stochastic hill-1087

climbing could also be replaced by a grid search,1088

even though we sometimes found the best tempera-1089

ture to be “hidden” in a very specific value range.1090

It also has to be noted that temperature for the l21091

distance is the highest by far since FAISS returns1092

squared l2 distances by default.1093

A.2 Additional Coverage Results1094

We show additional plots illustrating the coverage1095

per set size-bins in Figure 4. We can see the coun-1096

terparts for Figure 2 using the larger M2M100(1.2B)1097

model in Figures 4a and 4b: Instead of leveling1098

off like for the smaller model, most prediction set1099

sizes are either in a very small range or in a size of1100

a few ten thousand. In Figures 4c and 4d, we show1101

similar plots for the two different OPT model sizes.1102

Since in both cases, most prediction set sizes are1103

rather small, we zoom in on the the sizes from 1 to1104

100. Here, we can observe a similar behavior to the1105

smaller M2M100(400m), gradually leveling off. We1106

do not show similar plots for other distance metrics1107

as they show similar trends.1108

A.3 Impact of Coverage Threshold and1109

Neighborhood Size Choice1110

In this section, we present experiments surround-1111

ing the two most pivotal parameters of our method:1112

The desired confidence level α, as well as the num-1113

ber of neighbors.1114

Coverage Threshold. In Table 5, we investigate1115

the impact of different values on α on our evalua-1116

tion metrics. We show that the increase in α does1117

indeed produce the expected decrease in coverage,1118

however with a certain degree of overcoverage for1119

the de → en MT and the LM task. The loss in1120

coverage always goes hand in hand with a decrease1121

in the average prediction set width as well, as the1122

model can allow itself to produce tighter prediction1123

sets at the cost of higher miscoverage. As this also1124

produces bin in which all contained instances are1125
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(c) Conditional coverage for OPT(350M) on Language Mod-
elling.
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elling.

Figure 4: Additional conditional coverage plots for the
MT and LM dataset using our non-exchangeable con-
formal prediction method, aggregating predictions by
prediction set size. The blue curve shows the conditional
coverage per bin, whereas red bars show the number of
predictions per bin. For Figures 4c and 4d, we zoom in
on the prediction set sizes from 1 and 100.

uncovered, this produces zero values for the SCC, 1126

while we cannot discern clearn trends for the ECG. 1127

Neighborhood Size. In Table 6, we vary the ef- 1128

fect of the chosen neighborhood size (with 100 1129
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Table 5: Results for different values of α using different
models and datasets.

α % COV. ∅ WIDTH ↓ SCC ↑ ECG ↓

M
2M

10
0 (

40
0M

)
/d

e
→

en

0.1 0.9442 0.31 0.8702 0.0011

0.2 0.8767 0.18 0.7906 8.63× 10−5

0.3 0.7963 0.12 0 0.0016

0.4 0.7058 0.09 0.1393 0.0082

0.5 0.6081 0.07 0.2836 0.0055

0.6 0.5017 0.06 0.1393 0.0082

0.7 0.3896 0.05 0 0.0091

0.8 0.2800 0.05 0 0.0090

0.9 0.1762 0.04 0 0.0071

M
2M

10
0 (

40
0M

)
/j

a
→

en

0.1 0.7453 0.15 0.3080 0.1511

0.2 0.5579 0.07 0.2728 0.2446

0.3 0.4277 0.04 0.2770 0.2779

0.4 0.3438 0.03 0.1212 0.2438

0.5 0.2749 0.03 0.0455 0.1883

0.6 0.2175 0.02 0 0.1207

0.7 0.1685 0.02 0 0.0560

0.8 0.1309 0.01 0 0.0117

0.9 0.0989 0.02 0 0.0099

O
PT

(3
50

M
)

/O
P

E
N

W
E

B
T

E
X

T

0.1 0.9460 0.26 0.8 1.85× 10−5

0.2 0.8937 0.16 0.8 0

0.3 0.8392 0.10 0.5 8.74× 10−6

0.4 0.7782 0.08 0.6667 0

0.5 0.7171 0.06 0 1.19× 10−5

0.6 0.6559 0.06 0.6033 0

0.7 0.5945 0.05 0 8.21× 10−6

0.8 0.5349 0.05 0.4462 0

0.9 0.4757 0.05 0.3580 0

being the value we use in our main experiments).1130

We make the following, interesting observations:1131

Coverage on the MT task seems to decrease with an1132

increase in the neighborhood size as prediction set1133

widths get smaller on average, with a neighborhood1134

size around 100 striking a balance between cover-1135

age, width, computational cost and SCC / ECG. For1136

LM, coverage seems to be mostly constant, with1137

prediction set width hitting an inflection point for1138

100 neighbors. We speculate that initially there1139

might be a benefit to considering more neighbors1140

to calibrate q̂, but that considering too large neigh-1141

borhoods might introduce extra noise. While we1142

found 100 to be a solid choice for the purpose of1143

Table 6: Results for different neighborhood sizes K
using different models and datasets.

K % COV. ∅ WIDTH ↓ SCC ↑ ECG ↓

M
2M

10
0 (

40
0M

)
/d

e
→

en

10 0.9923 0.39 0.9728 0

25 0.9563 0.37 0.8877 0.0011

50 0.9504 0.32 0.8870 0.0006

75 0.9444 0.32 0.8641 0.0014

100 0.9442 0.31 0.8702 0.0011

200 0.9422 0.31 0.8125 0.0016

300 0.9404 0.31 0.8483 0.0019

500 0.9389 0.31 0.8214 0.0023

M
2M

10
0 (

40
0M

)
/j

a
→

en

10 0.8013 0.17 0.2995 0.1606

25 0.7353 0.17 0.2994 0.1438

50 0.7540 0.17 0.3023 0.1603

75 0.7368 0.16 0.3019 0.1603

100 0.7453 0.15 0.3072 0.1529

200 0.7295 0.14 0.2938 0.1787

300 0.7192 0.13 0.2948 0.1788

500 0.7110 0.13 0.2756 0.1867

O
PT

(3
50

M
)

/O
P

E
N

W
E

B
T

E
X

T 10 0.9438 0.35 0.8824 0.0019

25 0.9522 0.33 0.8333 2.06× 10−5

50 0.9442 0.27 0 1.86× 10−5

75 0.9477 0.27 0.8 1.03× 10−5

100 0.9460 0.26 0.8 1.86× 10−5

200 0.9487 0.28 0.8571 6.20× 10−5

300 0.9500 0.28 0.8181 1.86× 10−5

500 0.9508 0.29 0.8181 1.86× 10−5

our experiments, we leave more principled ways to 1144

determine the neighborhood size to future work. 1145

A.4 Algorithm 1146

We show the algorithm that was schematically de- 1147

picted in Figure 1 in pseudo-code in Algorithm 1. It 1148

mostly requires that we have pre-generated a data- 1149

store of latent representations of the model on a 1150

held-out set along with their non-conformity scores 1151

(in our case, using the score defined in 6 and the 1152

FAISS (Johnson et al., 2019) as the datastore archi- 1153

tecture). Furthermore, we need to have determined 1154

an appropriate value for the temperature τ in ad- 1155

vance (see Appendix A.1). Then, the algorithm 1156

involves the following steps: 1157

1. Extract the latent encoding for the current time 1158

step zt from the model. Even though different 1159
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Algorithm 1 Non-exchangeable Conformal Lan-
guage Generation with Nearest Neighbors

Require: Sequence x(i), model fθ, datastore
DS(·) with model activations collected from
held-out set, temperature τ

while generating do
▷ 1. Extract latent encoding for current input
z
(i)
t ← fθ(xt)

▷ 2. Retrieve K neighbors & non-conformity
scores
{(z1, s1), . . . (zK , sK)} ← DS(zt)

▷ 3. Compute weights wk and normalize
wk ← exp(−|| z∗t −zk||22 / τ)
w̃k ← wk/(1 +

∑K
k=1wk)

▷ 4. Find quantile q̂
q̂← inf{q |

∑N
i=1 w̃i1{si ≤ q} ≥ 1− α}

▷ 5. Create prediction set
ĉ← sup{c′|

∑c′

j=1 pθ(y = π(j)|x∗) < q̂}+
1
C(x∗)← {π(1), . . . , π(ĉ)}

▷ 6. Generate next token
yt ← generate(C(x∗))

end while

options are imaginable, we utilize the activa- 1160

tions of the uppermost layer. 1161

2. Retrieve K neighbors and their corresponding 1162

non-conformity scores from the datastore. 1163

3. Compute the weights wk based on the squared 1164

l2 distance between zt and its neighbors in the 1165

datastore and normalize the weights to obtain 1166

w̃k. 1167

4. Use Equation (3) to find the quantile q̂. 1168

5. Use q̂ to create prediction sets, for instance 1169

the adaptive prediction sets defined in Equa- 1170

tion (7). 1171

6. Finally, generate the new token yt by sampling 1172

from the prediction set. 1173

The main computational bottleneck of this algo- 1174

rithm is the retrieval process that fetches the closest 1175

neighbors from the datastore during every gener- 1176

ation step. However, while not explored further 1177

in this work, there are some potential avenues to 1178

reduce this load: On the one hand, works such 1179

as He et al. (2021b); Martins et al. (2022) have 1180

demonstrated ways to reduce the computational 1181

load of k-NN based approaches. On other hand, 1182

we treat the number of neighbors K fixed during 1183

every generation step. However, it seems intuitive 1184

that the number of neighbors necessary to create 1185

good prediction sets would not be the same for all 1186

tokens. Future research could explore setting K 1187

dynamically during every time step, thus reducing 1188

the overall slowdown. 1189

A.5 Environmental Impact 1190

We track the carbon emissions produced by this 1191

work using the codecarbon tracking tool (Schmidt 1192

et al., 2021; Lacoste et al., 2019; Lottick et al., 1193

2019). The carbon efficiency was estimated to be 1194

0.12 kgCO2eq / kWh. 159.5 hours of computation 1195

were performed on a NVIDIA RTX A6000. Total 1196

emissions are estimated to be 6.99 kgCo2eq. All of 1197

these values are upper bound including debugging 1198

as well as failed or redundant runs, and thus any 1199

replication of results will likely be shorter and incur 1200

fewer carbon emissions. 1201
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