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Abstract

The Large Vision-Language Model (LVLM) field has seen significant advance-
ments, yet its progression has been hindered by challenges in comprehending
fine-grained visual content due to limited resolution. Recent efforts have aimed
to enhance the high-resolution understanding capabilities of LVLMs, yet they
remain capped at approximately 1500 × 1500 pixels and constrained to a relatively
narrow resolution range. This paper represents InternLM-XComposer2-4KHD,
a groundbreaking exploration into elevating LVLM resolution capabilities up to
4K HD (3840 × 1600) and beyond. Concurrently, considering the ultra-high reso-
lution may not be necessary in all scenarios, it supports a wide range of diverse
resolutions from 336 pixels to 4K standard, significantly broadening its scope of
applicability. Specifically, this research advances the patch division paradigm by
introducing a novel extension: dynamic resolution with automatic patch configu-
ration. It maintains the training image aspect ratios while automatically varying
patch counts and configuring layouts based on a pre-trained Vision Transformer
(ViT) (336 × 336), leading to dynamic training resolution from 336 pixels to 4K
standard. Our research demonstrates that scaling training resolution up to 4K HD
leads to consistent performance enhancements without hitting the ceiling of poten-
tial improvements. InternLM-XComposer2-4KHD shows superb capability that
matches or even surpasses GPT-4V and Gemini Pro in 10 of the 16 benchmarks.
The InternLM-XComposer2-4KHD model series with 7B parameters are publicly
available at https://github.com/InternLM/InternLM-XComposer.

1 Introduction

In recent years, the progress in Large Language Models (LLMs) (73; 92; 93; 39; 91; 10; 78; 29; 21)
has provoked the development of Large Vision-Language Models (LVLMs). These models have
demonstrated proficiency in tasks such as image captioning (17; 14) and visual-question-answering
(VQA) (57; 31; 33; 107). Nevertheless, due to their limited resolution, they struggle with processing
images containing fine details, such as charts (68), tables (87), documents (70), and infographics (69).
This limitation constrains their practical applicability in real-world scenarios.

Recent advancements have aimed at enhancing the resolution of Large Vision-Language Models
(LVLMs). Some approaches (66; 36; 97; 48) involve adapting high-resolution vision encoders
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Figure 1: (a) Overview of InternLM-XComposer2-4KHD (IXC-4KHD) performance on benchmarks
with different resolutions. Our model based on InternLM2-7B (91) matches or even surpasses GPT-4V (74)
and Gemini Pro (90) in 10 of the 16 benchmarks. (b) Image resolution statistic of 16 benchmarks. We report
the minimum (Min), median, and maximum (Max) image area (resolution). Both the inter-/intra-benchmark
resolution diversity are large, and we sort them by the maximum resolution.

directly. However, the Vision Transformer (ViT) architecture falls short when dealing with images
of varying resolutions and aspect ratios, thereby restricting its ability to handle diverse inputs
effectively. Alternatively, some methods (50; 59; 37; 51; 99; 55; 46) maintain the vision encoder’s
resolution, segmenting high-resolution images into multiple low-resolution patches. Yet, these
methods are constrained by an inadequate resolution, typically around 1500 × 1500, which does
not satisfy the demands of daily content, e.g., website screenshots (85), document pages (70),
and blueprints (69). Furthermore, they are confined to either a few predefined high-resolution
settings (36; 97; 48; 50; 51; 55; 46; 66; 59) or a limited range of resolutions (101; 37; 99), thereby
restricting their utility across a variety of applications.

In this work, we introduce InternLM-XComposer2-4KHD, a pioneering model that for the first time
expands the resolution capabilities of Large Vision-Language Models (LVLMs) to 4K HD and even
higher, thereby setting a new standard in high-resolution vision-language understanding. Designed to
handle a broad range of resolutions, InternLM-XComposer2-4KHD supports images with any aspect
ratio from 336 pixels up to 4K HD, facilitating its deployment in real-world contexts.

InternLM-XComposer2-4KHD follows patch division (50; 46) paradigm and enhances it by incorpo-
rating an innovative extension: dynamic resolution with automatic patch configuration. To be specific,
scaling the resolution of Large Vision-Language Models (LVLMs) to 4K HD and even higher standard
is far beyond merely increasing the number of patches. It involves a nuanced approach to overcoming
specific challenges: (1) Dynamic Resolution and Automatic Patch Configuration: Addressing
the scarcity of high-resolution training data, our framework introduces a strategy that dynamically
adjusts resolution alongside an automatic layout configuration. During training, it maintains the
original aspect ratios of images while adaptively altering patch (336 × 336) layouts and counts. This
results in a training resolution that exceeds the original image resolutions, reaching up to 4KHD,
addressing the shortfall of high-resolution data. (2) Handling Variability in Patch Layouts: Despite
the apparent simplicity of dynamic resolution training, the variability in patch layouts can heavily
confuse LVLMs. To mitigate this, we introduce a newline token after each row of patch tokens to
clearly delineate patch layouts, reducing training ambiguity and significantly boosting performance.
(3) Inference Beyond 4K Resolution: Our observations reveal that, even when trained on images up
to 4K resolution, the model can achieve additional performance improvements during inference by
processing images at higher resolutions.
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The image is a vibrant and colorful infographic that provides an overview of 7 graphic design 

trends that are expected to dominate in 2021. The infographic is divided into 7 sections, each 

representing a different trend.

At the top, there's a section titled "Muted Color Palettes", which introduces the concept of 

muted colors as a trend for 2021. 

This is followed by a section on "Simple Data Visualizations", highlighting the goal of making 

complex data easy to understand.

The third section focuses on "Geometric Shapes Everywhere", showcasing how designers are 

using geometric shapes in their designs. 

The fourth section delves into "Flat Icons and Illustrations", explaining how brands are using 

flat icons and illustrations in their social media graphics, website design, and more.

The fifth section introduces "Classic Serif Fonts", discussing how these fonts are seen as 

classic, elegant, and trustworthy. 

The sixth section explores "Social Media Slide Decks", illustrating how slide decks have 

become a visual way of communicating longer messages on Instagram and LinkedIn.

Finally, the seventh section discusses "Text Heavy Videos", predicting that people will likely 

continue to work remotely well into 2021, leading to an increase in video content that uses text 

on-screen to communicate messages.

Overall, the infographic provides a comprehensive overview of the 7 graphic design trends that 

are expected to shape the design landscape in 2021.

image size: 2550 x 3300

Analyze this figure in detail

The image is a scientific paper titled "ShareGPT4V: Improving 

Large Multi-Modal Models with Better Captions" from the 

University of Science and Technology of China and Shanghai 

AI Laboratory. The paper discusses the comparison between the 

captions in their proposed ShareGPT4V dataset and those 

utilized by recent large multi-modal models (LMMs). The 

captions are compared in terms of their quality and 

performance. The paper also highlights the remarkable 

performance of the proposed LMMs based on a simple 

architecture that has remarkable performance across a majority 

of the multi-modal benchmarks.

Which model has the best performance on the 

MMBench and what is its exact number?

According to the paper, ShareGPT4V-7B has the best 

performance on the MMBench with a score of 68.8.

Where can I get this project?

You can get this project from the following GitHub link: 

https://ShareGPT4V.github.io

image size: 816 x 5133

Illustrate the fine details present in the image.

What is the detailed explanation of the 

third part?

The third part of the image is titled "Geometric Shapes Everywhere". It explains that last year, 

designers used a lot of flowing and abstract shapes in their designs. However, this year, they 

have been replaced with rigid, hard-edged geometric shapes and patterns. The hard edges of a 

geometric shape create a great contrast against muted colors.

Figure 2: Chat with InternLM-XComposer2-4KHD. Some regions of the input HD images are zoomed in
for better visualization. For more results please refer to the Supplementary materials.

Furthermore, scaling the training resolution up to 4K standard results in a consistent improvement in
performance, highlighting the potential for training even beyond 4K resolution. This underscores the
capacity for further enhancing model capabilities and suggests a promising trajectory for advancing
the frontiers of high-resolution image processing within the domain of large vision-language models.

We evaluate our InternLM-XComposer2-4KHD on 16 diverse benchmarks spanning various do-
mains, including 5 challenging OCR datasets (InfographicVQA(69), DocVQA(70), OCRBench(58),
TextVQA(87), and ChartQA(68)). Compared to previous open-source LVLM models and closed-
source APIs, our approach achieves SOTA results in 6 of 16 benchmarks, demonstrating competitive
performance despite only 7B parameters. As shown in Figure 1, InternLM-XComposer2-4KHD even
surpasses the performance of GPT4V (74) and Gemini Pro (90) across ten benchmarks. Notably, our
method exhibits excellent performance on 5 challenging OCR datasets, over existing open-source
LVLMs by a substantial margin.
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2 Related Works

Large Vision-Language Models (LVLMs). Large Language Models (LLMs) (9; 76; 73; 23; 41;
92; 93; 39; 91; 108; 6; 78; 10) have gained significant attention due to their impressive performance
in various language-related tasks such as text generation and question answering. Following this
enthusiasm, recent Large Vision-Language Models (LVLMs) have emerged(74; 19; 16; 18; 28; 32;
113; 25; 110; 7; 47; 77; 102; 4), combining LLMs with vision encoders (79; 109; 89) to leverage
the complementary strengths of language and vision modalities. By fusing textual and visual
representations, LVLMs can ground language in visual contexts, enabling a more comprehensive
understanding and generation of multimodal content (14; 20; 51; 5; 95; 27; 11; 60).

LVLMs for High-Resolution Understanding. Large Vision-Language Models (LVLMs) often
employ CLIP-ViT as the visual encoder for vision-dependent tasks. However, the visual encoder’s
reliance on low resolutions, such as 224 × 224 or 336 × 336 pixels, limits its effectiveness for high-
resolution tasks like OCR and document/chart perception. To enhance high-resolution understanding,
recent works have primarily employed the following strategies: (1) High-resolution (HR) visual
encoders or dual encoders catering to high-resolution (HR) and low-resolution (LR) inputs (66; 97;
36; 48). For instance, Vary (97) introduces a new image encoder supporting HR inputs, which are then
concatenated with LR embeddings from the original CLIP visual encoder. Similarly, CogAgent (36)
and Mini-Gemini (48) also separate HR and LR images using distinct vision encoders, subsequently
merging their features using a cross-attention module. In contrast, our approach offers a more
simplified solution and shows advantages for varying resolutions and aspect ratio inputs. (2) Cropped
image patches (50; 59; 99; 101; 37; 51; 46). For example, Monkey (50) employs sliding windows to
segment images into patches, subsequently processing them with LoRA fine-tuning. TextMonkey (59)
further proposes shifted window attention and token resampler to consider the connections among
different patches. Fuyu (7) eliminates the need for the image encoder by directly processing a raw
image patch sequence. These approaches are confined to either a few predefined high-resolution
settings (36; 97; 48; 50; 51; 55; 46; 66; 59) or a limited range of resolutions (37; 99). Conversely, our
method devises a dynamic resolution and automatic path configuration strategy to support the scaling
from 336 pixels to 4K resolution, and the maximum resolution is larger than previous approaches
(e.g., 1.5k for Monkey (50) and 1.2k for UReader (101)). For the first time, our approach discussed
the challenges and solutions for handling variability in image feature patch layouts, ensuring effective
training with dynamic high resolutions.

LVLMs for Document Understanding. Document understanding involves analyzing and compre-
hending various digital documents, such as figures, tables, and academic papers. Many document
understanding tasks require models to handle high-resolution inputs, complex layouts, various aspect
ratios, and diverse document formats. To enhance the capabilities of LVLMs for document under-
standing, several works have collected and constructed high-quality document instruction tuning
data, including LLaVAR (112), mPLUG-DocOwl (100) and TGDoc (96). DocPediaDocPedia (30)
processes document inputs in the frequency domain. Some previous works have improved document
understanding ability by designing special modules for high-resolution inputs, such as HR and LR
encoders (36; 97) or cropped image patches (101; 59; 99). Our InternLM-XComposer2-4KHD first
scales to 4K resolution inputs and demonstrates strong document understanding ability on OCR-
related benchmarks. Also, our approach also achieves comparable results to state-of-the-art open-
sourced LVLMs on other general LVLM benchmarks like perception and reasoning (61; 57; 33; 15).

3 Method

3.1 Model Architecture.

The model architecture of InternLM-XComposer2-4KHD mainly follows the design of InternLM-
XComposer2(27) (XComposer2 / IXC2 in the following for simplicity ), including a light-weight
Vision Encoder OpenAI ViT-Large/14, Large Language Model InternLM2-7B, and Partial LoRA for
efficient alignment.

3.2 High-Resolution Input.

Dynamic Patch Configuration. Utilizing a static input image size for processing high-resolution
images, particularly those with varying aspect ratios, is neither efficient nor effective. To overcome
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Figure 3: The framework of InternLM-XComposer2-4KHD. Our model processes the high-resolution image
with a Dynamic Image Partition strategy and concatenates the image tokens with text tokens as LLM input.

this limitation, we introduce a dynamic patch configuration approach via image partitioning, as shown
in Figure 3. Our method strategically segments the image into smaller patches, while maintaining the
integrity of the original image’s aspect ratio.

Given a maximum patch number H, the image x with size [h,w] is resized and padded to the new
image x̂ with size [ph × 336, pw × 336]. This process is subject to the following constraints:

pw × ph ≤ H; ph = ⌈pw × h/w⌉ (1)

here pw and ph represent the number of patches in each row and column, respectively. We then split
the x̂ into ph × pw non-overlapped patches. Each patch is a small image with 336× 336 size and we
treat these patches as individual inputs for the ViT.

In the following, we use ‘HD-H’ to represent our high-resolution setting with the constraint of H
patches. For example, the ’HD-9’ allows up to 9 patches, including a range of resolutions such as
1008× 1008, 672× 1344, 336× 3024, etc.

Global-Local Format. For each input image, we present it to the model with two views. The first is
the global view, where the image is resized to a fixed size (in our case, 336 × 336). This provides a
macro understanding of the image. Empirically, we have found this to be crucial for the LVLM to
correctly understand the image. The second view is the local view. We divide the image into patches
using the previously mentioned Dynamic Image Partition strategy and extract features from each
patch. Following feature extraction, the patches are reassembled into a large feature map. The feature
map is then flattened to the final local features after a straightforward token merging process.

Patch Layout Indicator. Given that an image will have a dynamic patch layout in our method, the
number of tokens for each row can vary across different images. This variation will confuse the
LVLM, making it difficult to determine which tokens belong to the same row of the image and which
ones belong to the next row. This confusion hinders the LVLM’s ability to understand the 2D structure
of the image, which is crucial for comprehending structural image content such as documents, charts,
and tables. To address this issue, we introduce a learnable newline (‘\n’) token at the end of each
row of the image features before the flattening. Finally, we concatenate the global and local views,
inserting a special separate (‘sep’) token between them to distinguish the two views.

3.3 Pre-Training

During the pre-training phase, the LLM is frozen while both the vision encoder and Partial LoRA are
fine-tuned to align the visual tokens with the LLM following XComposer2(27). The pre-training data
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Table 1: Pre-Training Datasets. The data are collected from diverse sources for the three objectives.
Task Dataset

General Semantic Alignment ShareGPT4V-PT (14), COCO (17), Nocaps (1), TextCaps (86), SBU (75), LAION400M (80), CC 3M (83)
World Knowledge Alignment Concept Data (110)
Vision Capability Enhancement WanJuan (35), Flicker(103), MMC-Inst(54), RCTW-17(84), CTW(106), LSVT(88), ReCTs(111), ArT(22)

Table 2: Supervised Fine-Tuning Datasets. We collect data from diverse sources to empower the
model with different capabilities. The image resolution is also different for different tasks.

Task Resolution Setting Dataset

Caption HD-25 ShareGPT4V (14), COCO (17),Nocaps (1)
General QA HD-25 VQAv2 (3), GQA (38), OK-VQA (67), VD (26), RD(13), VSR(53),
Science QA HD-25 AI2D (42), SQA (63), TQA(43), IconQA(65)
Chart QA HD-25 DVQA (40), ChartQA, ChartQA-AUG (68)
Math QA HD-25 MathQA (104), Geometry3K(62), TabMWP(64), CLEVR-MATH(52)/Super(49)
World Knowledge QA HD-25 A-OKVQA (81),KVQA (82), ViQuAE(44)
OCR QA HD-25 TextVQA(87), OCR-VQA(72), ST-VQA(8)

HD-OCR QA HD-55 InfoVQA(69), DocVQA(70)

Conversation – LLaVA-150k (56), LVIS-Instruct4V (94), ShareGPT-en&zh (21), InternLM-Chat(91)

mainly follow the design in XComposer2 which is curated with three objectives in mind: 1) general
semantic alignment, 2) world knowledge alignment, 3) vision capability enhancement. In this paper,
we focus on high-resolution and structural image understanding. So we collected OCR and chart data
from diverse sources to enhance this specific capability, as shown in Table.1.

In practice, we employ the OpenAI CLIP ViT-L-14-336 as the vision encoder. We keep the ViT
resolution as 336× 336 while adopting Dynamic Patch Configuration to handle higher-resolution
images. For pretraining, we use the ’HD-25’ configuration, which resizes the input image to a random
larger resolution to generate more patches, with the constraint that the total number of patches does
not exceed 25. For each image or patch tokens, the image token number is decreased to 1/4 with a
simple merge operation. We concatenate the nearby 4 tokens into a new token through the channel
dimension, then align it with the LLM by an MLP. The ‘sep’ and ‘\n’ tokens are randomly initialized.
For the Partial LoRA, we set a rank of 256 for all the linear layers in the LLM decoder block. Our
training process involves a batch size of 4096 and spans across 2 epochs. The learning rate linearly
increases to 2 × 10−4 within the first 1% of the training steps. Following this, it decreases to 0
according to a cosine decay strategy. To preserve the pre-existing knowledge of the vision encoder,
we apply a layer-wise learning rate (LLDR) decay strategy, and the decay factor is set to 0.90.

3.4 4KHD Supervised Fine-tuning (SFT)

After pre-training, we empower the model to understand high-resolution images and solve diverse
challenges. Different from conventional perception tasks (e.g., VQAv2, GQA) which typically answer
questions based on the noticeable object in the image. OCR-related tasks depend on a detailed
understanding of text within a high-resolution image. For instance, in InfoVQA, the length of the
longer side of 50% of the images exceeds 2000 pixels. Low-resolution inputs can distort the dense text
information, causing the model to fail in its understanding. However, we have observed a resolution
saturation phenomena with perception tasks, where a higher resolution makes minor gains.

To address this, we introduce a mixed-resolution strategy for more efficient training. For tasks
requiring high resolution, we employ the ‘HD-55’ setting during training. This allows for the input
of 4K (3840× 1600) images without necessitating additional image compression. These tasks are
referred to as the HD-OCR QA tasks in Table 2. For the other tasks, we apply the ‘HD-25’ resolution
setting for them. As in pre-training, we adopt the dynamic-resolution strategy during SFT, images are
resized to fall within a range between their original size and the size specified by the ‘HD’ setting.
This dynamic approach enhances the robustness of the LVLM against differences in input resolution,
thereby enabling the LVLM to utilize a larger resolution during inference. For instance, we have
observed that using the ‘HD30’ setting yields better results on most OCR-related tasks when the
LVLM is trained under the ‘HD25’ setting.

In practice, we jointly train all the components with a batch size of 2048 over 3500 steps. Data from
multiple sources are sampled in a weighted manner, with the weights based on the number of data
from each sourced (See Appendix B.1 for more details). As the ‘HD-55’ setting has double image
tokens than the ‘HD-25’, we adjust the data loader to enable different batch sizes for them and adjust
their weight accordingly. The maximum learning rate is set to 5× 10−5, and each component has its
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Table 3: Comparison with closed-source APIs and previous open-source SOTAs. Our InternLM-
XComposer2-4KHD gets SOTA results in 6 of the 16 benchmarks with only 8B parameters, showing competitive
results with current closed-source APIs. The best results are bold and the second-best results are underlined.

Method Doc Chart Info Text OCR MM Math AI2D MMMU MME MMB MMB SEED QBench MM- Hall
VQA QA VQA VQA Bench Star Vista EN CN Image Test Vet Bench

Open-Source (37) (37) (37) (36) (36) (55) (55) (55) (20) (2) (55) (55) (55) (110) (95) (50)
Previous SOTA 8B 8B 8B 18B 18B 35B 35B 35B 40B 34B 35B 35B 35B 8B 17B 10B

82.2 70.2 44.5 76.1 59.0 52.1 39.0 78.9 51.6 2050.2 81.1 79.0 75.7 64.4 54.5 39.3

Closed-source API
GPT-4V 88.4 78.5 75.1 78.0 51.6 57.1 47.8 75.5 56.8 1,926.5 77.0 74.4 69.1 74.1 56.8 46.5
Gemini-Pro 88.1 74.1 75.2 74.6 68.0 42.6 45.8 70.2 47.9 1,933.3 73.6 74.3 70.7 70.6 59.2 45.2

IXC2-VL (27) 57.7 72.6 34.4 70.1 53.2 55.4 57.6 81.2 41.4 2,220.4 80.7 79.4 74.9 72.5 46.7 41.0
IXC2-4KHD 90.0 81.0 68.6 77.2 67.5 54.1 57.8 80.9 39.7 2,204.9 80.2 77.7 74.7 71.8 54.9 40.9

Table 4: Comparison with open-source SOTA methods. IXC2-4KHD outperforms competitors in most
benchmarks. The best results are bold and the second-best results are underlined.

Method LLM MMStar MathVista AI2D MMEP MMEC MMB MMBCN SEEDI QBenchT MM-Vet

Qwen-VL-Chat Qwen-7B 37.5 33.8 63.0 1,487.5 360.7 60.6 56.7 58.2 61.7 47.3
ShareGPT4V Vicuna-7B 33.0 25.8 58.0 1,567.4 376.4 68.8 62.2 69.7 - 37.6
Monkey Qwen-7B 38.3 34.8 62.5 1,522.4 401.4 72.4 67.5 68.9 - 33.0
CogVLM-17B Vicuna-7B 36.5 34.7 63.3 - - 65.8 55.9 68.8 - 54.5
LLaVA-XTuner InernLM2-20B - 24.6 65.4 - - 75.1 73.7 70.2 - 37.2
LLaVA-1.5 Vicuna-13B 32.8 26.1 61.1 1,531.3 295.4 67.7 63.6 68.2 61.4 35.4
LLaVA-Next Vicuna-13B 38.3 32.4 72.2 1,445.0 296.0 70.0 68.5 71.4 - 44.9
InternLM-XC (27) InernLM-7B - 29.5 56.9 1,528.4 391.1 74.4 72.4 66.1 64.4 35.2

IXC2-VL InernLM2-7B 55.4 57.6 81.2 1,712.0 530.7 80.7 79.4 74.9 72.5 46.7
IXC2-4KHD InernLM2-7B 54.1 57.8 80.9 1,655.9 548.9 80.2 77.7 74.7 71.8 54.9

own unique learning strategy. For the vision encoder, we set the LLDR to 0.9, which aligns with the
pretraining strategy. For the LLM, we employ a fixed learning rate scale factor of 0.2. This slows
down the update of the LLM, achieving a balance between preserving its original capabilities and
aligning it with vision knowledge. It takes almost 40 hours with 256 A100 GPUs.

4 Experiments

In this section, we validate the benchmark performance of our InternLM-XComposer2-4KHD (IXC2-
4KHD in the following for simplicity) after supervised fine-tuning.

4.1 LVLM Benchmark results.

In Table 3 and Table 4, we compare our IXC2-4KHD on a list of benchmarks with both SOTA
open-source LVLMs and closed-source APIs. Here we report results in DocVQA(70), ChartQA(68),
InfographicVQA(69), TextVQA(87), OCRBench(58), MMStar(15), MathVista(61), MMMU(107),
AI2D(42), MME (31), MMBench (MMB) (57), MMBench-Chinese (MMBCN ) (57), SEED-
Bench Image Part (SEEDI )(45), QBench-Testset (QBenchT )(98), MM-Vet (105), HallusionBench
(HallB)(34). The evaluation is mainly conducted on the OpenCompass VLMEvalKit(24) for the
unified reproduction of the results.

Comparison with Closed-Source APIs. As demonstrated in Table 3, IXC2-4KHD exhibits com-
petitive performance across a variety of benchmarks, rivaling that of Closed-Source APIs. Owing
to its high-resolution input, IXC2-4KHD achieves a score of 90.0% on DocVQA and 81.0% on
ChartQA, thereby surpassing GPT-4V and Gemini-Pro with a non-trivial margin. In the challenging
InfographicVQA task, our model is the first open-source model that is close to the performance of
Closed-Source APIs, exceeding the performance of previous open-source models by nearly 20%. In
addition to OCR-related tasks, IXC2-4KHD is a general-purpose Large Vision-Language Modal that
excels in semantic-level tasks, demonstrating competitive results.

Comparison with Open-Source Models. We also conduct a comprehensive comparison with open-
source LVLMs under a similar model scale. As shown in Table 4, our model significantly outperforms
existing open-source models, achieving competitive results across all benchmarks.

High-resolution Understanding Evaluation. Then we compare IXC2-4KHD with models that
are specifically designed for high-resolution understanding tasks. We report the results of 5 high-
resolution benchmarks in Table 5, as a general LVLM, IXC2-4KHD shows superb performance on
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Table 5: High-resolution Evaluation. IntenrLM-XComposer2-4KHD has the largest input resolution and
outperforms open-source LVLMs which are specifically tuned for document understanding.

Model Model Size Max Resolution DocVQATest ChartQATest InfoVQATest TextVQAV al OCRBench

TextMonkey(59) 9B 896x896 73.0 66.9 28.6 65.6 55.8
LLaVA-UHD (99) 13B 1008x672 — — — 67.7 —
CogAgent (36) 17B 1024x1024 81.6 68.4 44.5 76.1 59.0
UReader (101) 7B 1120x896 65.4 59.3 42.2 57.6 —
DocOwl 1.5 (37) 8B 1344x1344 82.2 70.2 50.7 68.6 —

IXC2-4KHD 8B 3840x1600 90.0 (+7.8) 81.0 (+10.8) 68.6 (+17.9) 77.2 (+1.2) 67.5 (+8.5)

Table 6: Influence of Inference Resolution. The model achieves better performance on text-related tasks when
the inference resolution is higher than its training resolution.

Train Eval Doc Info Text Chart MMB MME SEED∗

HD9 HD9 79.4 50.5 73.8 78.2 79.5 2,201 76.6
HD16 83.0 58.6 74.3 75.8 79.3 2,198 76.7

HD16 HD16 84.9 60.8 75.7 80.1 80.2 2,129 75.7
HD25 85.9 62.1 75.8 79.1 80.1 2,100 75.4

HD25 HD25 87.0 63.6 76.0 80.3 78.5 2,209 74.9
HD30 87.4 64.6 76.2 79.4 78.9 2,173 74.3
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Figure 4: Influence of Training Resolution. High-resolution training is critical for HD-OCR tasks, while its
gain on other tasks is minor.

these tasks and outperforms competitors with a large margin. For example, IXC2-4KHD gets 68.6%
on InfographicVQA, surpassing recent DocOwl 1.5 with +17.9%. For the OCRBench, IXC2-4KHD
gets 67.5%, outperforms CogAgent with +8.5%.

4.2 Dive into Resolution

High-Resolution Training is Critical for HD-OCR tasks. We study four resolution settings: HD-9
(1561 image tokens at most, we simply the statement in the following), HD-16 (2653 tokens), HD-25
(4057 tokens), and 4KHD (8737 tokens). Here we report the validation set of InfoVQA, DocVQA,
and TextVQA, test set of ChartQA and AI2D, MMBench EN-Test, and a 2k subset of SEEDBench
(we denote it as SEED∗). In the following, we report results on the above benchmarks by default.

As illustrated in Fig.4, we note a significant improvement in the HD-OCR tasks as the resolution
increases. For instance, the model achieves only a 50.5% score on the InfographicVQA with the HD-9
setting. However, when we switch to the HD-16 setting, we observe a performance gain of +10.2%.
The performance continues to improve as the resolution increases, with saturation not observed even
for the 4KHD setting. Due to computational constraints, we defer the exploration of the upper bound
of improvement to future work. In terms of other OCR-related tasks, the performance gain attributable
to increased resolution is relatively minor. For the perception-related benchmarks, performance is
saturated on the resolution that only has negligible difference between the four settings.

Higher Inference Resolution Leads to better results on Text-related Tasks. An intriguing
observation from our experiments is that our model, when inferring with a higher resolution, tends to
yield improved results on text-related tasks. We present the results of HD-9, HD-16, and HD-25 in
Table 6. For instance, IXC2-HD9 achieves a 50.5% score on InfographicVQA. When we infer with
HD16, we see a performance gain of +8.1%, without additional training. Similar improvements are
also observed with IXC2-HD16 and IXC2-HD25. We posit that the dynamic image token length used
in training enhances the robustness of the LVLM, leading to better results when the text in the image is
more ‘clear’ in the higher-resolution input. Conversely, the results on ChartQA consistently degrade
under this setting. This could be due to the model becoming confused about the chart structure when
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Table 7: (a) Influence of Indicator ‘\n’ in the Image Features. ‘\n’ helps LVLM understand structural
images when the input resolution is dynamic and large. (b) Ablation on Token Merging Operation. Both the
simple concatenation operation and the C-Abstractor works well.

Model ‘\n’ Doc Info Text Chart MMB MME SEED∗

HD9 × 79.5 50.3 74.0 78.2 79.1 2206 75.9
HD9 ✓ 79.4 50.5 73.8 78.2 79.5 2201 76.6
4KHD × 88.1 67.4 75.9 80.4 79.9 2232 76.4
4KHD ✓ 89.0 69.3 77.2 81.0 80.2 2205 76.2

Strategy Doc Info Text Chart MMB MME SEED∗

Re-Sampler 86.2 67.1 75.3 78.8 79.6 2124 74.2
C-Abstractor 88.6 69.5 77.1 80.6 80.4 2236 76.7
Concat 89.0 69.3 77.2 81.0 80.2 2205 76.2

Table 8: Influence of Global-View in the Input. Global-view is critical for most benchmarks.
Model Doc Info Text Chart MMB MME SEED∗

HD9 79.4 50.5 73.8 78.2 79.5 2201 76.6
+ w/o global-view 78.1 47.9 71.2 77.9 75.1 2019 76.2

Table 9: Strategy-Level comparison between LLaVA-Next and our IXC2-4KHD. Our strategy
reaches better performance under a similar image token number constrain.

Model Nmae HD Strategy Image Tokens Max Resolution DocVQA TextVQA ChartQA MMBench

LLaVA-Next LLaVA-Next 2880 672x672 78.2 52.0 69.5 72.1

IXC-LLaVA LLaVA-Next 2880 672x672 78.9 71.5 74.1 77.6

IXC-4KHD HD9 1440 1008x1008 79.4 73.8 78.2 79.5

IXC-4KHD HD16 2448 1344x1344 84.9 75.7 80.1 80.2

the resolution is increased. Additionally, similar to the observation from Figure 4, the impact of
resolution on perception-related benchmarks appears to be quite minor.

4.3 High-Resolution Strategy Ablation

The Role of Global-View. We first examine the impact of the global view in our Global-Local
Format. As indicated in Table 8(a), we find that the global view is essential for the LVLM to accurately
comprehend the input image. When it is removed, the model performs worse across all benchmarks.
For instance, the model experiences a −4.4% drop in performance on the MMBench EN-Test without
the global view. We contend that the global view offers a general macro understanding of the image,
which the model struggled to derive from the large number of tokens in the local view.

The Role of the Newline Token. We incorporate a special newline token at the end of each row of
the image features before the flattening operation. This token serves as an indicator of the image’s
2D structure. We examine its impact on both the HD-9 and 4KHD strategies in Table 7(a). When
a fixed high-resolution strategy HD-9 is employed, we observe that the benefit derived from the
newline token is minor. This could be attributed to the LVLM’s ability to handle limited differences
in image ratios after training. However, when we implement a more challenging 4KHD (HD-25
+ HD-55) strategy, which exhibits significant diversity in both image ratio and token number, the
LVLM demonstrates a notable decline in performance on OCR-related tasks without the newline
indicator. This finding supports our hypothesis that the LVLM struggles to comprehend the shape of
the image when the image tokens are directly flattened into a 1D sequence. The newline token can
assist the model in better understanding the structure of the image.

Influence of Token Merging Operation. In practice, we employ a simple merging operation that
concatenates four adjacent tokens along the channel dimension. We have found this approach to be
effective in reducing the number of image tokens efficiently. Here we study the influence of different
token-merging operations under the 4KHD setting. In Table 7(b), we study two additional strategies:
Re-Sampler(5) and C-Abstractor(12), with their default setting and the same compressing rate 0.25,
i.e., reducing an image with 576 tokens to 144 tokens. Results show that both concatenation and
C-Abstractor work well and get similar results on most benchmarks, this observation is also consistent
with the study in MM-1(71) that the influence of the connector is minor. However, the Re-Sampler
performs worse than the other methods with a noticeable margin. We argue this is caused by the
learnable queries used for gathering information requiring a great number of data for training, our
pre-training data is somewhat lightweight for it to converge fully.
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Table 10: Inference Efficieny Analysis. The image token number mainly inference the prefix speed,
and their difference in the decoding part is neglectable.

HD image tokens prefix encoding time per-token decoding speed time to generation 2048 new tokens

HD9 1440 0.2845 0.0982 201.4
HD16 2448 0.3966 0.0983 201.7
HD25 3744 0.5513 0.0981 201.5

Strategy-Level Comparison. For a fair comparison, we trained a new model with the identical
architecture, training strategy, and dataset as our original model, but with one key modification: we
adopted the high-resolution strategy from LLaVA-Next. We name it as IXC-LLaVA and compare it
with 1) LLaVA-Next 0530 official results and 2) IXC2-4KHD under HD-9/16 setting. The results in
Table.9 demonstrate that IXC-LLaVA achieves promising performance across all six benchmarks,
leveraging the benefits of additional training data and advanced IXC architecture design. However, it
is outperformed by IXC2-4KHD HD-9, which utilizes fewer image tokens yet yields better results.
This fair comparison underscores the efficiency and effectiveness of our proposed high-resolution
strategy, highlighting its advantages over the LLaVA-Next approach.

Inference Efficiency Analysis. Our model processes high-resolution images with numerous image
tokens, and here we study its inference efficiency in real-world usages. The model inference process
consists of two stages: encoding the prefix (model input) and autoregressively decoding new tokens
(model output). Correspondingly, the inference efficiency considers two parts: time to encode the
prefix and speed to decode each token. Here we report the prefix encoding time and per-token
decoding speed under different HD settings. We test the speed with a Nvidia-A100 80G. With the
results in Table 10, we have three observations: 1) Prefix encoding time increases linearly with
the number of prefix tokens. 2) Decoding speed remains relatively constant, regardless of prefix
length, thanks to optimizations on transformers from research communities and companies, including
kv-cache and flash-attention. 3) When generating 2048 tokens, total inference time usage is nearly
identical across HD9 to HD55, as encoding time is much smaller. Based on the above analysis,
we believe the inference efficiency of our model is acceptable. Besides, we believe some targeted
designs can further improve efficiency, while our paper focuses on enabling LVLM to understand
high-resolution images with a general and effective solution, and we would leave the efficiency
exploration in future work.

5 Conclusion

In this paper, we propose the InternLM-Xcomposer2-4KHD that exceeds the performance of previous
open-source models on OCR-related tasks and also achieves competitive results on general-purpose
LVLM benchmarks. Thanks to our dynamic resolution and automatic patch configuration, our model
supports a maximum training resolution of up to 4K HD. We also integrate a global view patch to
support the macro understanding and a learnable newline token to handle the various input image
resolutions. Our model’s performance continues to improve as the training resolution increases
for HD-OCR tasks. Notably, we do not observe any performance saturation even for the 4KHD
setting, and we have not explored the upper bound due to the computational burden increasing with
higher-resolution inputs. In future work, we plan to explore efficient solutions for accurate LVLM
training and inference, enabling our model to handle even higher resolutions while maintaining
computational efficiency.
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A More examples chat with our InternLM-XComposer2-4KHD

Give an in-depth description of the visual.

The image is an infographic from 

Public Health England that explains 

the concept of contact tracing in the 

context of preventing the spread of 

coronavirus (COVID-19). Contact 

tracing is a fundamental part of 

outbreak control used by public health 

professionals around the world to 

prevent the spread of infections.

The infographic is divided into several 

sections, each providing a different 

aspect of the contact tracing process. 

The first section explains that a contact 

is assessed to see how close they were 

to a confirmed case, which could 

include someone living with the case, 

or someone who has been in direct 

contact with them or their bodily 

fluids. Following this assessment, the 

contacts are categorised into low or 

high risk and provided with advice on 

what they should do.

The second section explains that if a 

contact is at high risk of infection, they 

may be asked to self-isolate, remaining 

in their home for 14 days and staying 

away from work, school or public 

places. If a contact is at low risk, they 

don't require self-isolation.

The third section explains that if the 

person develops symptoms, they 

would be tested and provided with 

specialist care if they have the novel 

coronavirus (COVID-19).

Finally, the infographic emphasizes the 

importance of recovery time, as 

contact displays no symptoms of 

coronavirus (COVID-19) the patient 

makes a full recovery, they can go 

back to daily lives as normal and pose 

no risk to others.Image size: 986 x 2560

Figure 5: Chat with InternLM-XComposer2-4KHD.
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Detect all the word in the given image

American Heart Association. VennGAGE. 

How to Develop Healthy Eating Habits. And Reduce the Risk of Heart Disease. 

Your best defense is a healthy lifestyle filled with physical activity and 
nutritious meals, while cutting down or avoiding drinking and smoking. 

The Current Trend

75% of the US population is low in its fruit and vegetables consumption. 1/10 
adults meets the recommendation for fruit and vegetable consumption. Men and 
young adults in general eat the fewest fruits and vegetables compared to any 
other group. 

3 Steps to Eating Healthy 1. Add produce of various colors to your diet to 
diversify your produce consumption. 2. Use hacks to incorporate more veggies 
and fruits to your meal, and throughout the day. 3. Take steps to improve access 
to fruits and vegetables for all.

1. Adding Color to Your Diet

Eating 2 to 2% cups (4 to 5 servings) daily of fruits and vegetables may reduce 
your risk for cardiovascular disease, including heart attack and stroke. 

Examples of a single serving of fruit: 1 medium apple, 1 small banana, 1 
medium avocado, 4 large strawberries. Examples of a single serving of 
vegetables: 5 - 8 broccoli florets, 2/3 large sweet potato, 6 baby carrots, 1 cup of 
raw spinach. 

Adding a variety of produce to your diet has a number of health benefits. It 
helps you: Manage your weight, Control your blood pressure, Support healthy 
digestion, Reduce the risk of some cancers, such as colon cancer, Reduce the 
risk of chronic health problems, such as diabetes. 

2. Use Healthy Eating Hacks 

1. Fresh, frozen, canned and dried all count toward your daily servings, so you 
have plenty of options. 2. Always reserve half of your plate for fruits and 
vegetables. 3. Choose whole fruits and vegetables. 4. Try to eat a variety of 
vegetables, instead of the same thing all the time. 5. Look for fruit packed in its 
own fruit juice and 100% vegetable juice, with no added sugar. 6. Look for 
low/no-sodium options for canned vegetables, and 100% vegetable juice. 

3. Take Action for Better Access 

In many communities, fruits and vegetables are limited/expensive and only 
available in corner stores, convenience stores, bodegas and gas stations. 

Lack of access can profoundly impact diet. Here's how: Contact your city and 
state leaders to let them know what food access is in your community. 

Find ways to spread the word about nutrition assistance programs, such as 
SNAP, WIC and school meals. 

Create a petition for more variety, improve affordability and advocate for better 
signage/placement. 

Meet with an after-school or daycare program representative to discuss serving 
more fruits and vegetables for snacks. Organize a letter-writing campaign and 
set up a meeting with state leaders. 

For example, ask for funding to host a farmers market in an underserved 
community. Sign up for "You're the Cure" and send a note to your 
Congressperson advocating for healthier meals at school. 

It's American Heart Month! Share this infographic with your family, friends and 
network today. You can carry out all of these actions or just a few. But 
whichever actions you choose, they pave the way for greater access to nutritious 
food for your community.

The HD image (816 x 3813)

Figure 6: Chat with InternLM-XComposer2-4KHD.
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This flow chart outlines the process of ordering a book from Amazon. Here's a 

step-by-step analysis:

1. Start: The process begins with the user initiating the order.

2. Enter the website from the browser: The user navigates to the Amazon 

website.

3. Registered?: The system checks if the user is already registered. If not, they 

are prompted to register.

4. Sign in: If the user is already registered, they are prompted to sign in.

5. On home page search for book of your choice: The user searches for the 

desired book on the home page.

6. Select your preferred book: The user selects their preferred book from the 

search results.

7. Buy new?: The system asks if the user wants to buy a new book. If the 

answer is "Yes", the process continues to step 

8. If the answer is "No", the process continues to step 9.8. Select a new book: 

The user selects a new book.

9. Select an old book: The user selects an old book.

10. Add to cart: The user adds the selected book to their cart.

11. Review order: The user reviews their order.

12. Change information: The user has the option to change their information. If 

they choose not to, the process continues to step 13. If they choose to, the 

process returns to step 11.

13. Enter shipping information: The user enters their shipping information.

14. Select payment method: The user selects their preferred payment method.

15. Place order: The user places their order.16. End: The process concludes 

with the order being placed

The HD image (1475 x 675)

Conduct an in-depth analysis of the chart.

The line chart presents the operations cost by department in US 

dollars for various categories from May 2018 to Mar 2019. The 

categories include Human Resources (HR), Information 

Technology (IT), Payroll, Support, Engineering, Facilities, 

Finance, and Sales. Each category is represented by a different 

color and line on the graph. The y-axis represents the cost in 

thousands of US dollars, while the x-axis represents the months 

from May 2018 to Mar 2019. The graph shows fluctuations in 

the cost for each category throughout the months, with some 

categories experiencing peaks and troughs at different times.

Which department has the highest cost in most cases?

Payroll has the highest cost in most cases, as indicated by 

the purple line on the graph.

The HD image (1045x1428)

analyze this flow chart step by step

The flow chart in the image is an algorithm for finding the maximum element in an array. Here is a 

detailed explanation of the algorithm:

1. Declare an integer array having size m.

2. Input the m numbers into the array.

3. Initialize max as the first element of the array.

4. For each element in the array, starting from the second element:

If the current element is greater than max, set max to the current element.

5. At the end of the loop, max will hold the maximum element in the array.

6. Output the maximum element.

This algorithm iterates through the array, comparing each element to the current maximum. If a 

larger element is found, it becomes the new maximum. At the end of the loop, the maximum 

element is stored in the variable max, and it is then outputted

What is the algorithm of this flow chart？

The HD image (1888 x 3172)

Figure 7: Chat with InternLM-XComposer2-4KHD.
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B Experiment Details

B.1 Data sampling strategy.

We maintain different dataloaders for image-text data and pure text data, sampling them in a weighted
manner. The pure language dataloader is sampled with a fixed weight of 0.1 and the image-text
dataloader is sampled with a weight of 0.9.

Within each dataloader, the training data comes from multiple sources, and we sample them in a
weighted manner. In detail, for K datasets and the data number of the kth dataset is nk, its weight
wk is min(100, nk//1000) and the normalized weight is ŵk = wk/

∑
wk. For each get_data

operation within the dataloader, we use weighted sampling to choose a dataset and randomly choose
a training sample from it.

C Broader Impacts

On the positive side, our model introduces a novel solution that significantly enhances the ability of
large language models to comprehend high-resolution images. This innovative approach is expected
to be highly beneficial for the research community. It paves the way for new explorations and
discoveries in the field of MLLM and image processing. The potential applications of this model are
vast.

Moreover, we have plans to make our model open-source. By sharing our work with the public, we
aim to foster an environment of shared learning and progress. Users, researchers, and developers
can utilize our model, adapt it to their needs, and even contribute to its further development. This
open-source approach will accelerate the pace of innovation and bring about more rapid advancements
in the field.

On the negative side, like any powerful tool, there is a potential for misuse of our model. There is
a risk that individuals with malicious intent may exploit the capabilities of the model for unethical
or harmful purposes. This is a challenge that we, as researchers, must acknowledge and address.
However, it is also crucial for users and the wider community to use our model responsibly and
ethically. We believe that through collective effort, we can mitigate these risks and ensure that the
benefits of our model are realized while minimizing potential harm.

D Limitation

In this paper, we study the influence of training resolution in a wide range, from HD-9 to 4KHD
(HD-25 + HD-55). Our results show that high-resolution OCR-related tasks rely on the training
resolution heavily, and get significant performance gains with increased resolution. Till our largest
setting 4KHD, its gain is not saturated. If we keep increasing the resolution, it may get better results.
However, due to computational constraints, we failed to fully explore the potential improvements
from further increasing training resolution, and we have to leave it as future work.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We write the paper carefully and confirm that the main claim in the abstract
and introduction accurately reflects the paper’s contributions and scope.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

21



Justification: We mentioned the limitation of not fully exploring the upper bound of im-
provement by increasing training resolution, due to the computational constraints, and we
would leave it to future work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We do not have theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The training details and datasets are provided in the paper, we also plan to
open-source our model.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We plan to open-source the code and data after the final decision of the paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided the details in Sec.3

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: It is computationally expensive to report the error bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided it in Sec 3.4

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed it in the appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: Our work focus on high-resolution image understanding and does not has such
risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the assets are properly cited in the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide a new model with the capability to understand high-resolution
images, and we have provided the details of the model in the paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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