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Abstract
Semi-supervised learning is a powerful technique
for leveraging unlabeled data to improve machine
learning models, but it can be affected by the pres-
ence of “informative” labels, which occur when
some classes are more likely to be labeled than
others. In the missing data literature, such labels
are called missing not at random. In this paper,
we propose a novel approach to address this issue
by estimating the missing-data mechanism and
using inverse propensity weighting to debias any
SSL algorithm, including those using data aug-
mentation. We also propose a likelihood ratio test
to assess whether or not labels are indeed infor-
mative. Finally, we demonstrate the performance
of the proposed methods on different datasets, in
particular on two medical datasets for which we
design pseudo-realistic missing data scenarios.

1. Introduction
Technological advancements have enabled the collection
and storage of vast amounts of data, offering real hope for
better prediction of phenomena. Unfortunately, this also
leads to dirty data, and more specifically, missing data. In
this paper, we focus on the scenario where a large amount
of data is available, but labeling the data is costly, time-
consuming, or even risky (for instance, medical data collec-
tion requires invasive tests for patients). Semi-supervised
learning (Scudder, 1965) has emerged as a crucial problem
to leverage both labeled and unlabeled data in predictive
model (Chapelle et al., 2006, Chapter 1). The unlabeled
data are treated as observations with missing labels, as pre-
viously done in various studies (Grandvalet & Bengio, 2004;
Ahfock & McLachlan, 2019; Hu et al., 2022; Schmutz et al.,
2023). Recently, SSL algorithms have been extended to
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deep learning techniques demonstrating remarkable empir-
ical successes, particularly through the systematic use of
data augmentation (Berthelot et al., 2019a; Xie et al., 2020;
Sohn et al., 2020; Rizve et al., 2021).

One of the challenges in semi-supervised learning is that the
distribution of labels in the unlabeled dataset is unknown.
For instance, it is uncertain whether a class that is well-
represented in the labeled images is also well-represented in
the unlabeled images. The traditional approach is to assume
that the label distributions are identical in the labeled and
unlabeled datasets. This assumption implies that people
label classes in equal proportions, regardless of the class
nature or the quality of the images. However, it disregards
the potential unbalance of popularity among classes. For ex-
ample, in a medical context, doctors may prioritize labeling
the class of sick patients or leave unlabeled the data with an
ambiguous diagnosis. When the label distribution differs in
the labeled and unlabeled datasets, the missing labels are
said to be informative or Missing Not At Random (MNAR).
The missingness of a label must be taken into account to
obtain results from the available data that can be generalized
to the entire population (Rubin, 1976). This is usually mod-
eled by the missing-data mechanism, i.e. the probability of
a sample to be observed (depending on the values of the
label itself). Recently, it has been shown that classical SSL
algorithms indeed fail to provide accurate results for the less
observed classes in presence of informative labels. As there
is a selection bias in the sample, MNAR data also raise the
issue that some models can lead to non-identifiable param-
eters (Baker & Laird, 1988; Miao et al., 2016). A major
challenge is that testing whether the data is indeed MNAR
is difficult (d’Haultfoeuille, 2010), but it is necessary to
provide a guideline for choosing which algorithm to apply.
The main objective of this paper is to address these issues
by estimating the missing-data mechanism.

Beyond the scope of deep learning, in the missing-data
literature, significant works have considered the case of
MNAR responses (Tang & Ju, 2018). Ibrahim & Lipsitz
(1996) and Ibrahim et al. (2001) estimate the parameters of
both the model and the missing-data mechanism using the
Expectation-Maximization (EM) algorithm in binomial re-
gression and generalized linear models. They also propose
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a likelihood ratio test statistic for selecting the variables
related to the missingness but leave the identifiability of the
parameters in perspective. It is in the semi-parametric set-
ting that a lot of work has been done to obtain identification
results, most often using a shadow variable (Miao et al.,
2019; Miao & Tchetgen Tchetgen, 2016) that adds auxil-
iary information (Molenberghs et al., 2008). Some works
(Shao & Wang, 2016; Morikawa et al., 2017) also propose
to debias classical estimators by using inverse probability
weighting (IPW) techniques, weighting each sample by the
inverse of its probability of being observed as determined
by the missing-data mechanism. However, only the recent
work of Hu et al. (2022) proposes an extension to deep learn-
ing, debiasing the risk estimator with a propensity score,
but they do not directly model the missing-data mechanism,
which is the main focus of our study (see Section 3.2 for a
comprehensive comparison).

Our key contributions are summarized as follows:

• We consider a general self-masked MNAR model and
prove its identifiability, showing in the process of identifi-
ability of the model of Hu et al. (2022).

• We propose two estimates of the missing-data mechanism
and show their consistency.

• Based on these estimates, we propose an algorithm us-
ing IPW techniques able to debias any SSL algorithm in
presence of informative labels.

• We provide a heuristic procedure to test whether the labels
are indeed MNAR.

• We first demonstrate the efficiency of our methods on clas-
sical datasets. Furthermore, we propose two new pseudo-
realistic MNAR scenarios using medMNIST datasets
(Yang et al., 2023). These contrast with the toy missing-
data scenarios often used in existing works, even when
the method is designed to handle informative labels. Our
code is available here1.

2. Informative labels
2.1. Missing labels typology

In this paper, we study a dataset of n samples, denoted as
D = (xi, yi)

n
i=1, where xi represents the features and yi

represents the labels, which are drawn from the distribution
p(x, y) = p(x)p(y|x). Some of the labels are supposed to
be missing, and thus the dataset is split into two subsets:
a labeled dataset Dℓ = (xi, yi)

nℓ

i=1 of size nℓ and an unla-
beled dataset Du = (xi)

n
i=nℓ+1 of size nu = n− nℓ. The

distribution of the labeled dataset is denoted as pℓ(.) (resp.
pu(.) for the unlabeled dataset). In the following, we con-
sider a discrete set of labels denoted as C = {1, . . . ,K},

1https://github.com/AudeSportisse/SSL_
MNAR
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Figure 1. Left panel: MNAR labels for dermaMNIST (log count
of labeled and unlabeled images per class). Right panel: Structural
causal graph of the self-masked mechanism (Assumption A2.).
The nodes in grey represent fully observed variables and the edges
from x to y means that x causes y.

with K the number of classes.

Most of the semi-supervised learning methods make the
following assumption:

A1. The marginal distributions of the features and of the
labels are identical in the labeled and unlabeled dataset,
i.e. pℓ(x) = pu(x), ∀x and pℓ(y) = pu(y), ∀y.

Assumption A1. means that people label classes in equal
proportions, regardless of their nature (label) or the quality
of the data (features). Modeling two separate distributions,
pℓ(.) and pu(.), is not always convenient, so we instead
use a notation commonly used in missing-data studies. We
introduce an additional random variable called missing-data
indicator, r ∈ {0, 1}, where r = 1 if y is observed and r =
0 if y is missing. For example, this notation implies pℓ(x) =
p(x|r = 1) and pu(x) = p(x|r = 0). According to Rubin’s
(1976) typology, labels can be: (i) Missing Completely
At Random (MCAR) if the cause of the missingness is
completely independent from the data values, i.e. r ⊥⊥ x, y
(equivalent to Assumption A1.), (ii) Missing At Random
(MAR) if the cause of the missingness can be explained
by the features, r ⊥⊥ y|x and (iii) Missing Not At Random
(MNAR) in all other cases. For example, labels will be
MAR if medical doctors are less likely to label analyses that
are of poor quality but they will be MNAR if they prefer to
label the class of sick patients first. This last situation creates
an “unbalanced class popularity” for which Assumption A1.
is no longer valid.

In this paper, we focus on the MNAR case, specifically,
the labels are assumed to be “self-masked MNAR”, mean-
ing their unavailability only depends on their own values.
This assumption allows us to model the unbalanced class
popularity situation (see Figure 1) and is widely used in the
missing-data literature (Mohan, 2018; Sportisse et al., 2020).
Our assumption is formalized as follows:

A2. The labels are self-masked MNAR, i.e. r ⊥⊥ x|y.
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Assumption A2. is weaker than Assumption A1., since
the equality of marginal distributions, either for features
or labels, in both the labeled and unlabeled datasets, is
relaxed. It only requires that the conditional distribution of
the features given the class is the same in the labeled and
unlabeled datasets (i.e. pℓ(x|y) = pu(x|y), : ∀x, y). For
example, it does not cover the case where the radiography
of sick patients does not have the same resolution whether
it is labeled or not.
Remark 2.1 (More general assumptions). The notation in-
troduced here does not allow to consider different sets for
the labels present in the labeled dataset and in the unlabeled
dataset. Label distribution mismatch has already been con-
sidered, such as when new classes appear in the unlabeled
dataset (Guo et al., 2020; Cao et al., 2021) or when none
of the classes present in the labeled dataset are present in
the unlabeled dataset (Chen et al., 2020; Huang et al., 2021).
However, these works are beyond the context of our work,
as they do not allow to directly account for the informative
nature of the labels, which is the main focus of this paper.

2.2. Non-ignorable missing-data mechanism

This typology of missing-data mechanism is important in
determining the appropriate method to use: statistical in-
ference can be performed on p(x, y) for MCAR or MAR
labels, but it should be performed on p(x, y, r) for MNAR
labels (Little & Rubin, 2019). We denote the parameter of
interest, θ ∈ Θ, of p(y|x; θ). In most cases, this parame-
ter corresponds to the weights of a neural network, or in
simpler cases, a logistic regression. The parameter ϕ of the
missing data mechanism p(r|x, y;ϕ) lives in Φ = [0, 1]K .
In the following, we assume that the parameters are distinct,
meaning that the joint parameter space is equal to Θ × Φ.
Following the common notation introduced by Le Morvan
et al. (2020), the observed label vector is (y ⊙ r), where ⊙
represents the term-by-term product, such that (y⊙r)i = yi
if ri = 1 and (y ⊙ r)i = NA if ri = 0.

The traditional method for estimating θ is to minimize the
negative observed log-likelihood:

ℓ(θ, ϕ) = −
n∑

i=1

log p(xi, yi ⊙ ri, ri; θ, ϕ)

= −
n∑

i=1

log p(ri|xi, yi ⊙ ri;ϕ)p(yi ⊙ ri|xi; θ)p(xi)

= −
n∑

i=1

{
log p(ri|xi, yi;ϕ)p(yi|xi; θ) if ri = 1
log

∑
ỹ∈C p(ri|xi, ỹ;ϕ)p(ỹ|xi; θ) if ri = 0 + C

(1)

= −
n∑

i=1

ri log p(yi|xi; θ) + C under M(C)AR assumption,

where C is a constant independent of θ. For M(C)AR labels,
we use in the last step that p(ri|xi, y;ϕ) does not depend

on y and that
∑

ỹ∈C p(ỹ|xi; θ) = 1; the result follows if ϕ
is considered as a nuisance term. This simple calculation
is a common technique in the missing data literature (Little
& Rubin, 2019). It implies that for MCAR or MAR labels,
it is not necessary to estimate the missing-data mechanism
and minimizing the complete likelihood (on labeled data
only) is sufficient. However, for MNAR labels, the missing-
data mechanism cannot be ignored and must be taken into
account.

2.3. Identification of the joint distribution

To fix ideas, Figure 1 (right panel) shows the causal relation-
ships between the variables x, y and the missing-data indi-
cator r through a structural causal graph (Neuberg, 2003).
Assumption A2. allows us to get the nonparametric identi-
fication of the joint distribution p(y, x, r), i.e. it can be ex-
pressed with quantities involving only observed data. Specif-
ically, in the self-masked setting, the features act as shadow
variables, providing enough auxiliary observed information
to achieve the identifiability of the parameters.

Proposition 2.2 (Identification of the joint distribution).
Under Assumptions A2. (self-masked MNAR), the joint
distribution p(y, x, r) is identified.

This result is a corollary of Theorem 1 in (Miao et al., 2019)
and is proved in Appendix A. It is worth noting that this re-
sult also demonstrates the identification in (Hu et al., 2022).

3. Debiasing classical SSL algorithms
3.1. Complete-case: learning with labeled data

In classical supervised learning, the aim is to learn a predic-
tive model p(y|x; θ), parametrized by θ ∈ Θ, by minimizing
the theoretical risk:

θ⋆ = argminθ∈Θ R(θ) := E(x,y)∼p(x,y)[ℓℓ(θ;x, y)],

where ℓℓ is typically the negative log-likelihood function
ℓℓ(θ;xi, yi) = − log p(yi|xi; θ) but can be any loss func-
tion. The theoretical risk is never observed, as it requires
the knowledge of the true distribution p(x, y). A typical
learning procedure is then the minimization of the empirical
risk, which is an unbiased estimate of the theoretical risk:

θ̂ = argminθ∈Θ R̂(θ) :=
1

n

n∑
i=1

ℓℓ(θ;xi, yi).

This quantity is known in the supervised learning setting,
but is still unobserved in the presence of missing labels.
For MCAR labels, the natural estimator for R(θ) is the
complete-case empirical risk, computed for the labeled data
only: R̂CC(θ) := 1

nℓ

∑n
i=1 riℓℓ(θ;xi, yi). It is unbiased

for MCAR labels but not in the other cases. For MAR

3



Informative labels in SSL

labels, Liu & Goldberg (2020) propose to use the IPW es-
timator defined as R̃IPW,MAR(θ) := 1

n

∑n
i=1

riℓℓ(θ;xi,yi)
πMAR(xi)

,
where πMAR(x) = P(r = 1|x). Similarly, for self-masked
MNAR labels, we propose the following IPW estimator:

R̂ϕ(θ) :=
1

n

n∑
i=1

riℓℓ(θ;xi, yi)

ϕyi

, (2)

where ϕ = (ϕ0, ..., ϕK) ∈ Φ = [0, 1]K , and ∀k ∈ C, ϕk :=
P(r = 1|y = k).

The idea behind the IPW technique is that one labeled
sample (xi, yi, ri = 1) should not be counted only once
but should take into account that there are unlabeled sam-
ples (xj , yj , rj = 0), j ̸= i that belong to the same class
(yj = yi). As a result, it is then counted 1/ϕyi

times. For ex-
ample, if the probability of being observed in a class is one
third, an observed sample from that class will be counted
three times.

Proposition 3.1 (Unbiasedness of the IPW estimator). The
IPW estimator proposed in (2) is unbiased, if the mechanism
is well specified, i.e. E[r|y] = ϕy .

Proof.

E

[
r

ϕy
ℓℓ(θ;x, y)

]
= E

[
E

[
r

ϕy
ℓℓ(θ;x, y)|y

]]
= E

[
E

[
r

ϕy
|y
]

E [ℓℓ(θ;x, y)|y]
]

= E

[
E[r|y]
ϕy

E [ℓℓ(θ;x, y)|y]
]
= R(θ),

using r ⊥⊥ x|y in the second equality.

3.2. Incorporating the unlabeled data

A major drawback of the classical IPW estimator in (2)
is that it only uses labeled data and not all available data.
To address this, traditional SSL algorithms for MCAR la-
bels add a regularization term to the classical supervised
objective:

R̂SSL(θ) :=
1

n

n∑
i=1

ri
ℓℓ(θ;xi, yi)

nℓ/n
+

λ

n

n∑
i=1

(1− ri)
ℓu(θ;xi)

nu/n
,

(3)

where λ > 0 is a regularization term. The function ℓu is a
loss function which does not depend on the labels; Schmutz
et al. (2023) note that ℓu can be viewed in many cases as a
surrogate of ℓℓ.

For example, Grandvalet & Bengio (2004) use the Shannon
entropy. Another popular approach is to use “pseudo-labels”
(Rizve et al., 2021) for unlabeled data by selecting the class
with the highest posterior probability.Only the pseudo-labels
that have a predicted probability higher than a predefined

threshold τ are used as targets. Both methods encourage
the model to have a high level of confidence when imputing
unlabeled data, but pseudo-label methods only use data
points that have already been predicted with high confidence.
Recently, state-of-the-art methods such as (Sohn et al., 2020;
Berthelot et al., 2019a) have also been developed to make
the model more robust to data augmentation of the features.

For MNAR labels, the standard estimator in (3) is biased,
and we propose the following estimator, which is unbiased
if the mechanism is correctly specified, using the same
argument as Proposition 3.1:

R̂SSL
ϕ (θ) :=

1

n

n∑
i=1

riℓℓ(θ;xi, yi)

ϕyi

− λ

n

n∑
i=1

ri − ϕyi

ϕyi

ℓu(θ;xi). (4)

This estimator has the significant advantage of being able
to debias any SSL algorithm, including methods using
data augmentation, with the knowledge of the weights ϕyi

.
This is the MNAR counterpart of the estimator proposed
by Schmutz et al. (2023) for MCAR data and of the one
suggested by Liu & Goldberg (2020) for MAR data with
λ = 1. The only difference is the form of the mechanism:
for MCAR data, ϕyi

= nℓ/n,∀i and for MAR data, they
use πMAR(x) defined in Section 3.1 instead.

Comparison with the work of Hu et al. (2022) Our es-
timator also shares similarities with the “doubly-robust”
estimate suggested by Hu et al. (2022), for debiasing the
classical SSL estimators of the risk for self-masked MNAR
labels (Assumption A2.). They build their estimator upon a
very interesting strategy also used in the missing-data litera-
ture (Rabe-Hesketh & Skrondal, 2023) and leverage from it
to indirectly account for the informative nature of the miss-
ing labels. The form of the risk estimator is as (4), but they
target a composite likelihood (which does not encompass the
cross entropy) by starting from θ̂ ∈ argminθ− log p(x|y; θ)
instead of θ̂ ∈ argminθ − log p(y|x; θ). The biggest advan-
tage of their strategy is that it allows not to directly model
the missing-data mechanism, which can be tedious in some
missing data scenarios. Besides, the fundamental difference
between our work and theirs is their weight does not involve
the missing- data mechanism, but only the class proportions
p(y). Their method thus encourages the model to be accu-
rate for the least frequent classes (when p(y) is small) but
will not detect or favour the least labeled classes (when ϕy

is small). On the contrary, our method will benefit from the
estimation of the missing-data mechanism, which can be
obtained at no extra computational cost (see Section 4.5).
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4. Estimating the missing-data mechanism
In Section 3, we proposed two unbiased estimates of the
risk when the labels are informative. However, both require
the knowledge of the missing-data mechanism. In practice,
we will use the estimators given in (2) and (4) by plugging-
in an estimation ϕ̂ of the mechanism, resulting in R̂ϕ̂ and

R̂SSL
ϕ̂

(θ). In this section, we provide two estimators of
the missing-data mechanism by using either the method of
moments or the method of maximum likelihood.

4.1. Moment estimator

A possible estimator of the missing-data mechanism
is obtained by the method of moments applied to
p(r = 1, y = y) = E

[
1{r=1,y}

]
= ϕyp(y). It implies

ϕM
y =

∑n
i=1 1{r=1,yi=y}

n

1

p(y)
,∀y ∈ C. (5)

This estimator allows us to leverage the information we
have on the labeled data, because p(r = 1, y) is esti-
mated by counting the number of labeled data in each class
(1r=1,yi=y). The challenge now is to estimate the class dis-
tribution p(y). This allows for two simple cases where the
mechanism can be calculated directly: (i) when we know
that the entire dataset is balanced (use p(y) = 1/K) and (ii)
when we have prior information on the class proportions
(use p(y) = pprior(y)). This last case can happen when we
have data from the general population (e.g. we know the
prevalence rate of a disease).

When the class proportions are unknown, we propose to
estimate p(y) as follows:

p̂(y; θ) =
1

n

n∑
i=1

p(yi|xi; θ),∀θ ∈ Θ, (6)

which is a consistent estimator of p(y) noting that p(y) =∫
p(y|x; θ)p(x)dx. The estimator of the missing-data mech-

anism is thus:

(ϕ̂M
y )θ =

∑n
i=1 1{r=1,yi=y}

n

1

p̂(y, θ)
,∀y ∈ C. (7)

Remark 4.1 (Computation of pθ(y)). A SGD algorithm is
commonly employed to estimate θ⋆. However, since the
estimator of class proportions, p̂(y, θ), depends on θ, it is
crucial to be mindful of the gradient propagation through it,
as it may not always be necessary. We propose two ways to
compute it within a mini-batch:

• use a moving averaging strategy inspired by (Hu et al.,
2022), by using a buffer p̂buffer(y) updated at each iteration
with p̂(y, θ = θb) (6), where θb is the parameter of the

current mini-batch b2:

p̂buffer(y) = µp̂buffer(y) + (1− µ)p̂(y, θb). (8)

• propagate the gradients through (ϕ̂M
y )θ.

4.2. Maximum likelihood estimator

The second estimator of the missing-data mechanism relies
on the method of maximum likelihood, already carried out
by Ibrahim & Lipsitz (1996) and Ibrahim et al. (2001) out-
side the scope of deep learning. It is obtained by minimizing
the negative observed log-likelihood (1):

θ̂L, ϕ̂L = argminθ∈Θ,ϕ∈Φ ℓ(θ, ϕ;x, y ⊙ r, r). (9)

We highlight the following points:

• (Two-steps algorithm for SSL). Even if (9) gives an es-
timator θ̂L of θ, the latter can be really improved by in-
corporating the unlabeled data as in R̂SSL

ϕ̂
(θ) in a second

step (see Algorithm 1 in Section 4.5).

• (MCAR setting). For not informative labels, the unlabeled
data are not used for the estimation, as noted in Section
2.2. Besides, as expected, the minimum of the function is
attained for a mechanism equal to the proportion of the
labeled data. Indeed, we have ∂ℓ(θ,ϕ0)

∂ϕ0
= − nl

ϕ0
+ n−nl

1−ϕ0

and ∂ℓ(θ,ϕ0)
∂ϕ0

= 0 ⇔ ϕ0 = nℓ

n .

• (Convexity). The negative observed log-likelihood (1) is
convex in ϕ, for a fixed θ ∈ Θ (Appendix B.2).

Remark 4.2 (Solving (9) in practice). To our knowledge,
there is no closed form for the minimization problem. In
practice, we propose to calculate the gradients by using
the automatic differentiation package in PyTorch (Paszke
et al., 2019). To comply with the constraint ϕ ∈ Φ, we
consider σ(ϕk) = 1

1+exp(−ϕk)
,∀k ∈ C instead of ϕk. In

addition, we suggest solving (9) subject to the constraint of∑
y

∑n
i=1 1{r=1,yi=y}

n
1
ϕ̂L
y

= 1, to comply with
∑

y p(y) = 1

(see (5)), by using the mdmm package.

4.3. Theoretical results

In this section, we provide theoretical results that validate
the relevance of the chosen estimators. The proofs are de-
tailed in Appendix B. We first demonstrate the consistency
of the moment estimator for a fixed θ ∈ Θ by applying gen-
eral results such as the law of large numbers and Slutsky’s
theorem.

Proposition 4.3 (Consistency of ϕ̂M ). The moment estima-
tor defined by (7) is consistent for a fixed θ ∈ Θ.

2In this method, while (ϕ̂M
y )θ depends on θ, we do not propa-

gate the gradients through θ.
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Additionally, the consistency and asymptotic normality of
the maximum likelihood estimator are obtained by apply-
ing Theorem 5.7 and Theorem 5.23 of (Van der Vaart,
1998) (stated in the more general case of M-estimators).
We consider the negative observed log-likelihood for a
fixed θ, denoted as ℓθ : ϕ 7→ ℓ(θ, ϕ;x, y ⊙ r, r). In
Appendix, we prove that the associated statistical model
Pϕ = {p(r|y⊙ r;ϕ) : ϕ ∈ Φ} is identifiable and that under
interchangeability of differentiation w.r.t. ϕ and integra-
tion over (x, y, r) (Assumption A3.), the Fisher information
evaluated at the oracle estimate is invertible. Besides, we
assume that ϕ is in the interior of the set Φ = [0, 1]K , i.e. it
cannot be on its boundary (Assumption A4.).

Proposition 4.4 (Consistency, asymptotic normality of ϕ̂L).
Under Assumptions A3. and A4., the estimator ϕ̂L is con-
sistent and asymptotically normal.

Finally, the consistency of the estimator of the missing-data
mechanism directly implies the consistency of the risks that
we minimize in our SSL algorithms.

Proposition 4.5 (Consistency of the risk). If ϕ̂ is a consis-
tent estimator of ϕ and if the mechanism is well specified,
the risks R̂ϕ̂ and R̂SSL

ϕ̂
(θ) are consistent estimators of the

theoretical risk R(θ) = E[ℓℓ(θ;x, y)].

Remark 4.6 (Consistency of R̂ϕ̂ using unlabeled data). As
a consequence of the ignorability of the MCAR mechanism
(see Section 2.2), the estimator of the theoretical risk using
only labeled data is consistent in presence of MCAR labels.
Proposition 4.5 shows that the IPW estimator R̂ϕ̂ is consis-
tent for MNAR labels. It is worth noting that its expression
refers only to labeled data but involves an estimator of the
missing-data mechanism, computed on both labeled and
unlabeled data (see Equations (7) and (9)). This underlines
the relevance of unlabeled data in SSL with MNAR labels.
Remark 4.7 (Double-robustness of the SSL risk R̂SSL

ϕ̂
). An

interesting property is double-robustness, meaning that the
estimator is consistent even if either the missing-data mecha-
nism estimation or imputation is inaccurate. Hu et al. (2022)
prove that double-robustness of their debiased risk (see Sec-
tion 3.2) holds, if they assume that under inaccurate propen-
sity estimation, the imputation is perfect (in the sense that
the model always predicts the right class). This is a strong
assumption. In our work, double-robustness (in that sense)
of R̂SSL

ϕ̂
is directly implied by Proposition 4.5 and by the un-

biasedness of the risk. The strong assumption above could
also be relaxed, applying Theorem 2 of Miao et al. (2019)
to our case: this is left as a perpective of our work.

4.4. Testing the assumption on the mechanism

We present here a heuristics for estimating the missing-data
mechanism to test if the labels are MCAR or not in the case
of semi-supervised learning. The aim of such a test is to

encourage the use of a specific method if the labels are not
MCAR, or to support the selection of a traditional method
if they are.

We want to test

H0 : ϕ ∈ ΦMCAR againstH1 : ϕ /∈ ΦMCAR,

where ΦMCAR = {ϕ ∈ [0, 1]K ,∀k, k′, ϕk = ϕk′}. For the
maximum likelihood estimator given in (9), we consider the
following test statistic:

−2

(
inf
θ,ϕ

ℓ(θ, ϕ)− inf
θ
ℓ(θ, ϕMCAR)

)
. (10)

Under the same assumptions of Proposition 4.4, we know
that the test stastic 2(ℓθ(ϕ)−ℓθ(ϕ

MCAR), for a fixed θ ∈ Θ,
converges in distribution to a chi-squared random variable
χ2
d (Theorem 16.7 of Van der Vaart (1998)), where d is the

difference in degrees of freedom between the null hypothe-
sis (H0) and the alternative hypothesis (H1), i.e. d = K − 1
for K classes. We conjecture that an extension of Propo-
sition 4.4 developed for a fixed θ ∈ Θ can be obtained by
considering the profile likelihood ϕ 7→ infθ∈Θ ℓ(θ, ϕ), and
by applying the asymptotic results on it (Murphy & Van der
Vaart, 2000). This implies that the test statistic (10) also
converges in distribution to χ2

d. Based on this asymptotic
distribution, it is possible to calculate a p-value from (10)
and to easily test if the MCAR assumption is rejected.

4.5. Algorithms

To ensure clarity, we explain how the proposed estimators
can be applied to any SSL algorithm. As previously men-
tioned, the goal is to plug-in the estimation of the mecha-
nism into the estimators of the theoretical risk.

The moment estimator presented in (7) is continuously up-
dated throughout the SSL algorithm (Algorithm 2), and thus
the estimation of the mechanism does not add any additional
computational cost when using the moment estimator, as the
estimation of the mechanism and the model are performed in
a single step. On the other hand, when using the maximum
likelihood method, the estimation process is divided into
two steps: (i) the estimation of the mechanism by optimiz-
ing (1) (Algorithm 1) and (ii) the estimation of the model θ
using the SSL algorithm (Algorithm 2 using the estimator (i)
as input for ϕ̂). In both algorithms, the hyperparameters are
classical: the sizes of the mini-batch (NB,N ′

B), the learning
rates (γϕ,γθ,γ′

θ) and the number of epochs (N , N ′).
Remark 4.8 (Adaptive threshold). SSL algorithms (Rizve
et al., 2021; Sohn et al., 2020) that utilize pseudo-label
techniques often employ a fixed threshold to select relevant
imputations from unlabeled data. However, several recent
studies (Hu et al., 2022; Wei et al., 2021; Berthelot et al.,
2019a) have noted that an adaptive threshold can improve
the performance of the classifier on the rarest classes, partic-
ularly in unbalanced semi-supervised learning. For instance,
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Algorithm 1 Maximum likelihood estimator for ϕ
Input: labeled data Dℓ, unlabeled data Du

Initialize θ0 (at random), ϕ0 (MCAR case: nℓ/n).
for k = 0 to N iteratively do

Sample a Mini-Batch B of size NB from Dℓ and from Du.
ϕk+1 = ϕk − γϕ∂ϕ

1
NB

∑
i∈B ℓ(θk, ϕk)

Sample a Mini-Batch B of size NB from Dℓ and from Du.
θk+1 = θk − γθ∂θ

1
NB

∑
i∈B ℓ(θk, ϕk)

end for
Output: ϕN = ϕ̂L, θN

Algorithm 2 Debiased SSL algorithm for informative labels

Input: labeled data Dℓ, unlabeled data Du, ϕ̂ (if available)
Initialize θ0 (at random)
for k = 1 to N ′ do

Sample a Mini-Batch B of size N ′
B from Dℓ and from Du.

if ϕ̂ is not provided then
Compute ϕ̂y,∀y ∈ C by the method of moments (7).

end if
θk+1 = θk − γ′

θ∂θ
1

N′
B

∑
i∈B R̂SSL

ϕ̂
(θk)

end for
Output: θN′

Hu et al. (2022) propose to use an adaptive threshold based
on class proportions, setting higher requirements for popular
classes and lower requirements for rare classes. Another
possible adaptive threshold, suggested by our estimation of
the missing-data mechanism, would depend on the missing-
ness proportion of a class and set the highest requirement
for the most observed class:

∀k ∈ C, τ(yk) = τ0

(
P(r = 1|y = k)

maxy P(r = 1|y)

)β

= τ0

(
ϕy

maxy ϕy

)β

,

with τ0 the classical threshold and β the hyper-parameter
that determines how adaptive the cutoff is.

5. Numerical experiments
In this study, we evaluate the effectiveness of our proposed
estimates of the missing-data mechanism using the bench-
mark dataset MNIST (LeCun & Cortes, 2010). Addition-
ally, our debiased approach (Algorithm 2) of the classical
SSL method using pseudo-labels (Scudder, 1965; Lee, 2013;
Rizve et al., 2021) is compared in both its original implemen-
tation (PseudoLabel) and its debiased version for MCAR
labels (DePseudoLabel) (Schmutz et al., 2023), using both
the MNIST dataset and two datasets of MedMNIST (Yang
et al., 2023). Furthermore, we compare our debiased version
of Fixmatch (Sohn et al., 2020), designed to handle informa-
tive labels, with its original counterpart (Fixmatch) and its
debiased version for MCAR labels (DeFixmatch) (Schmutz
et al., 2023) on the CIFAR-10 dataset (Krizhevsky, 2009).

To evaluate the accuracy of our proposed estimates of the
missing-data mechanism, we calculate the normalized Mean
Squared Error (MSE) using the formula ∥ϕ̂− ϕ⋆∥2/∥ϕ⋆∥2.

This provides a measure of how well our estimate of the
missing-data mechanism (ϕ̂) approximates the true mech-
anism (ϕ⋆). We consider four different estimators of the
missing-data mechanism.

• MLE: the maximum likelihood estimator derived from
Algorithm 1. As highlighted in Section 4.2, we use the
estimation of θ given by Algorithm 2 when assessing the
model’s performance.

• ME: the moment estimator derived from Algorithm 2
by using a moving averaging strategy (8) for the class
distribution.

• MEg: the moment estimator derived from Algorithm 2
by propagating the gradients through θ.

• CADR: the estimator derived from Hu et al. (2022). Al-
though the authors did not propose an estimation of the
missing-data mechanism, we are able to derive it directly
from their estimation of the class proportions (see (7)).

5.1. MNIST and CIFAR-10 for toy mechanisms

5.1.1. MNIST

The MNIST dataset is an advantageous choice for SSL as
the classes are well-separated, allowing us to verify the effec-
tiveness of our method in simple cases. In order to randomly
select the labeled and unlabeled data per class according to a
specific distribution, we follow the method proposed by Hu
et al. (2022). The number of labeled data (or unlabeled data)
in each class k is determined by nk = n1γ

− k−1
K−1 ,∀k ∈ C,

where γ controls the degree of imbalance among the classes,
with γ = 1 resulting in a balanced distribution of labeled
data among classes. Additionally, n1 represents the maxi-
mum (or minimum) number of labeled data among all the
classes. In particular, we consider two cases (see Figure 3,
Appendix C):

S1. when the dataset is balanced, we randomly select la-
beled data in each class with n1 = 400 and γ = 10,
and the remaining data is considered as unlabeled.

S2. when the dataset is unbalanced, we randomly select
labeled data (resp. unlabeled data) with n1 = 400 and
γ = 10 for (resp. γ = 0.1).

S1. (resp. S2.) leads to a percentage of observed labels of
3% (resp. 9%). We trained a 3-layer CNN for both Algo-
rithm 1 and 2. In terms of estimation of the missing-data
mechanism, all methods have comparable and low MSE
values in the balanced setting S1., as reported in Appendix
C (Table 6). In the unbalanced case S2., the estimation
of the missing-data mechanism CADR underestimates the
observed proportions in the four rarest classes (i.e. classes 0
to 3), as seen in Figure 2, which leads to a highest MSE (see
Table 1). For model estimation (see Figure 4 in Appendix C,
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Figure 2. Estimation of the mechanism (coordinates of ϕ for each
class) on MNIST (Setting S2.) and on dermaMNIST.

while in the balanced case S1. the methods have comparable
results, there is an improvement in both test accuracy and
test loss with our methods that include mechanism estima-
tion (MLE, MEg and ME), especially for the less observed
classes (i.e. classes 5 to 9). Note also that in both cases the
method of Hu et al. (2022) has the highest test loss, which
can be explained by the fact that the objective function that
they minimize is quite different as explained in Section 3.2.

Table 1. Test accuracy and test loss on MNIST, Setting S2..

METHOD LOSS ACCURACY MSE ϕ

PSEUDOLABEL 0.141 ± 0.018 92.95 ± 0.55 0.594
DEPSEUDOLABEL 0.138 ± 0.015 93.18 ± 0.71 0.594

CADR 0.160 ± 0.029 89.15 ± 0.99 0.106 ± 0.012
MLE (OURS) 0.116 ± 0.021 94.29 ± 0.11 0.027 ± 0.012
MEG (OURS) 0.103 ± 0.009 94.83 ± 0.38 0.022 ± 0.004
ME (OURS) 0.111 ± 0.005 94.59 ± 0.28 0.037 ± 0.002

Compatibility with MCAR setting. When the labels are
MCAR, we verify that our methods do not deteriorate com-
pared to conventional methods specifically designed for the
MCAR scenario (PseudoLabel and DePseudoLabel). In
this case, all classes maintain an identical ratio of labeled
to unlabeled data: we consider 164 labeled data and 1635
unlabeled data in each class. In Table 2, all the methods
have similar results.

Table 2. Test accuracy and test loss on MNIST, MCAR labels.

METHOD LOSS ACCURACY

PSEUDOLABEL 0.21 ± 0.024 95.03 ± 0.53
DEPSEUDOLABEL 0.203 ± 0.029 94.85 ± 0.67

CADR 0.214 ± 0.03 95.04 ± 0.67
MLE (OURS) 0.206 ± 0.029 95.3 ± 0.76
MEG (OURS) 0.208 ± 0.024 94.84 ± 0.37
ME (OURS) 0.204 ± 0.023 94.88 ± 0.49

Our algorithm is not specifically designed for MAR labels,
as the risk estimator given in (4) will be biased. However,
the algorithm might perform well, particularly in scenarios
where the classification problem is easy (e.g., when there

is a strong correlation between x and y). In such cases, the
MAR and MNAR scenarios are close, as the missing-data
mechanism is either a function of r given x or given y.

5.1.2. CIFAR-10

In the CIFAR-10 dataset and considering Setting S2., we
compare the original version of Fixmatch (Sohn et al., 2020)
with its debiased versions for MCAR data (Schmutz et al.,
2023) and for MNAR data3. In Table 34, our method ME
demonstrates improved performance with higher overall ac-
curacy. Again, we observe in Figure 5 (Appendix C) that the
classes with less observations (classes 5 to 10, particularly
”dog” and ”ship”) are more accurately predicted when the
missing-data mechanism is taken into account.

Table 3. Test accuracy and test loss for CIFAR10, Setting S2..

METHOD LOSS ACCURACY

FIXMATCH 0.426 ± 0.017 90.91 ± 0.12
DEFIXMATCH 0.536 ± 0.020 89.71 ± 0.16

FIXMATCH + CADR 0.452 ± 0.006 91.14 ± 0.30
FIXMATCH + ME (OURS) 0.321 ± 0.016 91.88 ± 0.24

In Appendix C, Table 8 presents a comparison of the meth-
ods, considering various overall proportions of labeled data
(1%, 4%, and 10%). Our method ME outperforms the other
approaches, across all cases.

5.2. medMNIST with pseudo-realistic mechanismns

We first consider the dermaMNIST dataset (Codella et al.,
2019), which consists of 10,015 dermatoscopic images (in-
cluding 2000 for test data) categorized into 7 different cat-
egories of skin diseases, both benign and malignant. This
dataset is unbalanced, its the most frequent class (71% of
the images) being benign naevi. To simulate a more realistic
MNAR scenario, we assume that a medical doctor would
like to classify the conditions equally and select 70 images
per class for labeling, resulting in 7% of observed labels (see
Figure 1, left panel). Note that despite this selection, the
dataset remains unbalanced due to the original distribution
of the classes. Our three estimators (MLE, ME, MEg) of
the missing-data mechanism detect that the class of naevi is
very little observed compared to other classes (see Figure
2), whereas CADR gives a mechanism where all classes are

3Only the results for the moment estimator using averaging
strategy (ME) are reported, as Algorithm 1 (MLE) has not yet been
implemented with data augmentation and MEg proved difficult to
calibrate. It can be challenging to find the right balance between
too much initialization using ϕ̂ = nℓ/n (leading to deviation from
the optimal solution) and too little (leading to numerical problems).
Therefore, we recommend considering the ME estimator when
using data augmentation in practice.

4Table 7 (Appendix C) shows the results in the complete case,
i.e. without taking unlabeled data into account.
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equally observed. In Table 4, only our methods determine
if a lesion is a nevus or not with a high accuracy, which
can be used as a pre-processing step before the images are
reviewed by a medical doctor. Note that, even if the class
proportions are known, CADR fails to give accurate results
for the nevus class (see Table 9 in Appendix C), which
shows the relevance of taking into account the missing-data
mechanism in this case. Finally, we use MLE together with
the test presented in Section 4.4 to assess whether or not
labels are informative. If we generate MCAR labels, the
likelihood ratio test is rigthfully unable to reject the MCAR
hypothesis (p-value of 0.68±0.2 over 10 runs). But if we
give it images with MNAR labels, the test rejects the MCAR
hypothesis with very high confidence (p-value< 10−4 for
all 10 runs).

Table 4. Test accuracies on dermaMNIST and noduleMNIST3D.

METHOD DERMAMNIST NODULEMNIST

PSEUDOLABEL 57.72 ± 1.95 84.91

CADR 49.36 ± 1.91 80.32
MLE (OURS) 66.4 ± 0.81 85.8
MEG (OURS) 66.65 ± 1.76 82.26
ME (OURS) 65.8 ± 0.78 85.16

We now consider the noduleMNIST3D dataset (Armato III
et al., 2011) on images from thoracic CT scans, which is
of particular interest to simulate the MNAR labels. The
dataset was originally designed for a 5-level malignancy
classification task, but as described by Yang et al. (2023),
the task is made binary into two levels: malignant and be-
nign tumors. We have also access to the subtlety score
s, which describes from 1 (extremely subtle) to 5 (ob-
vious) the difficulty of nodule detection. According to
these scores, we simulate the missing-data mechanism using
p(r|y) =

∑5
s=1 p(r|s)p(s|y), with p(s|y) computed on the

data. The only quantities to choose are the probability of
being observed given the subtlety score, we fix a low proba-
bility when the detection was difficult (p(r|s ∈ {1, 2, 3}) =
0.1) and a high probability when the detection was easy
(p(r|s ∈ {4, 5}) = 0.9). At the end, the class of benign
nodules has a missing-data proportion (43%) higher than
the class of malignant nodules (8%). On the contrary to
the missing-data setting chosen for dermaMNIST, the more
observed class is also the less frequent (Figure 7). MLE
performs better in terms of accuracy (Table 4) and all the
methods designed for informative labels has a highest speci-
ficity than the classical one PseudoLabel for the class of
malignant nodules (Table 10 in Appendix C).

5.3. Discussion

In our experiments, we noted that our methods MLE, ME
and MEg handle well the case of poorly observed classes,
with a small amount of labeled data but a significant amount

of unlabeled data (refer to classes 5 to 10 for CIFAR10 in
Figure 5 and classes 5 to 9 for MNIST in Figure 4).

On the other hand, our methods may be unfavorable to rare
and fully observed classes (i.e. containing little data, but
only labeled data), as can occur when a rare disease is al-
ways diagnosed. In the MNIST dataset, we consider Setting
S2., with the ”0” digit class that is rare in the labeled set
(approximately 1%) and absent from the unlabeled data. In
Table 5, our methods ME and MEg perform less effectively
compared to other SSL methods with respect to accuracy
for the rare class, but outperform them for the least observed
class. However, PseudoLabel and CADR clearly outper-
form the supervised baseline (i.e. the oracle case where all
the data are labeled) for the rarest class, which may indicate
that they are subject to a bias that favors this class.

Table 5. Test accuracy for MNIST, Setting S2. with a rare class.

METHOD RARE CLASS LEAST OBSERVED CLASS

SUPERVISED BASELINE 82 ± 7.4 97.6 ± 0.9

PSEUDOLABEL 92 ± 1.9 91.2 ± 1.8

CADR 94.6 ± 1.1 94.2 ± 0.8
MEG (OURS) 84 ± 1.6 95 ± 1
ME (OURS) 85.3 ± 3.1 94.2 ± 0.8

Finally, it is important to note that all our experiments were
conducted on datasets containing a maximum of 10 classes.
We cannot therefore determine whether the estimation of
the missing-data mechanism will perform as well in classifi-
cation problems involving thousands of classes. However,
in such scenarios, interpretability, such as the precise esti-
mation of the probabilities of observed data per class, may
carry less significance.

6. Conclusion
For future works, we would be eager to (i) provide a more
realistic theoretical grounding without freezing θ and (ii)
propose another statistical test for the moment estimator,
for example using bootstrap strategies. Note that the latter
perspective is quite challenging, because of the sample bias
in the informative data.
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A. Proof of identification
Proposition A.1 (Identification of the joint distribution). Under Assumptions A2. (self-masked MNAR), the joint distribution
p(y, x, r) is identified.

Proof. This proof is a direct application of Theorem 1 of (Miao et al., 2019) (stated in a more general case). For clarity, we
give it again here in our setting for clarity by proving the intermediate results.

Let us consider the odds ratio OR(y) = p(y|r=0)p(y=1|r=1)
p(y|r=1)p(y=1|r=0) where y = 1 is used as a reference value. The goal is to

determine p(y|r = 0, x) by only quantities involving observed data, and it will imply that the joint distribution p(y, x, r) is
identified. Proposition 2 of (Miao et al., 2019) gives the two following equalities:

p(y|r = 0, x) =
OR(y)p(y|r = 1, x)

E[OR(y)|r = 1, x]
(11)

E[ÕR(y)|r = 1, x] =
p(x|r = 0)

p(x|r = 1)
with ÕR(y) = OR(y)

E[OR(y)|r=1] (12)

The first equation (11) indicates that the identification of the odds ratio function involves the identification of p(y|r = 0, x).
Note that in (12), as p(x|r = 0), p(x|r = 1) and p(y|r = 1, x) are obtained from observed data, so is E[ÕR(y)|r = 1, x].
We just have to prove that (11) has a unique solution. Let us consider ÕR

⋆
(y) ̸= ÕR

⋆
(y), we have

E[ÕR
⋆
(y)|r = 1, x] =

p(x|r = 0)

p(x|r = 1)
,

which implies
E[ÕR

⋆
(y)− ÕR(y)|r = 1, x] = 0 ⇔ ÕR

⋆
(y) = ÕR(y),

This is obtained by using Condition 1 of (Miao et al., 2019). In our case, it amounts to assuming that for any image, there is
a non-zero probability that it has any label. ÕR(y) is identified and so is OR(y), noting that OR(y) = ÕR(y)

ÕR(y=0)
.

B. Proofs of the theoretical results of Section 4
B.1. Moment estimator

The moment estimator has the following form, for a fixed θ ∈ Θ:

ϕ̂M
y =

∑n
i=1 1{r=1,yi=y}

n

1

p̂(y, θ)
,∀y ∈ C

with

p̂(y, θ) := p̂θ(y) =
1

n

n∑
i=1

p(yi|xi; θ)

In this section, we prove the consistency of this estimator.

Proposition B.1 (Consistency of ϕ̂M ). The moment estimator defined by (7) is consistent for a fixed θ ∈ Θ.

Proof. We have by the law of large numbers,

1

n

n∑
i=1

1{ri=1,yi=y}
P−→

n→+∞
E[1{ri=1,yi=y}] = p(r = 1, y) (13)

1

n

n∑
i=1

p(yi|xi; θ)
P−→

n→+∞
E[p(y|x)] = p(y) (14)

12
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We can apply the continuous mapping theorem to f(x) = 1/x, x ∈]0, 1] (assuming that the probability of each class is
greater than 0) to get

1
1
n

∑n
i=1 p(yi|xi)

P−→
n→+∞

1

p(y)
(15)

In (13) and (15), we have the convergence in probability to a constant, which implies by Slutsky’s theorem that the product
converges in probability to the product of the constants (Slutsky’s theorem gives the property in distribution but convergence
in probability and law is equivalent if the limit is a constant), which gives:

∀y ∈ C, ϕ̂M
y

P−→
n→+∞

ϕy =
p(r = 1, y)

p(y)

B.2. Maximum likelihood estimator

In this section, we study the negative observed log-likelihood ϕ 7→ ℓ(θ, ϕ;x, y ⊙ r, r) and derive the consistency and the
asymptotic normality of the maximum likelihood estimator ϕL given in (9). All the results are obtained for a fixed θ ∈ Θ.
Let us recall:

ℓ(θ, ϕ;x, y ⊙ r, r) = −
n∑

i=1

ri log p(yi|xi; θ)ϕyi
−

n∑
i=1

(1− ri) log
∑
ỹ∈C

p(ỹ|xi; θ)(1− ϕỹ) (16)

For simplicity, as θ is fixed in this section, let us define the function ℓθ : RK 7→ R such that ℓθ(ϕ) = ℓ(θ, ϕ, x, y ⊙ r, r).

B.2.1. CONVEXITY

Proposition B.2 (Convexity of ℓθ(ϕ;x, y⊙r, r)). For a fixed θ ∈ Θ, the negative observed log-likelihood ϕ 7→ ℓ(θ, ϕ;x, y⊙
r, r) is convex.

Proof. Let us remark that:

ℓθ(ϕ) = −
n∑

i=1

ri log p(yi|xi)ϕyi
−

n∑
i=1

(1− ri) log
∑
ỹ∈C

p(ỹ|xi)(1− ϕỹ)

= −
n∑

i=1

ri log p(yi|xi)ϕyi
−

n∑
i=1

(1− ri) log(−ϕkBi,k + Ci,k),

where Bi,k = p(yi = k|xi; θ) and Ci,k = Bi,k +
∑

ỹ∈C\{k} p(ỹ|xi; θ)(1− ϕỹ). Let us compute the Hessian H of F , such
that

H(ϕ) :=

(
∂2ℓθ

∂ϕℓ∂ϕk
(ϕ)

)
k,ℓ∈C

We have:

∀k ∈ C, ∂ℓθ
∂ϕk

(ϕ) = −

(
n∑

i=1

ri
1

ϕk
1yi=k −

n∑
i=1

(1− ri)
Bi,k

−ϕkBi,k + Ci,k

)
.

Thus,

∀k ∈ C, ∂2ℓθ
∂ϕk∂ϕk

(ϕ) =

n∑
i=1

ri
1

ϕ2
k

1yi=k +

n∑
i=1

(1− ri)
(Bi,k)

2

(−ϕkBi,k + Ci,k)2

∀ℓ ∈ C, ℓ ̸= k,
∂2ℓθ

∂ϕℓ∂ϕk
(ϕ) =

n∑
i=1

(1− ri)
Bi,kBi,ℓ

(−ϕkBi,k + Ci,k)2

In the following, let us denote Ai = −ϕkBi,k +Ci,k =
∑

ỹ∈C p(ỹ|xi; θ)(1− ϕỹ) We have now to prove that the Hessian is
positive-definite . As it is a symmetric matrix, we can show that ∀v ∈ Rk, v ̸= 0⃗, vTHv > 0.
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vTHv =

K∑
k=1

v2k
ϕ2
k

n∑
i=1

ri1yi=k +

K∑
k=1

v2k

n∑
i=1

(1− ri)
(Bi,k)

2

A2
i

+ 2
∑

1≤k<ℓ≤K

vkvℓ

n∑
i=1

(1− ri)
Bi,kBi,ℓ

A2
i︸ ︷︷ ︸

=T

> 0

The first term is trivially greater or equal to 0. Moreover, it is never equal to 0, if at least one sample is observed (nℓ > 0).
For the last two terms, note that:

T =

n∑
i=1

(
K∑

k=1

vkBi,k

√
(1− ri)

A2
i

)2

≥ 0

Remark B.3 (Domain of definition of ℓθ(ϕ;x, y ⊙ r, r)). We look at the natural domain of the negative observed log-
likelihood ϕ 7→ ℓ(θ, ϕ;x, y⊙r, r), for a fixed θ ∈ Θ. The goal is to know if we can minimize the function without constraint
on ϕ (if its domain of definition is included in [0, 1])

In (16), the first term implies ∀yi, p(yi|xi; θ)ϕyi
> 0 i.e. ϕk > 0, ∀k ∈ {1, . . . ,K}. The second term requires ∀i ∈

{nℓ + 1;n}, ∑
ỹ∈C

p(ỹ|xi; θ)(1− ϕỹ) > 0

⇔∀k ∈ {1, . . . ,K}, (1− ϕk)p(ỹ = k|xi; θ) +
∑

ỹ∈C\{k}

p(ỹ|xi; θ)(1− ϕỹ) > 0

⇔∀k ∈ {1, . . . ,K}, ϕk < 1 +
1

p(ỹ = k|xi; θ)

∑
ỹ∈C\{k}

p(ỹ|xi; θ)(1− ϕỹ)

As 1
p(ỹ=k|xi;θ)

∑
ỹ∈C\{k} p(ỹ|xi; θ)(1 − ϕỹ) > 0, this last inequality does not necessarily implies ϕk ≤ 1. Therefore, a

reparametrization trick or constrained optimization is essential. The domain of definition for ϕk, k ∈ {1, . . . ,K} of the
negative log-likelihood ℓ is then

Dϕk
=

0; 1 + min
i∈{1,...,n}

1

p(ỹ = k|xi; θ)

∑
ỹ∈C\{k}

p(ỹ|xi; θ)(1− ϕỹ)

 .

B.2.2. CONSISTENCY AND ASYMPTOTIC NORMALITY

The consistency and asymptotic normality of the maximum likelihood estimator is obtained by applying Theorem 5.7 and
Theorem 5.23 of (Van der Vaart, 1998). Let us assume the following:

A3. We can interchange differentiation with respect to ϕ and integration over (x, y, r).

A4. ∀k ∈ C, there exists a compact interval Uk such that ϕk ∈ Uk ⊂ ]0, 1[.

To get the results, we need first to show the identifiability of the statistical model Pϕ = {p(r|y ⊙ r;ϕ) : ϕ ∈ Φ} and the
nonsingularity of the Fisher information Iϕ⋆ , with ϕ⋆ the oracle point (i.e. ϕ⋆ = argminϕ∈Φℓθ(ϕ)).
Lemma B.4 (Identifiability of Pϕ). The model Pϕ is identifiable.

Proof. Let us consider ϕ, ϕ′ ∈ Φ such that p(r|y ⊙ r;ϕ) = p(r|y ⊙ r;ϕ′).

p(r|y ⊙ r;ϕ) = p(r|y ⊙ r;ϕ′),∀y, r

⇔ rϕy +
∑
ỹ

(1− r)(1− ϕỹ) = rϕ′
y +

∑
ỹ

(1− r)(1− ϕ′
ỹ), ∀y, r

⇔ r(ϕy − ϕ′
y) +

∑
ỹ

(1− r)(ϕ′
y − ϕỹ) = 0, ∀y, r

The case r = 1 leads to ϕy = ϕ′
y,∀y.
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Lemma B.5 (Nonsingularity of the Fisher information Iϕ⋆). Under Assumption A3., the Fisher information at the oracle
point ϕ⋆ is nonsingular.

Proof. Assumption A3. implies that ∀ℓ, k ∈ C, (Iϕ⋆)(ℓ,k) = −Ex,y,r

[
∂2 log ℓθ
∂ϕℓ∂ϕk

(ϕ⋆)
]
= − 1

nEx,y,r[(H(ϕ))(ℓ,k)]. We can
simply use the strict convexity of the function ϕ 7→ ℓθ(ϕ) proved in Proposition B.2.

Proposition B.6 (Consistency of ϕ̂L). Under Assumption A4., the maximum likelihood estimator ϕ̂L defined in (9) is
consistent, for a fixed θ ∈ Θ.

Proof. As said in Section 5.5 of Van der Vaart (1998) for the application to the maximum likelihood estimators, the method
consists of applying Theorem 5.7 of Van der Vaart (1998) by noting that the MLE is a M-estimator: ϕ̂L ∈ argminϕ∈ΦMn(ϕ),

with Mn(ϕ) =
1
n

∑n
i=1 log

p(xi,yi⊙ri,ri;ϕ
⋆)

p(xi,yi⊙ri,ri;ϕ)
and M(ϕ) = E

[
log p(x,y⊙r,r;ϕ⋆)

p(x,y⊙r,r;ϕ)

]
.

• We have the identifiability of Pϕ by Lemma B.4. We also have the strong identifiability, which is equivalent to the
identifiability, since the restricted set of Φ, ⊗k∈CUk, is compact (see Assumption A4.).

• We have to show that the uniform weak law of large numbers hold for the function ϕ 7→ log p(xi,yi⊙ri,ri;ϕ
⋆)

p(xi,yi⊙ri,ri;ϕ)
, i.e.

supϕ∈Φ|Mn(ϕ)−M(ϕ)| P−→
n→+∞

0.

Following Theorem 4.2 of Wainwright (2019), a sufficient condition is that there exists M > 0 sucht that,∣∣∣log p(x,y⊙r,r;ϕ⋆)
p(x,y⊙r,r;ϕ)

∣∣∣ < M, ∀ϕ, x, y, r, i.e. the uniform boundedness. We will prove that there exists M1,M2 > 0

such that M1 ≤ p(x,y⊙r,r;ϕ⋆)
p(x,y⊙r,r;ϕ) ≤ M2.

We have
p(x, y ⊙ r, r;ϕ⋆)

p(x, y ⊙ r, r;ϕ)
=

rϕ⋆
y + (1− r)

∑
ỹ(1− ϕ⋆

ỹ)

rϕy + (1− r)
∑

ỹ(1− ϕỹ)

Using Assumption A4., we get M1 = min
(

mink ak

maxk bk
, 1−maxk bk
1−mink ak

)
and M2 = max

(
1−mink ak

1−maxk bk
, maxk bk
mink ak

)
• By identifiability of the statistical model Pϕ, we have: M(ϕ) = M(ϕ⋆) implies ϕ = ϕ⋆. Therefore ∀ϕ ̸= ϕ⋆,M(ϕ) >
M(ϕ⋆) and the function ϕ 7→ M(ϕ) admits a strict minimum in ϕ0.

Proposition B.7 (Asymptotic normality of ϕ̂L). Under Assumption A3. and A4., the maximum likelihood estimator ϕ̂L

defined in (9) is asymptotically normal, for a fixed θ ∈ Θ.

Proof. The proof directly follows from Theorem 5.39 of Van der Vaart (1998) (Corollary of Theorem 5.23 for the maximum
likelihood estimators). To apply the theorem, we check the following conditions:

• The statistical model Pϕ = {p(r|y ⊙ r;ϕ) : ϕ ∈ Φ} is differentiable in quadratic mean at ϕ⋆, because p(r|y ⊙ r;ϕ) =
rϕy +

∑
ỹ(1− r)(1− ϕỹ) is trivially twice differentiable.

• The score function S(ϕ; r, y ⊙ r) is uniformly bounded in y, r and ϕ, ranging over a compact and continuous in ϕ
forall y, r, i.e. we want to show that there exists a real number M ,

∥S(ϕ; r, y)∥1 =

K∑
k=1

∣∣∣∣∂ log p(r|y ⊙ r;ϕ)

∂ϕk

∣∣∣∣ ≤ M,∀ϕ, y, r

The score function for its coordinate k is: S(ϕk; r, y ⊙ r) = ∂ log p(r|y⊙r;ϕ)
∂ϕk

=
r1y=k−(1−r)

rϕy+(1−r)
∑

ỹ(1−ϕỹ)
. If r = 1, this

amounts to bound 1/ϕk and if r = 0, this amounts to bound 1∑
ỹ(1−ϕỹ)

≤ 1
K(1−maxk ϕk)

. Using Assumption A4. is

sufficient to get the bound. Let us denote Uk = [ak, bk],∀k ∈ C, one has ak ≤ ϕk ≤ bk∀k ∈ C and we can choose for
the bound M = Kmax

(
1

mink ak
, 1
K(1−maxk bk)

)
.
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• By Lemma B.5, the Fisher information Iϕ⋆ is nonsingular.

• By Proposition B.6, the estimator ϕ̂L is consistent.

B.3. Consistency of the SSL risk

Proposition B.8 (Consistency of the risk). If ϕ̂ is a consistent estimator of ϕ and if the mechanism is well specified, the
risks R̂ϕ̂ and R̂SSL

ϕ̂
(θ) are consistent estimators of the theoretical risk R(θ) = E[ℓℓ(θ;x, y)].

Proof. We prove the results for the IPW estimator R̂ϕ̂ (the proof is similar for R̂SSL
ϕ̂

(θ)).

It is a simple application of the law of large numbers, using the unbiasedness of the estimator (by Proposition 3.1).

We have:

1

n

n∑
i=1

ri
ℓℓ(θ;xi, yi)

ϕ̂yi

=
1

n

n∑
i=1

ri
ℓℓ(θ;xi, yi)

ϕyi

+ oP(1)
P−→

n→+∞
E

[
r
ℓℓ(θ;x, y)

ϕy

]
= E [ℓℓ(θ;x, y)]

C. Additional numerical experiments
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Figure 3. MNAR labels on MNIST (Settings S1. and S2.)

Table 6. Test accuracy and test loss on MNIST, Setting S1..

METHOD LOSS ACCURACY MSE ϕ

PSEUDOLABEL 0.259± 0.034 95.48± 0.16 0.318
DEPSEUDOLABEL 0.237± 0.045 95.69± 0.06 0.318

CADR 0.272± 0.046 95.40± 0.33 0.014± 0.004
MLE (OURS) 0.249± 0.050 95.59± 0.40 0.031± 0.009
MEG (OURS) 0.240± 0.029 95.69± 0.80 0.004± 0.001
ME (OURS) 0.240± 0.027 95.34± 0.26 0.013± 0.001
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Figure 4. Accuracy per class on MNIST, Setting S2..
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Figure 5. Accuracy per class on CIFAR-10, Setting S2..
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Table 7. Test accuracy and test loss for CIFAR10, Setting S2..

METHOD LOSS ACCURACY

COMPLETE CASE FIXMATCH 1.647 ± 0.025 68.26 ± 0.56

FIXMATCH 0.426 ± 0.017 90.91 ± 0.12
DEFIXMATCH 0.536 ± 0.020 89.71 ± 0.16

FIXMATCH + CADR 0.452 ± 0.006 91.14 ± 0.30
FIXMATCH + ME (OURS) 0.321 ± 0.016 91.88 ± 0.24

Table 8. Test accuracy and test loss for CIFAR10 varying the proportion of labeled data. There is the same number of unlabeled data per
class (4000); only the number of labeled data per class varies, following zthe formula in Section 5 with γ = 10 and n1 = 100, 400, 1000.

PROPORTION LABELED 10% 4% 1%

METHOD LOSS ACCURACY LOSS ACCURACY LOSS ACCURACY

PSEUDOLABEL 0.296 93.1 0.347 92.47 0.474 90.55
DEPSEUDOLABEL 0.3052 92.95 0.3152 93.24 0.4036 92.29

CADR 0.299 93.22 0.341 92.87 0.472 89.78
ME (OURS) 0.249 93.99 0.259 93.83 0.342 92.51
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Figure 6. Accuracy per class on dermaMNIST.

Table 9. Accuracy and Loss in the test set on dermaMNIST.

METHOD LOSS ACCURACY ACCURACY NAEVI MSE ϕNEVI

PSEUDOLABEL 1.34± 0.16 57.72± 1.95 66.14± 5.86 0.80

CADR 1.42± 0.060 49.36± 1.91 50.41± 5.38 0.77± 0.02
MLE (OURS) 0.993± 0.020 66.4± 0.81 91.16± 2.26 0.34± 0.03
MEG (OURS) 1.19± 0.148 66.65± 1.76 93.54± 2.30 0.42± 0.08
ME (OURS) 1.24± 0.087 65.8± 0.78 85.91± 3.05 0.38± 0.15

CADR (p(y) KNOWN) 1.57± 0.12 49.44± 3.27 55.40± 3.39
ALGORITHM 2 (p(y) KNOWN) 0.943± 0.029 68.83± 0.26 96.12± 1.20
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Table 10. Accuracy and Loss in the test set on noduleMNIST3D

METHOD LOSS SPECIFICITY (BEGNIN) SPECIFICITY (MALIGN) MSE ϕ

PSEUDOLABEL 0.389 91.06 54.69 0.0627

CADR 0.48 80.08 81.25 0.0143
MLE (OURS) 0.359 87.80 71.88 0.0001
MEG (OURS) 0.353 83.74 76.56 0.0199
ME (OURS) 0.355 86.99 78.13 0.0002
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Figure 7. MNAR labels on noduleMNIST (see Section 5.2 for an explanation of the missing-data scenario)
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