Under review as a conference paper at ICLR 2025

REPLAY CONCURRENTLY OR SEQUENTIALLY? A THE-
ORETICAL PERSPECTIVE ON REPLAY IN CONTINUAL
LEARNING

Anonymous authors
Paper under double-blind review

ABSTRACT

Replay-based methods have shown superior performance to address catastrophic
forgetting in continual learning (CL), where a subset of past data is stored and
generally replayed together with new data in current task learning. While seem-
ingly natural, it is questionable, though rarely questioned, if such a concurrent
replay strategy is always the right way for replay in CL. Inspired by the fact in
human learning that revisiting very different courses sequentially before final ex-
ams is more effective for students, an interesting open question to ask is whether a
sequential replay can benefit CL more compared to a standard concurrent replay.
However, answering this question is highly nontrivial considering a major lack of
theoretical understanding in replay-based CL methods. To this end, we investigate
CL in overparameterized linear models and provide a comprehensive theoretical
analysis to compare two replay schemes: 1) Concurrent Replay, where the model
is trained on replay data and new data concurrently; 2) Sequential Replay, where
the model is trained first on new data and then sequentially on replay data for
each old task. By characterizing the explicit form of forgetting and generalization
error, we show in theory that sequential replay tends to outperform concurrent re-
play when tasks are less similar, which is corroborated by our simulations in linear
models. More importantly, our results inspire a novel design of a hybrid replay
method, where only replay data of similar tasks are used concurrently with the
current data and dissimilar tasks are sequentially revisited using their replay data.
As depicted in our experiments on real datasets using deep neural networks, such
a hybrid replay method improves the performance of standard concurrent replay
by leveraging sequential replay for dissimilar tasks. By providing the first com-
prehensive theoretical analysis on replay, our work has great potentials to open up
more principled designs for replay-based CL.

1 INTRODUCTION

Continual learning (CL) (Parisi et al., [2019) seeks to build an agent that can learn a sequence of
tasks continuously without access to old task data, resembling human’s capability of lifelong learn-
ing. One of the major challenges therein is the so-called catastrophic forgetting (Kirkpatrick et al.,
2017), i.e., the agent can easily forget the knowledge of old tasks when learning new tasks. A large
amount of studies have been proposed to address this issue, among which replay-based approaches
(Rolnick et al.| 2019) have demonstrated the state-of-the-art performance. The main idea behind is
to store a subset of old task data in the memory and replay them when learning new tasks, where a
widely adopted strategy for training is concurrent replay (Evron et al.| 2024), i.e., train the model
concurrently on new task data and the replay data.

While the concurrent replay strategy seems very natural and has shown successful performance to
address catastrophic forgetting, it is indeed questionable whether this strategy is always the right
way for replay in CL as we consider the following aspects. 1) From the perspective of human
learning. In daily life, a common strategy to prevent forgetting is to review old knowledge. For
example, suppose a student needs to learn a series of topics over a semester before taking an exam,
and each topic corresponds to one task in CL. Intuitively, if these topics are highly related to each
other, incorporating the knowledge of old topics into learning a new topic can be an effective strategy
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to strengthen the new learning and simultaneously reduce the forgetting of old knowledge, which is
analogous to concurrent replay. However, if the topics are very different from each other, a common
practice that a student often takes is to learn new topics first and then go over old topics to mitigate
the forgetting. Here, such a sequential replay may lead to better outcome in the exam. 2) From the
perspective of multi-task learning. Learning multiple tasks all at once may lead to poor learning
performance due to the potential interference among gradients of different tasks |Yu et al.| (2020),
whereas standard CL without regularization and replay may even achieve less forgetting for more
dissimilar tasks|Lin et al.[(2023)). Thus motivated, an interesting and open question to ask is:

Question: Whether sequential replay will serve as an appealing replay strategy to complement the
standard concurrent replay, and when will it be advantageous over concurrent replay for CL?

To answer this question from a theoretical perspective, we study replay-based CL through the lens of
overparameterized linear models to gain useful insights, by following a recent series of theoretical
studies in CL (Lin et al., |2023; Evron et al., 2022;|Ding et al.,|2024; |Li et al.,[2024). However, none
of those previous studies analyzed the replay-based methods. The only theoretical work that studied
the replay-based methods is the recent concurrent work (Banayeeanzade et al., 2024)). But this work
considered only the standard concurrent replay method, not from the new perspective of sequential
replay.

In this work, to capture the idea and advantage of sequential replay, we propose a novel replay
strategy, in which the agent sequentially revisits each old task and trains the model with the corre-
sponding replay data after the current task is well learned.

Main Contributions. We summarize our main contributions as follows.

* First of all, we provide the first explicit closed-form expressions for the expected value of
forgetting and generalization error for both concurrent replay strategy and sequential replay
strategy under an overparameterized linear regression setting. Note that the blending of samples
from old tasks in concurrent replay introduces significant intricacies related to task correlation
in theoretical analysis. To address this challenge, we partition training data into blocks based on
different tasks, which enables us to further calculate the task interference using the properties of
block matrix. In particular, our theoretical results demonstrate how the performance of replay-
based CL is affected by various factors, including task similarity and memory size.

» Secondly, we propose a novel replay strategy, i.e., sequential replay, to sequentially revisit old
tasks after the current task is fully learned. By characterizing the explicit closed-form expres-
sions for the expected forgetting and generalization error for sequential replay and comparing
with the concurrent replay, we give an affirmative answer to the open question above. More
importantly, we rigorously characterize the conditions when sequential replay can benefit CL
more than concurrent replay, in terms of both forgetting and generalization error, which is also
consistent with our motivations above: Sequential replay outperforms concurrent replay if tasks
in CL are dissimilar, and the performance improvement is larger when the tasks are more dis-
similar. Numerical simulations on linear models further corroborate our theoretical results.

 Last but not least, our theoretical insights can indeed go beyond the linear models and guide
the practical algorithm design for replay-based CL with deep neural networks (DNNs). More
specifically, we merge the idea of sequential replay into standard replay-based CL with concur-
rent replay, leading to a hybrid replay approach where 1) old tasks dissimilar to the current task
will be revisited by using sequential replay (guided by our theory that suggests more benefit
if dissimilar tasks are revisited sequentially) and 2) the replay data for the remaining old tasks
(that are sufficiently similar to the current task) will still be used concurrently with current task
data. Our experiments on real datasets with DNNs verify that our hybrid approach can perform
better than concurrent replay and the advantage is more apparent when tasks are less similar.

2 RELATED WORK

Empirical studies in CL. CL has drawn significant attention in recent years, with numerous em-
pirical approaches developed to mitigate the issue of catastrophic forgetting. Architecture-based ap-
proaches combat catastrophic forgetting by dynamically adjusting network parameters (Rusu et al.,
2016)) or introducing architectural adaptations such as an ensemble of experts (Rypesc et al.| [2024)).
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Regularization-based methods constrain model parameter updates to preserve the knowledge of pre-
vious tasks (Kirkpatrick et al., [2017; [Magistri et al., 2024). Memory-based methods address forget-
ting by storing some information of old tasks in the memory and leveraging the information during
current task learning, which can be further divided into orthogonal projection based methods and
replay-based methods. The former stores gradient information of old tasks and uses this to mod-
ify the optimization space for the current task (Saha et al.l [2021} [Lin et al., 2022), while the latter
stores and reuses a tiny subset of representative data, known as exemplars. Critical design consider-
ations in empirical replay-based methods mainly include varying exemplar sampling and utilization
schemes. Exemplar sampling methods involve reservoir sampling (Chrysakis & Moens| [2020) and
an information-theoretic evaluation of exemplar candidates (Sun et al., |2022). Some other work
such as|Shin et al.[(2017) retains past knowledge by replaying “pseudo-data” constructed from input
data instead of storing raw input. Replay methods mostly assume a concurrent training scheme that
trains the model using a mix of input data and sampled exemplars (Dokania et al., [2019; Rebuffi
et al.l 2017} |Garg et al.| |2024). Other exemplar utilization methods include |Lopez-Paz & Ranzato
(2017) and |Chaudhry et al.| (2018])), which use exemplar to impose constraints in the gradient space.

Theoretical studies in CL. Compared to the vast amount of empirical studies in CL, the theoretical
understanding of CL is very limited but has started to attract much attention very recently. |Bennani
et al.| (2020); Doan et al.| (2021) investigated CL performance for the orthogonal gradient descent
approach in NTK models theoretically. [Yin et al.| (2020) focused on regularization-based methods
and proposed a framework, which requires second-order information to approximate loss function.
Cao et al|(2022); Li et al[(2022) characterized the benefits of continual representation learning from
a theoretical perspective. [Evron et al.[ (2023) connected regularization-based methods with Projec-
tion Onto Convex Sets. Recently, a series of theoretical studies proposed to leverage the tools of
overparameterized linear models to facilitate better understanding of CL. Evron et al|(2022) studied
the performance of forgetting under such a setup. After that, [Lin et al.| (2023) characterized the
performance of CL in a more comprehensive way, where they discuss the impact of task similarities
and the task order. |Goldfarb & Hand| (2023) illustrated the joint effect of task similarity and over-
parameterization. Zhao et al.|(2024) provided a statistical analysis of regularization-based methods.
More recently, [Li et al.|(2024) further theoretically investigated the impact of mixture-of-experts on
the performance of CL in linear models.

Different from all the previous studies, we seek to fill up the theoretical understanding for replay-
based CL. Note that one concurrent study Banayeeanzade et al.|(2024]) also investigates replay-based
CL in overparameterized linear models with concurrent replay. However, one key difference here is
that we propose a novel replay strategy, i.e., the sequential replay, and theoretically show its benefit
over concurrent replay for dissimilar tasks. Our theoretical results further motivate a new algorithm
design for CL in practice, which demonstrates promising performance on DNNs.

3 PROBLEM SETTING

We consider a common CL setup consisting of 7" tasks where each task arrives sequentially in time
t € [T] and is learned sequentially by one model. Here [T'] := {1,2,..., T} for any positive integer
T. Let I, denote the p x p identity matrix and let ||-|| denote the ¢2-norm.

Data Model. We adopt the setting of linear ground truth which is commonly used in the theoretical
analysis of various machine learning methods including CL (e.g., Lin et al.| (2023))). Specifically,
For each task ¢ € [T'], a sample (&, y;) is generated by a linear ground truth model:

AT A~

Y = T, Wi + 2, (D
where &; € R denotes s; true features, y; € R denotes the output, w* € R®* denotes the ground
truth parameters, and z; € R denotes the noise. Notice that in practice, true features are unknown,
and typically more features are selected to ensure that all relevant features are included. Mathe-

matically, letting S; denote the set of true features of task ¢ and letting V¥ denote the set of chosen
features in our model. We assume J;c(7 St © W. We use p to denote the number of chosen

features, i.e., WW| = p. (Of course, Ute[T] Sy € W implies that p > max;¢[7] s¢.) With this as-
sumption, we expand w; € R to a sparse p-dimensional vector w; € RP by filling zeros in the
positions corresponding to W\S;. Thus, eq. (1) can be written as:

Y =z, wi + 2, 2)
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where x;, w; € RP. In other words, (x;, y;) is the sample used in the training process.

Dataset. For each task ¢ € [T7, there are n; training samples (¢, Yt,i)icn,]- We stack those
samples into matrices/vectors to obtain the dataset D; = {(X;,Y;) € RP*™ x R™}, By eq. (2),
we have

Y: = X[ w + 2z, 3)
where X := [iﬁt,l Ty - xt,nt]» Y, = [yt,l Yt,2 " yt,nt]—ra and z; = [Zt,l 2ttt Zt,nt]—r~ To
simplify our theoretical analysis, we consider i.i.d. Gaussian features and noise, i.e., each element
of X, follows i.i.d. standard Gaussian distribution, and z; ~ N(0,071,,) where o; > 0 denotes
the noise level. To make our result easier to interpret, we let 0, = o and n, = n forall ¢ € [T].

Memory. For any task ¢ > 2, besides D, the agent has an overall memory dataset M, that contains
separate memory datasets M, ; for each of the previous tasks i € [t — 1], i.e., M; = Uf;i My
where M, ; = (X,;;,Y:,) € RP*M¢i 5 RMti denotes the samples from previous task i and we
define M, ; as the number of samples in M, ;. In most CL applications, the memory space is fully
utilized and the memory size does not change over time. We denote this memory size by M that
does not change with ¢. In this case, we have Z:;i M; ; = M for any ¢t > 2. In this work, we focus
on the situation in which the memory data are all fresh and have not been used in previous training.
We equally allocate the memory to all previous tasks at each time ¢, i.e., M ; = ﬁ fori e [t—1].

For simplicity, we assume % is an intege forany t € {2,3,--- ,T}.

Performance metrics. We first introduce the model error of parameter w over task i’s ground truth
as:

Li(w) = |[w —wi|*. )
The performance of CL is measured by two key metrics, which are forgetting and generalization
error. To define these metrics, we let w; be the parameters of the training result at task ¢.

1. Forgetting: It measures the average forgetting of old tasks after learning the new task. In our
setup, forgetting at task 7" w.r.t. previous tasks [T — 1] is defined as follows.

=
=1

2. Generalization error: It measures the overall model generalization after the final task is learned.

In our setup, generalization error is defined as follow.

1 T
i=1

The definitions are consistent with the standard CL performance measures in experimental studies,
e.g., (Saha et al., [2021).

4 A NOVEL SEQUENTIAL REPLAY VS. POPULAR CONCURRENT REPLAY

In this section, we first introduce the popular concurrent replay strategy that is widely used in current
CL applications to mitigate catastrophic forgetting. We will then propose a novel sequential replay
strategy, which may have appealing advantage compared to concurrent replay.

To describe these replay strategies, recall we denote w; as the parameters of the training result at
task ¢, which will be used as the initial point for the next task ¢ + 1 at each time ¢ 4 1. The initial
model parameter of task 1 is set to be 0, i.e., wg = 0. The training loss for task ¢ is defined by mean-
squared-error (MSE). We focus on the over-parameterized case, i.e., p > n; + M;. It is known that
the convergence point of stochastic gradient descent (SGD) for MSE is the feasible point closest to
the initial point with respect to the ¢5-norm, i.e., the minimum-norm solution.

Concurrent replay. We first introduce the popular concurrent replay strategy as follows. At each
task ¢ > 2, we apply SGD on the current data set and the memory dataset jointly to update the

"We note that without the assumption of % € Z, memory can still be allocated as equally as possible,

resulting in only a minor error. Our theoretical results remain of referential significance.
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Figure 1: An illustration of concurrent replay and sequential replay.

model parameter. Specifically, as illustrated in Figure[I] at time ¢, we minimize the MSE loss via
SGD on the combined dataset D; | ) M with the initial point w;_; and obtain the convergent point
w;, which can be written as

wy =argmin |w —wi_q|* st X w=Y,, X, jw=Y,,, forall iclt—1]. (7)
w :

Novel sequential replay. In scenarios where previous tasks are very different from the current task,
concurrent replay may result in contradicting gradient update directions, and can hurt the knowledge
transfer among tasks. Consequently, concurrent replay may not always perform well. This motivate
us to propose a replay strategy that sequentially replay history tasks one by one after training the cur-
rent task, analogously to the way how a student reviews previously learned topics to avoid forgetting
before exams.

To formally describe the training (see Figure[I|for an illustration), at each task ¢t > 2, we first train on

the current dataset D, to learn the new task and converge to the initial stopping point wt(o). Then, for
i=1,2,...,t—1, we start from the previous stopping point wngl) and train on the memory dataset
M, ; to converge to the next stopping point. Eventually, w; is obtained after revisiting all memory

sets, i.e., Wy = w,gt 2 . We define XtO = X, Y}o =Y, and w( b = w;_1. Then, the training
process is equivalent to solve the following optimization problems recurswely fork=0,1,...,t—1:

wt(k)—argmlnH'w wtk 1)H s.t. X W = Y}Z )

5 MAIN RESULTS

The main theoretical results in this work consist of two parts. First, we derive closed forms of
the expected value of forgetting and generalization error for both concurrent and sequential replay
methods. Second, based on those closed forms, we compare the performance of these two replay-
based schemes, concluding that sequential replay outperforms concurrent replay when tasks are
more dissimilar.

5.1 CHARACTERIZATION OF FORGETTING AND GENERALIZATION ERROR

In replay-based CL methods, the interference among tasks throughout the entire training process is
highly intricate, primarily due to the presence of the memory dataset. This introduces an unavoidable
challenge in understanding the impact of memory on the performance of replay-based methods. In
the following theorem, we first present a common performance structure shared by both concurrent
replay and sequential replay methods. The specific forms of the coefficients in the performance
expressions will be provided later.

Theorem 1. Under the problem setups considered in this work, the expected value of the forgetting
and the generalization error at time T' > 2 in both replay-based methods take the following forms.

Fr= ot Zcznw PSS Y el -

i=1 j,k<T—-1

T—1
gt Z (noiser (o) — noise; (o)) | ,
i=1
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|2 + noiser (o), )

Gr =7 dOTan PeS S doer |wt — wi

i=1 j,k<T

where the coefficients are provided in Propositions[I|and[2] respectively, for concurrent and sequen-
tial replay methods.

Theorem [I)indicates that since both concurrent and sequential methods are replay-based, they share
the same high-level performance dependence on the system parameters. It can be seen that both
of their forgetting and generalization error consist of the following three components. The first
component exhibits the form of C|lw}||? for some constant C. This component arises from the
error associated with linear regression and is independent of the influence of other tasks. The second
component captures the impact of task dissimilarities, representing the interference among different
tasks during the training process. Extracting central information from this component is particularly
useful for understanding how task dissimilarity affects the comparison between the two replay-based
methods, which is the focus of Section The third part captures the impact of the noise level.

In order to facilitate the comparison between the two replay-based methods, in the following two
propositions, we provide the exact expressions for the coefficients in Theorem[I] We first provide the
coefficients determining the generalization error as follows. To clarify, we note that the following
proposition holds for all ¢t € [T7].

Proposition 1. Under the problem setups considered in this work, the coefficients that express the
expected value of generalization error Gy take the following forms.

dgc;foncurrent) _ T07‘§\Zl7 d(sequential) _ ToA(t o 1)
1
(1—ro)riy” ' + Zt . fz)gBl
rl, B? ry, nB . .
+Zl OppnMILIl 1+p71\7§7M7ll lf Je[t_”’k:
k

e = (1= ro) + ;AP i oj=tk=i

zlo% if j<kandj. kit

o B if j<kandjk+#i

(1 —rg)A(t—1) +Z§;§ A1 —-B)=2B, if j=1k=i
d(sequentlal) _ (1 *7'0)(1 *Bt ])]71A(t*j) lf ] = 2,3,...,t7 1,

KA + AW - BB, and k = i
(1=ro)(1 - Bo)t-! if j=tk=i
t—2
noisel™ """ (o) = rort P A(n, o) + Z rhiA(n + M, o),
1=0
t—2 t—1 M
noise ™" (o) =Y A1) |> (1 - Bo)t—l-lA(t—l, o)+ (1 — By)' 'A(n, 0)1 .
1=0 =1 N
n+a . 1 —1 t—1—1 ac?
where r, == (1 -k ) By = ﬁ Ala) =TS, {(1 - B ro}, Aa,0) = ;2%—.

By substituting ¢ = T', we obtain the expressions of coefficients in Theorem [[] We provide the
coefficients determining the forgetting in the following proposition.

Proposition 2. Under the problem setups considered in this work, the coefficients that express the
expected value of forgetting in Theorem[l|take the following forms:

ci =dor —do; and  cijx = dijrr — dijri,
where dy and d; ;i are defined in Proposition
The above two propositions will be useful in Section to compare between concurrent and se-
quential replay methods. Here, we first draw some basic insights from these expressions. (i) It is

straightforward to verify that by letting M = 0, both training methods yield the same result, which
is consistent with the memoryless case shown by [Lin et al.| (2023). (ii)) We can also observe that low
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task similarity negatively impacts model generalization, as d;;,7 are non-negative. (iii) We observe
that the expected value of both forgetting and generalization error approach to 0 when p — 0.
This implies that a model with substantial capacity (i.e., when p is sufficiently large) will facilitate
effective learning for each task, which can also alleviate the negative impact of task dissimilarity.

5.2 COMPARISON BETWEEN CONCURRENT REPLAY AND SEQUENTIAL REPLAY

The main challenge to compare the performance between the two replay-based methods lies in the
complexity of the second term, which captures how the task similarity as well as memory data
affect the performance. Here the task similarity is characterized by the distance between the true
parameters for two tasks. In this section, we will first study a simple case with two tasks, i.e., when
T = 2, to build our intuition, and then extend to the case with general 7" based on the central insight
obtained in the simple case.

Two-task Case (T" = 2): Following Theorem [I] the performance of both replay methods shares the
following common form:

Fy = ¢ ||w?|)? + é |Jw? — w}||® + noisea () — noise (o),
15 * * 1 * * :
Gy = §d1(|\w1||2 + Jw3]*) + 5d2 |w} — w3 + noisez (),

where ¢1, ¢o, d}, Jg are some constants. The specific forms of the coefficients in the above equation
are provided in Appendix [C| We take the forgetting as an example to analyze the comparison be-

tween the two methods. Based on the expressions, it can be observed that "™ < @eduentiab

and ¢@oneument) , plequential ryg at the high level, the task dissimilarity is sufficiently large (i.e.,

tasks are very different), then co will dominant the forgetting performance, and hence sequential
replay will have less forgetting than concurrent replay (because 5™ > @Geaentiahy - Alerna-
tively, if the tasks are very similar and the noise is small, then ¢; will dominate the performance, and
concurrent replay will yield less forgetting. Similar observations can be made for the generalization

J(concurrent) < CZ(lsequenlial) and (i(;oncurrem) > d(;equential)‘ The following theorem

error by noting that dy
formally establishes our high-level observations.

Theorem 2. Under the problems setups considered in the work, under the positive constants
&1, &2, 11, po with detailed forms given in Appendix[C] we have

FQ(ogncurrent) N F2(sequential) ifand only lf 51 ||'wf i w;”2 + 520_2 > ||wr||2’

G(Qconsurrem‘) > G(Qxequentl‘al} lfai’ld OI’lly lf L1 ||w>1;< _ ’U);||2 + /J/20'2 > Hw>1;<||2 )

Theorem [2] provably establishes an intriguing fact that the widely used concurrent replay may not
always perform better, and sequential replay can perform better when tasks are more different from
each other. We further elaborate our comparison between the two methods for the case with 7' = 2
in Appendix [C] (where the impact of noise is also considered) and with 7' = 3 in Appendix [D)). The
insights obtained from Theorem [2]can also be extended to the general case as follows.

General Case (T > 2): Comparing the performance in two replay methods provided in Theorem ]
under general T is significantly more challenging, because the mathematical expression of the co-
efficients become highly complex. However, our insights obtained from the two-task case can still
be useful, i.e., sequential replay tends to performance better when tasks are very different. To see
this, we consider the expected value of the forgetting and the generalization error on an individual
prior task 4, which is E[£;(w;)] — E[L;(w;)] and E[L;(w;)] respectively. We observe the facts

similar to the case with T = 2. Specifically, it can be shown that the coefficients presented in The-
(concurrent) (sequential) and d(_concurrent) > d(sequenlial) (concurrent) < Cgsequenlial)

orem satisfy c; ik > Cig i kT kT , whereas c;
and d&reme < gledueni@ for general 7' under certain conditions. These observations suggest
that if the tasks are all very different from each other, then sequential replay will have smaller
forgetting and generalization error than concurrent replay because o) - (sequential) o g

: ijk ijk
g‘}:;”“em) > dg?,g;en“al) will dominate the comparison. While it is challenging to provide an exact

closed-form characterization of the conditions under which sequential replay outperforms concur-
rent replay, the following theorem presents an example setting where sequential replay outperforms
concurrent replay, based on the understanding outlined above.
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Theorem 3. Under the problem setups in this work, suppose the ground truth w; is orthonormal to
each other for i € [T], M > 2, and p = O(T*n>M?). Then we have:

(concurrent) (sequential) (concurrent) (sequential)
Fr > Frp G > Gy .

and

In Theorem 3] orthonormal w; is an extreme case to have very different tasks. Typically, since the
forgetting and generalization error are continuous functions of the task dissimilarity, we expect that
in the regime that the tasks are highly different, sequential replay will still be advantageous to enjoy
less forgetting and smaller generalization error, and such an advantage should be more apparent as
tasks become more dissimilar. To explain this, we consider the generalization error as an example.
Assuming that the norm of ground truth is fixed, a higher level of task dissimilarities exacerbates
the generalization error since each coefficient d; 7 is positive for both training methods. However,
a weaker dependence on task similarities indicates that the generalization error of sequential replay
grows slower than concurrent replay as tasks become more dissimilar, resulting advantage for se-
quential replay to enjoy smaller generalization error. A similar reason is applicable to the forgetting
performance, although it is important to note that c;;, is not always positive. These facts are further
verified by our numerical simulation in Section[6.1}

Remark. It is clear that the order in which old tasks are replayed after current task learning is very
important under the framework of sequential replay, which affects both forgetting and generalization
errors. Needless to say, the sequential order considered in this work, where tasks are reviewed from
the oldest to the newest, is not necessarily the optimal strategy for sequential replay, where however
has already demonstrated exciting advantages over concurrent replay. How to design an effective
replay order to achieve better performance is a very interesting yet challenging future direction.

6 EXPERIMENTAL STUDIES AND IMPLICATIONS ON PRACTICAL CL

In this section, we first conduct experiments on linear models to verify our theoretical results. Next,
and also more interestingly, we show that our theoretical results can guide the algorithm design of
CL in practice, where a novel replay-based CL algorithm is proposed and evaluated with DNNs.

6.1 SIMULATION ON LINEAR REGRESSION MODELS

Following our theoretical investigation, we consider the CL setup where each task is a linear regres-
sion problem, and set 7' = 5, p = 500, n = 24, 0 = 0, M = 24. We construct several sets of ground
truth on the unit sphere defined by ||w?||> = 1, with consistent task similarity, i.e., ||w} — w}|* is
constant and same for any two tasks with j £ . The comparisons between theoretical results and
simulation results are shown in Figure 2] in terms of both forgetting and generalization error. Here
the theoretical results are calculated using eqs. (33)) to (36). For the simulation results, we evaluate
the forgetting and generalization error based on the solutions after solving each task, and calculate
the empirical expectation over 10? iterations.

Several important insights can be immediately obtained from Figure[2} 1) Our theoretical results ex-
actly match with our simulation results, which can clearly corroborate the correctness of our theory.
2) When tasks are similar, i.e., the task gap ||w} — w||* is small than some threshold, concurrent
replay is better than sequential replay. However, when tasks become dissimilar, sequential replay
starts to outperform concurrent replay in terms of both forgetting and generalization error. And the
advantage of sequential replay becomes more significant as the task gap increases, which also aligns
with our theoretical results.

6.2 A NEW ALGORITHM DESIGN FOR CL IN PRACTICE

Our theoretical results not only rigorously characterize replay-based CL in overparameterized linear
models, but also shed light on the algorithm design for practical CL with real datasets and DNNs.
As our theory suggests that sequential replay can benefit CL more than concurrent replay when
tasks are dissimilar, an interesting idea and a potential way to improve the performance is to merge
sequential replay into replayed-based CL with concurrent replay. Thus inspired, we propose a novel
hybrid replay framework, which adapts between concurrent replay and sequential replay for each
task based on its similarity with old tasks in the memory. More specifically, before learning a new
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Figure 2: Forgetting and Generalization Error vs Task Gap

task 7; , we first characterize its similarity with old tasks in the memory, and divide the old tasks
into two sets, i.e., M’ = that includes old tasks similar to 7, and MY, containing the remaining
old tasks which are deemed as dissimilar tasks to 7;. To learn 7z, we first apply concurrent replay
to train the model jointly with the data of 7; and the replay data of old tasks in M, , and then use
sequential replay to sequentially finetune the learned model using the replay data for each old task
in MY, . The general procedure is described in Algorithm

Algorithm 1 Hybrid Replay Training Framework

Require: Training data set D
1: procedure TRAIN(D)

2: M~ {} > Initialize empty replay buffer
3: 0 < Initialize DNN model parameters

4: for task 7; = 7o, ... do

5: if M # () then > If replay buffer is non-empty
6: Mim, Mais < DIVIDEBUFFER(M, D)

7: end if

8: 6 + CONCURRENTTRAIN(D; U M) > Train the new task data and similar

exemplars concurrently

o: for M; € My;s do
10: 0 < SEQUENTIALTRAIN(M,) > Train exemplars from dissimilar tasks
sequentially
11: end for
12: M~ MU M, > Update replay buffer with new exemplars M; ~ Dy
13: end for

14: end procedure

To verify the performance of the proposed hybrid replay framework, we consider a task-incremental
CL setup using the real-world dataset CIFAR-100 (Krizhevsky et al., |2009). where each task
a multi-class classification problem. Following recent work (Van de Ven et all [2022), we ran-
domly split the CIFAR-100 dataset into ten tasks {7, ..., 79}, each containing ten distinct classes,
later referred as Split-CIFAR-100. The objective for each task 7; is to classify between its ten
classes { Vi 0, ..., Vi,o} with the task label ¢ explicitly provided during training and testing. We use
ResNet18 as our base model to learn each task sequentially, where each task has a unique classi-
fication layer. It is clear that how to determine the task similarity is critical for implementing the
hybrid replay. Since the similarity pattern is not clear and complex among the real-life images in
Split-CIFAR-100, we manually control the task similarity in a heuristic manner by introducing im-
age corruption into the tasks. In particular, to understand the benefit of the hybrid replay in a clean
manner, we consider the following specific training comparison between two schemes: 1) Concur-
rent replay is applied on all ten tasks; 2) Hybrid replay is applied on task 75, while concurrent replay
is applied on the remaining tasks. In this way, concurrent replay on tasks 7¢, ¢ € {0,1,2,3,4} can
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Table 1: Accuracy (ACC, the larger the better) and Backward Transfer (BW T, the larger the better)
of different training methods (concurrent replay vs. hybrid replay) on CIFAR-100 with varying
number of corrupted tasks. 1 Corruption”, for example, indicates that data corruption was applied
to 1 out of 10 tasks, making it more dissimilar than others. “Improvement” shows the AC'C' overhead
that Hybrid Replay achieves over Concurrent Replay under the same setup. All results are averaged
over 10 independent runs.

Setting Original Dataset 1 Corruption 2 Corruption 3 Corruption

Metric ACC BWT ACC BWT ACC BWT ACC BWT
Concurrent Replay 69206  -6.738  64.244 -77760 60.667 -9.275 58.933 -8.572
Hybrid Replay 69.568 -6.574 64.807 -7.233 61.304 -8.752 59.720 -8.352
Improvement +0.362  +0.164 +0.563 +0.527 +0.637 +0.523 +0.787 +0.220

be thought as a warm-up training strategy for both schemes. For tasks 7;,t € {6, 7,8, 9}, concurrent
replay is applied to isolate the effect of hybrid replay on Task 75 and for simplicity. More training
details and specifications for image corruption are listed in Appendix [G|

To evaluate the performance, following the standard in practical CL and also being consistent with
our theoretical investigation, we consider both average accuracy and forgetting. More specifically,
the model’s average Accuracy across all seen tasks is denoted AC'C, which captures the generaliza-

tion error. The forgetting, or backward transfer, is defined as BWT = ﬁ 2522 Zf:_ll (akt —
att) (Lesort et al., 2020) where ay, ; represents the testing accuracy on task ¢ after training task k.

As shown in Table [T} hybrid replay outperforms concurrent replay on Split-CIFAR-100 (i.e., Origi-
nal Dataset), in terms of both average accuracy and forgetting. Moreover, we control the similarity
by using the number of corrupted tasks (i.e., task with corrupted images) in the task sequence. In
particular, we consider three different scenarios, ‘1 Corruption’ with 1 corrupted task, ‘2 Corrup-
tion” with 2 corrupted tasks, and ‘3 Corruption’ with 3 corrupted tasks. Intuitively, the tasks are
more dissimilar when more tasks are corrupted. It can be seen from Table [I] that hybrid replay
consistently outperforms concurrent replay, and more importantly, the performance improvement
becomes more significant as tasks are more dissimilar. These results further justify the correctness
and usefulness of our theoretical results. It is worth to note that the performance of hybrid replay has
not been optimized in terms of the replay order and selection of similar tasks, which may further im-
prove the effectiveness of sequential replay. This encouraging result highlights the great potentials
of exploiting sequential replay in improving the performance of replay-based CL.

7 CONCLUSION

In this work, we took a closer look at the replay strategy in replay-based CL and questioned the effec-
tiveness of the widely used training technique, i.e., concurrent replay, as inspired by human learning.
In particular, we proposed a novel replay strategy, namely sequential replay, which replays old tasks
in the memory sequentially after current task learning. By leveraging overparameterized linear mod-
els with equal memory allocation, we provided the first explicit expressions of the expected value of
both forgetting and generalization errors under two replay methods, concurrent replay and sequential
replay. Comparisons between their theoretical performance led to the insight that sequential replay
outperforms concurrent replay in terms of forgetting and generalization error when the tasks are less
similar, which is consistent with our motivations from human learning and multitask learning. Our
simulation results on linear models further corroborated the correctness of our theoretical results.
More importantly, based on our theory, we proposed a novel hybrid replay framework for practical
CL and experiments on CIFAR100 with DNNs verified the superior performance of this framework
over concurrent replay. To the best of our knowledge, our work provides the first comprehensive the-
oretical study on replay for replay-based CL, which will hopefully motivate more principled designs
for better replay-based CL.

10
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Supplementary Materials

A SUPPORTING LEMMAS

Recall that Px = X(XTX)7'X T and XT = X(XTX)"!. We first provide some useful
lemmas for the derivation of forgetting and generalization error. In the following lemma, we provide
the expression of the SGD convergence point when training on a single task.

Lemma 1. Suppose X € RP*" and Y € R", where Y = X "w* + z. Consider the optimization
problem:

Wy :argrrqlli]n ||w — 'w,-,,||§
st. Xw=Y.
The solution of the above problem can be written as:
Wou = Wi, + XT(Y — X Twy,),
or equivalently,
Wy = (I — Px)w;, + Pxw™ + Xtz
Proof. The proof follows from Lemma B.1 in|Lin et al.| (2023). O

Lemma 2. Suppose each element of the random matrix X € RP*™ follows from the standard
distribution N'(0, 1) independently and v € R? is a vector, then we have:

2 n 2
E | Pxvl|” = —[jv[]".
p

Proof. The detailed proof refers to Proposition 3 inJu et al.[(2023). O

Lemma 3. Suppose each element of the random matrix X € RP*™ follows from the standard
distribution N'(0, 1) independently. Also, z € R™ is a vector and it follows from N (0, 0*I,,) inde-
pendently. Then, we have:

2 ’I’LU2
E||xTz|" = —

Proof. The proof follows Lemma B.2 in|Lin et al.| (2023). We apply the "trace trick” to have:
E|xtz|*=E [T (XTx)‘1 2|
= B[ (X7 22T
S [E[(XTX) 1] [227]]
W 524y [E[ (x7x)"]
(#id)

p—n—1
where (i) follows from the independence between X and z, (ii) follows from the fact that
E [22"] = oI, and (iii) follows from the fact that (X " X) ow- YIL,,p). O
Lemma 4. For any vector v1,vs € RP, we have:
<(I Px)’UhX ’02> :O
<(prx)’l)1,PXv2> 0.
Proof. The proof follows from the definition of Px and X T straightforward. O

13
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Now, we provide useful lemmas in proving the expected model value of model errors in the concur-
rent replay method.

Lemma 5. Suppose P € RP*P s a projection matrix and v € RP is a random vector with i.i.d.
standard Gaussian elements, then Pv and (I — P)v are independent. Moreover, if V. € RP*™
is a random matrix with i.i.d. standard Gaussian elements, then we have PV and (I — P)V are
independent

Proof. We prove the vector case in two steps. First, we prove that Pv and (I — P)v are jointly
Gaussian. Next, we prove that they are uncorrelated. By combining these two facts, we can conclude
that Pv and (I — P)v are independent. To prove Pv and (I — P)v are jointly Gaussian, we

Pv
I—- P
IRP, we can see that the linear combination of its elements w 'z = (w{ P + w, (I — P))wv is still
Gaussian. To prove they are uncorrelated, we have:

Cov(Pv, (I — P)v) =E [Pv((I — P)v)"]
= PE(vv ' )(I — P)
9 pr-p)
= O,
where (7) follows from the fact that v has i.i.d. standard Gaussian elements. Now, for the matrix
case, we can equivalently consider the vector © € RP™ which is formed by concatenating all the
columns of V" and the projection matrix P = diag([P, P, .., P]) € RPm>xPm, O

1

w
concatenate them to form a random vector z = [ ( } . For any w = [w , Where w1, wy €
2

Lemma 6. Suppose X € RP*™ is a random matrix with i.i.d. standard Gaussian elements and
v € RP is a fixed vector, then we have:

E[X T o' X] = |jv]f® I

Proof. To clarify, we denote X = [x1, ..., ,], where x; is the it" column of X. We also denote
[]:.; as the element of i*" row and j* column of a matrix. Then we have:

0 ifi,
B Do Xy = covtv T v = {W it
O

Lemma 7. Suppose X € RP*™ is a random matrix with i.i.d. standard Gaussian elements and
P € RP*P is any projection matrix from p-dimension to d-dimension, then we have:

o (BE[(XTT-P)X)"|) = zﬁ'

Proof. We first note that (I — P) is a projection matrix with p — d many eigenvalues 1 and d
many eigenvalues 0. With loss of generalization, we write (I — P) = U'XU where ¥ =
diag([1,1,...,1,0,...,0]) is a diagonal matrix, whose first p — d elements are 1 while others are

0, and U is an orthogonal matrix. Also, we denote X € RP=dxn a5 the first p — d rows of X.
t (E[(XT(-P)X) " ]) =t (E[(XTUTUX) "))
Cu(E[(x7sx) ')

JURN
= tr (E [(XTX) D
(i0) n
p—d—n-—1
where (4) follows from the rotational symmetry of standard Gaussian distribution, (i¢) follows from
JEN
the fact that (XTX) ~ W L, p — d). O

14
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Lemma 8. Suppose V = [X, Xo| where X; € RP*™ X, € RP*"2 gre two random matrices
with i.i.d. standard Gaussian elements and v € RP? is a fixed vector. Then we have:

-
Ellvi Xl o =™ (1o "2 v])?

0 D p—ng—ng—1
Proof. we consider the block expression of matrix (V," V4)~!. First, we have:

bl XX XX,
XJ] = XQ}{XJxl X, Xo|

Now, we partition the matrix (VTV)_1 into four blocks:

T -1 __ Al,l A1,2
(‘/2 ‘/2) - |:A2)1 A2’2 9

2

VTV{

where
Al,l = (XFXl)il — (XFXl)ileTXQ (X;XQ - X;Xl(Xirxl)ilXirXQ)il X2TX1(X1TX1)’1
-1
= Px, + Px, X> (X, (I - Px,)X2) X, Px,.
Therefore, we have
T
o 5]

0 : =E [vT {le + Px, X» (X, (I - PXI)XQ)_l X;—PXI} v}

i) N —1
@ ;1 o> + E [vT [lexg (X, (I - Px,)X) XJPXI} v} . (10)
where (i) follows from Lemma[2] Now, we consider
E [vT [lexg (XJ (I- Px,)X2) " X;le} v}

—1
_E [tr (X2T Px, 00" Px, X (X3 (I - Px,)X>) )}

@ Ex, {tr (EXQ (X, Px,vv" Px, X>] - Ex, [(X;(I - PXl)XZ)?lD}

@ e, i (1Pl 1 Ex (K50 P %) )]

=Ex, [IPx,ol” - tr (Ex, [(XT (7 - P X))

(iid) 2 n2
) P R
o 1Pl o
) L'@H@’Ha 1D
p—m—nz—1 p
where (zi follows from Lemma [5| (i) follows from Lemma [6] (iii) follows from the fact that

Lemma (7| actually holds for any X» and (iv) follows from Lemma By combining egs.
and (TT), we complete the proof. O

Lemma 9. Suppose V. = [X1, X5, X3] where X; € RP*™ X, € RP*"2 X3 € RP*"s gre
random matrices with i.i.d. standard Gaussian elements and v € RP is a fixed vector. Then we
have:

0
Elo"[X; 0 0[(V V) |X]|v] =2 — v])?
0 p(p—mn1 —n2 —ng )
Proof. First of all, we observe that:
0 XlT 2 XlT 2 oT 2
207 (X; 0 O(V'V) M XS o= |VI|X]|v|]| —|[VI]| 0 || ||V |Xs|w
0 0 0 0
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By taking expectation over both sides of the equation, we have:

0
2E (v [X; 0 O(V'V)'|X]|w
0 -l
Xir 2 Xir 2 OT 2
=E|VI | X |v|| —E|VT| 0 |v]| —E||[VI|Xa|v
0 0 0

<

(1) N1+ n2 n3 2 M N + ng 2
-(1+ )nvn —-(1+ )|v||
D p—mni—ng—ng—1 D p—ng—nz—nz—1

2n1no 2
= - ol
p(p—n1—na —nz—1)
where (%) follows from Lemma By dividing both sides by 2, we complete the proof. O

Corollary 1. Suppose V. = [ X1, Xo, X3] where X1 € RP*™ X, € RP*"2 X3 € RP*"s gre
random matrices with i.i.d. standard Gaussian elements and v1,vs € RP are fixed vectors. Then
we have:

0 o2 2 2
EloT (X, 0 0(vTV)!|xT ning  [lor — vaf|” = [lo1 " — [[v2]]
v v =
L 02 2 2p(p—m1 —ng —ng —1)

Proof. To simplify the notation, we denote V; = [X; 0 0] and V, = [0 X, 0]. Then
according to Lemma (9} we first have:
E[(v1 —v2) Vi(VT V)"V, (v —w)] = — g — vy
[(v1 —v2) Vi ( )TIVL (w1 — v2)] Y P — [v1 — oo

On the other hand, we have:
E [(v1 —v2) TVI(VTV) 'V, (01 — vy)]
=E[v; Vi(VTV) "'V} 01| + E [o; Vi(VTV) 'V, o] = 2E [o] Vi(VT V)1V, 5]
0 nans o] nins [|os” Ty (T U 1T
== - — 2R [v] Vi(VTV) 1V, v,
plp—n1—n2—nz3—1) pp-ni—nz—n3z—1) [o0 Va( ) Vs vy

where (¢) follows from Lemma@ By combining the above two equations, we complete the proof.
O

Next, we provide our supporting lemmas that help to prove the advantage of sequential replay as
follows.

Lemma 10. Given n,p,t, M, T are fixed positive integers where t < T andn + M < p, then we

have:
(- gts) (-3
(t—1-1)p p p

for any non-negative integerl < t

Proof. We first notice the fact that for k = 0,1, 2, ...,t — [ — 2, we have

oy
(t—1—-1)p P p '

By applying this argument recursively, we will have

M t—I1—1 n+t_l_1 M M
<1_) (1_”)>1_ ( Jeimm ) nt M
(t—1-1)p p p p
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Lemma 11. Given n,p,t, M, T are fixed positive integers where t < T and n + M < p, then for
any non-negative integer l < t — 1, we have:

M =it M MM
(1—) (1—”)<1—n+ +<n+2) :
(t—1—-1)p P P P

ifp>TM.

Proof. According to the binomial theorem, we have:

(-tt) ()
t—1—1 k
(A (O ) ) - e

Ift—l—1=1lort—1—1=2,theproofis trivial. If ¢t — [ — 1 > 3, we have

Z ()Gt - (D ()

t—1—1 k
t—1—1 M
> ( k )<_(tl1)p) -
k=3
M

To simplify the notation, we denote m = ;—7—. We first discuss if £ — [ — 1 is even. Then, we have:

Z () o)

(t—§)/2 [(t g 1> (m)Qk—3 . (t - 1) <m>2k—2‘|
Pt 2k -3 P 2k -2 D
(t—141)/2

_ (t—-1-1) m\ 23 (t—1—1) m\ 262
- Z [(2k—3)!(t—l—2k+2)!(_19> +(2k—2)!(t—l—2k+1)!<_p) ]

k=3
(t—1+1)/2

_ Z (t—1-1) m k=3 1 1 m
B 2k =3t —1—2k+1)! \p t—1—-2k+2 2k-2 p
(i)

<0 (14
where () follows from the fact that p > T'M. We then discuss if ¢ — [ — 1 is odd, we have:

S et
[ T e e T R P S

() (2072 (t—1—1) m\ 2k3 (t—1—1)! L\ 22
2 [(2’“3)’“12“2)! (_p) R g T <_p> ]

k=3
(t=1)/2

B (t—1—1) m\ % ? 1 1 m
== 2 (2k —3)!(t — 1 — 2k + 1)! <p) [tz2k+2_2k2'p]

k=3
@y (15)
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where (7) follows from the fact that ¢ — [ — 1 is odd and (4¢) follows from the fact that p > T'M. By
combing eqs. (12)) to (I5)), we conclude:

(- tt) () 2
(-5 ) (5)

—1-1)(¢t—1-2 2
_1_71_1_]\4—"_n]\4'-|-(75 )Q(t )(tfj\l{1)2_ t—1—1 nM?
- P P 2 )(t—1-1)%?
n+M (n+M)M
<1l- + 5 .
b p
which completes the proof. O

Lemma 12. Given n,p,t, M, T are fixed positive integers where t < T andn + M < p, then we
have:

n+M (n+M)M\" n+M\" T2 n+M)M
1— + 5 <(1- +—
p p p p

Proof. We first have:

(om0 ey g

2
p p P

ag

(16)
We further notice that for k = 0,1, ..,t — 2:

()05 (5 () (o) T ()™

_ tl (1n+M>k<(n+M)M>tk1[(n+M)M 1 <1n+Mﬂ

El(t —k —1)! p p2 (t—k)p>  k+1 P
- #l L_ntM MM\ (e M)M 1 L_ntM
El(t —k—1)! D p? p? T P
(20, a7

where (i) follows from the fact that p > (n+ M)(T + 1). We note that eq. (17) shows that the term
a, achieves the maximum at k = ¢ — 1. Therefore, we can upper bound eq. (16) by

(o2 ) < () ) (-5 ()

M\" T2 MYM
<<1_n+ )+ (n;—?)

which completes the proof. O

Here, we present a tighter version of Lemma[I2] which helps us to prove Theorem 3]in Section[5.2]

Lemma 13. Given n,p,t, M, T are fixed positive integers where t < T and n + M < p, then we
have:

M MYM\" M\* MM T3 M)2 M2
<1_n+ +(n—|—2) ) <<1_n+ ) +t(n+2) N (n+4) .
P D D D 2p

18
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Proof. We first have:

(o2 ) () () (-5 ()
+

t—2 k t—k
(t) (1_n+M> ((n+M)M> (18)
= \k P p?

ag

By the same argument as eq. (I7), we know that the term «y, achieves the maximum at k = ¢ — 2.
Therefore, we can upper bound eq. (I8) by

(anrM+ (n+M)M>t

2

P p

M\' tn+ MM t M2 MM\ >
<(1_n+ )+(n+2) +(t_1)< )(1_n+ ) ((n+2) )

P D t—2 P D

M\"' ¢ MM T3 M)2M?
<<1_n+ )+ (n+2) N (n+4) .

P D 2p

O

Lemma 14. Given n,p,t, M, T are fixed positive integers where M > 2, t < T andn + M < p,
then for any non-negative integer | < t — 1, we have:

(- ) (o tt) < (om) (-5

if p > Lt MM 4y,

l
Proof. By dividing (1 — %) on both sides, it is equivalent to prove

(“%)l (“azan) S

According to AM-GM inequality, we have:

(1 " Mf%)l (1 - <t—zM—1>p)

— t—1
(n+M)M M

_ ! (1 + pr(n+M)) +(t-1-1) (1 - (H,l)p)

= t—1

ntmym ]t

2
— |14 —p(n+M) P ) 19
A (19)

T(n+M)
When p > T DM

_1M +n + M, we have:

In+MYM M  T(n+ MM M 0)
p?—pn+M) p pP-pln+M) p P

19
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Therefore, by combining egs. (I9) and (20), we have:

() () <o) 1

<1
(t—=1)p Tp

which completes the proof. O

<1l-

Lemma 15. Given n,p,t, M, T are fixed positive integers where M > 2, t < T andn+ M < p,
then we have:

(P (= SR

=0

ifp>2T3(n+ M)2

Proof. We first have:

(=) ()] T |(-=s) (5)
e LI

Il
I
| B— |
VRS
—
-
|
L
o
S~—
=
N———
|
T
T
VRS
—
|
=3
N———
| I—
—N—
T
e s
T
VRS
—
—~~
~
|
L
o
S~—
=
N—
o~
T
|
T
VRS
—
|
=3
N———
| I
|
.
—

—~
<.
=

(-t e (650 0-3)) )

<1n+M+ (n+J;4)M>i1 Kln+M+nJ;4)“1]

p b p b

(5 RG]
(R ICNC S
>On;M)“[On;M>”4

20
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A\l . M\F M\ EiE
L (1- n + Z t—1 nM 1 n—+
p =\ k p? p

V2

t—i i—1 . k i—k—1
O_n+M> _J] (ﬁf>cn+ymﬁ O_n+M> on
p Pt p p

RENT

3
where (¢) follows from Lemma [11] together with the fact that term v; < 0 and from the fact that
t—1—1
(1 — ﬁ) >1-— % forl =0,1,..,t —i — 1. Now. we prove v + 3 < 0. We first
focus on 7. We have:

e () () () (-
2 P 1 p? P

n+ M T oM
> (1-— —
p p

We then focus on term 3. Consider:

() o)™ ) () 2y

- k!(i(i__klz! 2! ((n +pjy)M>k (1 T M>“€2

1 1in+M 1 (n+M)M
1—k—1 D k+1 p?
@ (i—1) (n+ M)M\* L _ntM et L_nAEM\ _ (nt MM
k(i — k- 2)! P’ T r\" p ) 2
Do, (23)

where (4) follows from k € [i — 1] and (i%) follows from the fact that p > 2(n + M ). This indicates
t—i
that 73 ;, achieves maximum at £ = 1. We recall that {(1 — %) — 1} < 0. Therefore, we

have:

o (O Gw [ = [T
> :<1—";M)H_1 T2(“;M)M
— g (t;z> (_n—;M)k T2(n—;-2M)M. o

For k is even and less than or equal to ¢ — i(i.e., k = 2,4,6, ..., and k > t — i), we have:

() () () 5
(t —i)! <n+M>’“[ 1 n+ M

Kit—i—k—1I\_ p t—i—k (k+1)p

21



Under review as a conference paper at ICLR 2025

(t —)! <n+M>k[1_n+M]
D T 3p
0, (25)

where (i) follows from p > % By combining eqgs. and and simply discussing when
t — ¢ is odd or even, we can conclude

ti (t—i) (_n+M>k . <t—i> (_n—i—M) o T+ M)
=\ k p 1 p p
which implies:

T3(n+ M)*M
p? '
Now, by combining egs. ZI), (22) and (26)), we have:

:_Hl(l - <t—zM—1>p>m ( Z)] H [(1 <—zM—1>p> ( Z)]
> (1— n;My_l l(l— ";My_i—l + (1—T("p+M)) 7;];4_%;31‘4)2]‘4

i M i—1 M t—1
(>)<1_n+ ) (1_n+ ) 4
D D

where (i) follows from the fact that p > 273 (n + M)2. O

V3> - (26)

27)

)

Lemma 16. Given n,p,t, M, T are fixed positive integers where M > 2, t < T andn + M < p,
then for any non-negative integer i < t, we have:

T o) 0] B o) ()
(I (R IS e

ifp > (n+ M)T.

Proof. We first consider:

ﬁc—@mt‘“@—zﬂ Hl

22
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2

0) (1_n+M>“ [(1_n+M+(n+M)M)ti_1]7

P p p
i i—1 t—i 2
(<) <1n+M> [(1n+M> 1+T(n+2M)M]
p P p
M\t M\ T2 M)M
<<1—"+ ) (1—”+ > 1 Lﬂ (28)
p P p

where (i) follows from Lemmas[10|and[11]and the fact that y; < 0; (i7) follows from Lemma
O

Here, we present a tighter version of Lemma[T6] which helps to prove Theorem [3|in Section[5.2]

Lemma 17. Given n,p,t, M, T are fixed positive integers where M > 2, t < T andn + M < p,
then for any non-negative integer i < t, we have:

[(l - oszan) (1- Z)] ‘H l(l - <le>p) (1-3)

<< n+M)i1[< n+M>ti1]Jr(t—i)(Z;M)M+T3(n+pi\4)2M2.

Proof. The proof follows from the same as Lemma [16]but we use Lemma[I3]instead of Lemma [I2]
O

B PROOF OF PROPOSITIONS [I] AND 2] AND THEOREM

In this section, we will prove Propositions [T] and [2] by deriving the expected value of model error
E[L;(w;)] for a generic pair ¢, with ¢ > i. We omit the tilde notation of the memory data to
simplify notations: X ; := )A(/“ Y, = }N’“ and z; ; = z;; fori € [t — 1]. Similar to eq. , for
the memory data, we have

Y, = X, w + 2. (29)

where z;; ~ N(0,071,) is i.i.d. noise. Since there is no memory data involved in both training
methods when ¢ = 1, by combining Lemma [I] and the fact that wy = 0, we can easily derive the
first parameter as

w; = Px,wi + XIzl,
Then, we calculate the expected value of the model error £;(w ) as follows.
w2 () * #1112 %12 T 2
Elw: —w]|” = E||Px, (w] —w])|” +E||(I - Px,)w/[|” +E || X{z
(#4)

2
n 2 n 2 no
= “Ellwf —wi"+(1- =) |lw| + —o 30
P || 1 z” ( p)| z” p—n—l’ ( )

where (%) follows from Lemma and the fact that z; are independent Gaussian with zero mean and
(i) follows from Lemma [2{and Lemma [3] For ¢ > 2, the two training methods use memory in
different ways. We present them in the following two subsections.

B.1 PROOF OF CONCURRENT REPLAY IN PROPOSITIONS [[]AND 2]

To simplify, we apply the following notations to denote the current data in this subsection: X; =
X, Y, =Y, and z; := z; ;. Then, for each task ¢, the SGD convergent point w; of training loss
L (w, Dy |J M) is equivalent to the optimization problem:

wy =min |w — w1 ||° st X w=Y,;, iclt].
w ’ '
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Define V; = [X;.1, X¢.2, ..., X¢.4) and Z; = [24.1, 2¢.2, .-, 2.4) | - According to Lemma we have

Y1
wy = wy_1+ VtT YEQ ~V, wi
Y.
XtTl'wT
= (I - Py)w,y + Vi | Ke2@2| | yiiz
X[ wj

Now, we fix 7. The Coefficients dso """ and dg;f;“"em) are extracted from expected value of model
error E[L;(w,)] as follows.
2

i R 2
D )\(1 — Py ey —w)|?+ B |V | Xeal®2 =2 g vz

* * 2
o Xt;(wl —wy)
(g) (1 _ nt'; t) E ||wt,1 . w:<||2 +E ‘/t'T Xt,Q(w2 - wl)
X, (wf —w))
M 2
M’ (1)
p—n—M-—1

where () follows from Lemma Ié-_l| and the fact that 2} are independent Gaussian with zero mean and
(ii) follows from Lemmaand Lemma Before we calculate the second term in eq. (31), we make
the following notation simplification. We denote V; ; as V; with all zero elements except X ;, i.e.,

Vi =[0,..., X4y, 0].

Then we have:

X/ (wi —w)] |’
E ‘/;T Xt,Q(wg —w:)
Xt,t('wf —wy)
. 2
=E|>_ ViV j(w) - w))
j=1
t—1 9 t t
=S B[Vl —wn)| 30 DD ) - wl) Vi (VT V)TV (g - w)
j=1 =1 k=1,k#j
t—1
@) Mt,j ng + M — Mt,j ok ]2 E M, x k|2
,j; ) (1+p—nt—Mt—1> ij 'wZH + » <1+p_nt_Mt_1> |lw; — w]]|
t—2 t—1
Mtvat7k ( * %12 * %2 * * 2)
+ - — f _w] — — w?
;g;l p(p —ny — M, — 1) ||'wj wkH ”wj w; H ”wk w; ”
+§ MM (g | [ | i ) (32)
jzlp(p_nt_Mt_l) 7 t g 2 t 7
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where (i) follows from Lemma ﬁ and corollaryl Recall that ny = n, My ; = % and the fact that
M; = M. By combining egs. (3I) and (32)), we have:

n+ M

E [[w; — w}|]? = (1— )Emt_l |

t—1 n‘i’M*% i L2
+Z (t—1)p ( _Mt_11> ij 7wi||

-n
Jl p

2 — M) P
P p—-n—M-—1 t !
t—2 t—1 ]\l)

D ([w;

p(p —1)
Jj=1k=j+1

nM

t—1

+jz=;p(pfnfM71) (’

(n+ M)o?
p—n—M-—1’

_H J

~ i — w;|*)

~ llw; —w;|*)

for t > 2. By iterating the above equation and combining it with eq. (30), we can have:

E |lw, — w]*

t=2 1t—1-1 o
n+ M M n+ M — == . 2

+§<1_ p ) ; (t-l—l)p( p—n—M-—1 ||’w]—’le

t—2 .
n+M\ n M . 2

+§(1_ P >P<1+p—n—M 1)Hwt—l w;
t=2 Lt—1—2 t—1—1 M 2

n+ M (=)

+ 1-— ( . >
;( p ) ; k:zj:ﬂp(p—n—M—l) [[wy — wi||
t—2 lt—1—1 nM

n+ M T

+ <1— ) (Hw —wi||" = ||lw; —wi||” = |Jwi, - w ||)
12:; p = plp—n—M—-1) t J t

+t72 1in+M 1 (n + M)o?

p p—n—M-—-1

+§(1_n;M>ltg(t11)p< o z&%)”"’?—wi‘ 2

+§<1_n;M>lZ(l+p nMM 1)”wa wi|f

*Z(l‘n;M>ZZ AT (g i g — o w1
=0 J=1 k=j+1

-y (1 - ZM)Z oo fM 5 (g = wia|[* = o = i | = [ — )

N
Il

=
<
Il

-
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i) (1o n+ M +t2 n+M (n+ M)o?
p p p—n—1 — p—n—M-1

P p p (t—1-=1)p p—n—M-—1
R [ ) UV
— pp—n—M—1) [w] —w;||

AR SR s =
— p ; (t—1—1p p—n—M-—1

_ tilll\ifl + (t —1- 2)(tl1\/11)2‘| H

plp—n—M-1

— ! nM
n+ M n M (t — l—l) ,
1- —(1 _ ok
+l—0< p )|]9< +p—n—M—1> p(p—n—M—l) ||wt—l ’le
Sl
1=0 p = S pp—n—M—1)
t—2 1t—1—1 M
n+ M e . . )
’ O_ z>> o ey wiall” + noise o)

=2\ 1=o
n * *(12
to Jw; — wi||
t—2 Lt—1—-2 t—1—1 M 2
n-+ M (t7171) 2
OMNEE DY o i
prd p = S pe-n-M-1)
t—2 Lt—1—-1 nM
n+ M t—1—1 (concurrent)
n (1 _ ) wi —w;_||” + noise; (o), (33)
ZZ; p ) = T =
where
t— t—2
nOlseiconcurrent)( ) —(1— n 1_ n+ M no? _|_Z 1 n+ M (TL + M)0'2 .
D P p—n—1 D p—n—M-—1
By rearranging the terms and substituting ¢ = 7', we complete the poof for dSo"™™ and di;‘;cn}“"em)

Furthermore, the expressions of ¢ "™ and ¢ (concumm) in Proposition [2| can be extracted from
E[L;(w:)] — E[L;(w)] as follows.

12 o2 (concurrent)
[E llwy = w;|* ~ E flw; - ;]

(o5 () o
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t—2 n+ M 1t—1—-2t—1-1 (L)2 ,
+ <1 — ) t—1—1 Hw* _ w;:”

; p Jz_; k_;lp(p—n—M—n J B
5 (- M>l DIl DI R T

1=0 p s plp—n—M—1)1""7

L2 lt—1—1 nM

n+ M ] e

+ 1-— 3

;;( p >‘r1p@—n—ﬂl—nuwﬂ w; | ;

i—2 li—l—-1 nM 5
_Z<1_H+M) i—1—1 Hw;_w:’llH?

1=0 p = plp—n-M-1)
+ noisegconcurrenl)(o_) _ noisegconcurrent)(o_) (34)

. . 2 . 2 2
Here, we will show that 3; consists of terms §; ||w;k — w,”;” with §;, > 7%

. . % w12 . T2 M)nM . .
j, k # t and B, consists of terms 7; ;. ||w} — wj||” with 7, ; > —% in Appendlx

and

B.2 PROOF OF SEQUENTIAL REPLAY IN PROPOSITIONS E]ANDQ]

To simplify, we apply the following notations to denote the current data in this subsection: X; =
X0, Y: =Y, 0and z; := 24 0.
When ¢t > 2, the sequence of SGD convergent points ng ) is equivalent the sequential optimization
problems:
. ) 2
zﬁ”:mme—wﬁ”w st X w =Yy, j=01,.t—1,
w 2 ’

where !~ = w;_q and w; = u},ft_l). Therefore, according to Lemmas to@ we have:

. 2 . 2
E ol - wi| =E||(T = Px, )@ ™" = wi) + P, (w] —w)) + X] 0,
M 2
M . 2 M o0
:(1_ )IE b0 — |+ o — | — T
(t—=1)p (t—=1)p P—wop — 1
forj =1,2,...,t — 1. Also, we have:
~(0) * 27 * * %\ 112
E |l —wyi|| =E[(I - Px,)(wi—1 —w;) + Px, (w; —w;)]
2
n * no.oy N no
= (1= %) Bl = w1 + 2 o - wil* + .
D D p—n—1
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By combining the above two equations, we can derive:

E [[w, — w] |

MoN!
=(L—) (1-2) Bllwes - wi
(t—=1p p
t—j—1 t—1
M 2 M n 2
E ||lw} — w! 1— ——— = |lw} —w?
+Z( t—1) ) t—1)p [w) —wi| +< (t—l)p> p”wt w||
—7—1 M —1
+Z " 1o’ (11— M ! no? .
(t—1)p p— AL -1 (t—1p p—n—1

By applying this process recursively, we obtain the expression of the expected value of the model

. . (sequential) (sequential) ,
error E[L;(wy,)] as follows, in we can extract the expressions of d» nd dir

E |lw, — w}]”

0|(-rt) (1))
O -i) ()]
() e e -l

—1 t—k—1 t—1—1
M n M n 2
+ Il 1—- 1—— 1—-—— —lw;_; —w;
1=0 k—o[ (t—k—l)p) ( p>‘| ( (t—l—l)p) p H it |

(1 A —1 ﬁ ||wz< B *“ I nOlse(sequemlal) (J)
( (t Ml)p>t p
t—2 t—I1—1
(IO at) () e
n t—2 M t—I1—1 n t—21—-1 M t—k—1 n
y {pl_o [(l_ o) () w211 [(1_ —— (1—1,)]

M t—1—2 M . .
'<1(t—l—1)p) (t—z—1)p}]”w1“’vi|

+ i {tzj:l ll:[ [(1 (- 24_ 1)p>tk1 (1 - Z)] (1 e —?4— 1)p>tjl1 (t —?4— Lp

j=2 U i1=0 k=0

i1 t—k—1 i1

M n M n :
[t D)) s
k=0 l< (t—=1-1)p p G =1p b e
M t71 sequentia
+ (1 - (t_l)]) ? 2wy — w?|? + noisefetei® (), (35)
t—k—1
(sequential) t—2 ypl—1 n
where noiseg " (o) = 32,2 TT;. 2 [(1 - ﬁ) ( a p)]

t—1 M t=i=t tlylaz M =1 no?
' Zj:1 (1 - (tfl)p) p——1 + (1 N (tfl)p) p—n—1|"
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tial tial
Furthermore, the expressions of """ and ¢ (‘eq“e“ iab

derivation of E[L;(w;)] — E[L;(w)] as follows

in Proposition [2| can be extracted from the

(sequential)
2 2
[ lw: — w}]l} — E w; — w} 3]

t—I1—1
n t—2 M n
:(1‘p){ 1=0 [(“u—z—m) (“J]
. 1—1—1
i—2 M n %12
I | (- ) (1) e
t—I1—1 . i—l—1
n t—2 M i—2 M ]
+{p{ 1=0 [(1—W) (1—Z>} —1li=o [(1—(”1);;) ( —Z)]}
t—k—1 t—1—2
t—2 -1 M n M M
+ Zl:o k=0 [(1 B (t—k—l)p) (1 o p)] (1 B (t—l—l)p) (t—1-Dp
DV _n oo TP * _an*lI?
Z ! i—k—1 1 1 -2 || ||
1=0 k o G—k—D)p D G—l-1)p G—i—Dp (IW1 —W;
. i t—k—1 1 t—j—1—1
t—1 t—j—1 -1 M n M M
+ 2 { [ | P (1 - m) ( - 5) (1 - m) (ST
i t—k—1 -1 § L2
S (- )T (- 8)| (- 6) T 8 s - )
t—j1 i1 | t—k—1 " t—j—l—1
+ Z { ] k=0 (]‘ B (t—llcvil)p) ( - ;) (1 - (t—{\{l)p) (t—%l)p
i (1 DVt (1 _ g) (1 a L)Hf[fl M
(i—k—1)p P (i—l1-1)p (i—=1-1)p

=y 1[( —wtt) (- 3)] (- )

N
<3

i—k—1 j—1
1= J 1 M n M n %2
— L= {(1 - (le)p) ( - p)} (1 - (jfl)p) p} H
M =1 n * (sequential) (sequential)
+{1- o5 5 lwy — w; *||> + noise! (o) — noise; (o) (36)

B.3 PROOF OF THEOREM/[I]

Theorem [T]follows directly from Propositions[I] and 2] and the definitions of Fr and Gr.

C PROOF OF THEOREM

In this section, we prove Theorem [2] and provide details about constants &1, &2, /i1, f2. According
to eqs. (33) to (36), we can write forgetting and generalization error when T" = 2 as follows. For
concurrent replay method, we have:

concurren * (12 * (12
Fz( t):]E||w2_wl|| — E [lw; — wi|
n+M n M
== 1— = S I T
(<252 (1= 2 ) ot 2 (1 2 ) ot
(n+ M)o? n+ M no? 67
—(n+M)-1 p  p-n-—1

And also, we have

(concurrent) __
G, =

* 2 * 2
(Ellws - wi|* +E [lw; - w;]*)

1= PN (2 (g ) + g )
(1-7) (-5)
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N 1 (Qn—i—M n 2nM n(n—|—M)> ot — w3
2\ »p plp—n—M-1) »? b
(n+ M)o? 1_n—|—M no? . (38)
p—(n+M)-1 D p—n—1
On the other hand, the performance of sequential replay method is:
Py — B Jwp — wi|” - E wy — wi’
n+M nM n 12 M\n, . w2
= (-T2 (- 2t (125 2 o - wi
p p p p/p
n+2M nM no? Mo?
-+ — . 39
+< p +p2>p—n—1+p—M—1 &
And also, we have
i 1
Gy = 2 (E w2 — wil|” + E[lws — w3 )
1 M n 2 w112 112
=5 (1-3) (1=2) (il + Js?
1/2n+M nn+2M) n*M . w12
5 - 2 + 3 le - 2”
2 p p P
M n no? Mo?
1——)(2——= . 40
+( p)( p>p—n—1+p—M—1 40

C.1 PROOF OF FORGETTING IN THEOREM[2]
By observing eq. (37) and eq. (39), we see that the forgetting can be expressed as:
~ 2 ~ 2 o
Fy = ¢y |lwi||” + & [lwy — ws|” + noise(o).

Before we investigate forgetting, we compare the coefficients ¢, ¢2 and term noise(a) as follows,
with concurrent replay on the left and sequential replay on the right.

() (=)< () 3

(n+ M)o? n+ M no? ( n—|—2M+nM> no? Mo?

_ . > .
p—(n+M)-1 D p—n—1 D p? p—n—1+p—M—1

. . . ~ (s tial A NE tial
The comparison implies that c(lconcu”e"t) < c(feque“ ial) céconcumm) > c(;eque" @l and
~  (concurrent) ~  (sequential) . . .
noise (o) > noise (o). Based on the calculation, we obtain the following con-
clusion:

F2(concurrent) > F2(sequential) if and only if 51 er _ w;HZ + 520'2 > HwTHQ ,

nM(___ 1 41 _ndM (| M ynM) n M
where & = %ﬁ’;ﬁp) and & = (”*"*M’l ( TL"M(fn))""l ”*M“). To make a
p2 P p2 P

clearer illustration, we provide the following two special cases.

« If the noise o is 0, and the task similarity is low enough (i.e., |[w} — w3 || is large enough),

sequential replay achieves a lower forgetting. More specifically, Fiome™™ > fseaentiah je apq

> (p=n)(p=—n-M-1)

. 2 2
Ollly 1f||'w{ —’wSH = pZ4plp—n—M—1) HwTH ’

« If task difference ||w? — w3||> = 0 and the noise o is large enough, sequential replay achieves

a lower forgetting. More specifically, Fic"™™) > p{a®enial ¢ and only if
nM (1 _ Q)
p? p 2
o> [[wT]”.
_ntM_ _({_M oM _n M
p—n—M-—1 D p2 p—n—1 p—M—1
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C.2 PROOF OF GENERALIZATION ERROR IN THEOREM [2]
By observing eq. (38) and eq. (#0), we see that the generalization error can be expressed as:
Gz = dy([|wi||* + [lws]|*) + da [[w; — ws||* + noise().

Before we compare generalization error, we first observe the coefficients dy,dy and term noAise(a)
as follows, with concurrent replay on the left and sequential replay on the right.

(520305005

2n+M+ 2nM n(n+M)>2n+M_n(n+2M) n*M

P p(p—n—M—1) p? P p? p3

(n+ M)o? n+ M no? M n no? Mo?
+(1- >(1-=—)(2-2 +

p—(n+M)-1 p Jp-—n-1 p p)p—n—-1 p-M-1

(concurrent)
€

which implies that Ci(lconcurrent) < Cz(lsequential) and dgconcurrent) > d(;equemial), IlOAib (0) >
(sequential)

noise (o). Based on our calculation, we obtain the following conclusion. Furthermore,
we can obtain the following conclusion:

G(200ncurrent) Z G(Qsequential) if and only if I ||wi( _ UJ;HQ + M202 > ”wTH27

nM 2 1 n +M M nM n M
T(pgfn,fhffl*'ﬁ_pﬁ) d _ P*Zfzvffl_(l_7+p72) p—n=1" p—M-1
LM(1_£> and fip = LM(l_ﬂ)
p2 P p? P
clearer illustration, we provide the following two special cases.

where p; = . To provide a

« If the noise o is 0, and the task similarity is small enough (i.e., |jw? — w3||* is big enough),
sequential replay has a smaller generalization error. More specifically, GE" ™) > Geauenta

. . * %12 —n)(p—m—M-—1 * 12 *112
if and only if |[wj — w3 |* > BN (] + ).

« If the task difference ||w} — w}|®> = 0 and the noise o is big, sequential replay has a smaller
generalization error. More specifically, GS°"™™ > G$°“") jf and only if

(-3
P P 2 2
: (lew 17 + flws )
ntM (1 Mo M) n__ _ M
p—n—M-—1 D p2 p—n—1 p—M—1

D COMPARISON BETWEEN CONCURRENT AND SEQUENTIAL REPLAY
METHODS WHEN T = 3

We recall that My 1 = M and M3 = M3 = % under our equal memory allocation assumption.
We assume that o = 0. According to egs. and (34), we write performance of the concurrent
replay method when T' = 3 as follows.

1 * * * x
Fg(concurrent) _ 5(]14:”'11)3 - leQ _Ele . "1’1H2 —|—E||’IU3 _ w2||2 _EH’U}Q — w2||2)
1/ 2n+M) (n+M)? LA
:<_ LY (1= ) st
2 D D b
1/ n+M n+ M n |12
w3 () (1) (1 g
2 D p p
1 2(n + M) nM M?
+o1(1- +
2 D pp—n—M-1) 2p(p—n—M—1)

n+ M n n+ M N .2
+ (1—) (1— )] |lw] — w;|
p p p

31



Under review as a conference paper at ICLR 2025

1[n nM " w112
+5 |-+ [ws — ws]”.

* 2p plp-n-M-1)
(41)

[n—i— nM ]'w —w
p pp-—n—-M-1)]"

N | =

And also, we have

1
G — (8 g — wi |+ E s — w3 + E s — )
1 TL+M)2( n) 2 2 2
=-|1- 1— =) (JJwil|” + w3 + ||w;
3< ) 5 ) Ulwtl” + llwz [+ [lws [

1 3(n+ M) nM 3M?
+21(3- +
3 p plp—n—-M-1) 4p(p—n—-M-1)
M 3 M M
2 (oo 2 2 D) o -

p p P p?
1[n 20n+ M) (n+ M)? M n+ M M
+-1=(2- + . +=(1- + =
LD D p D P 2p
S Jw; — wi|”
p(p-—n—-M-1)]"
1[n n—l—M) M 3nM ] 2
+-|=(2- — + wi —wi||”. (42)
3_p( p 2p " 2p(p—n—M—1) o3 =]

According to eqs. (33) and (36)), the performance of sequential replay when 7' = 3 is provided as
follows.

; 1

F(sequentlal) _ -

3 5(

03 - 05 - ()]t

E |ws — wi|® — E w1 — wi||* + Elw; - w5||* — E Jaws — w3|*)

3 2 2
1 n M M n M 9
A0 0 00 ()]
2( . k 5 : o) e
1 M M\
Al 050865
2 D p)p 2p p
M2 n\ M M? )
n 1> <1> W' — ws
( > 8) = - | i = wsl
1 M\?*n ) ( M)Qn )
+ = 1—) —wi —wi|*+ (1) —|w;—wj|°. (43)
5 (15 ) 2t g 3 ) Zlhws —w
And also, we have
1
G = (B fws — wi|* + E [[ws — wj | + Eflws —w3*)

—1Q_Zf<rsf)Q—§®2wqf+wmfﬂmm%
+1{<1_Z> (1—];)2{(1—]\;04) (2—Z)Z+Aﬂ+1\;—i§}llﬂ—wé‘llz
(-5) 5 05) (-3) 5 () (-5 (-5)

w

w

+

SRS

1
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D.1 COMPARISON OF FORGETTING WHENT = 3

By observing eq. (#1) and eq. (#3), we can write forgetting in the same structure for both training
methods:
1 . 2 1 . 2 1 “ 2 1 ~ 2 1 A 2
By = Lo i+ S w4 S oo — w5+ S ot — w3 4 Sés o — w3 .
By comparing eq. and eq. , we have the following conclusions: 1.¢¢0nmen) o alsequential),

~ ~ tial ~ N tial A ~ tial
2'6(2concurrem) < C(25equen 1a); lcgconcurrent) > cgsequen 1a), when p> 5nJ;4M : 4.CEf0ncurrem) > cisequen 1a);

5, geoneurrent) , gseauentiah The proof of these conclusions is provided as follows.

~(concurrent
C( )

Proof. 1. To prove ¢} <

3
R . n
C(lsequentla]) _ (1 _ ) 1—
p

~ tial
c(lsequen ia ):

2 2
n n

> (1 - — 1— 1 1_ )

! p p p

i 2
> (1 _nt ) -1 (1 — n)

i p p
— é(lconcurrenl)'

2. To prove é(2concurrem) < é(;equenlial):

~(sequential
ggementa) _

(-5 (-5) - (-3)

_(1 n) (nM n—&—M} (1 n+ M nM)
p) | p? p p p?
B (1 n) [ n+M <1 n—i—M)
p) L p p
M 2 M M
ooy
p p p p
n n+ M n+ M
>(1——| |- 1-
p p p
_ é(zconcurrent) ]
3. To prove &5 ™™ > @i when p > S14HAM | we firt notice that

é(concurrent) _ (1 . 2(” + M)) nM n ]\42
’ D pp—n—-—M—-1) 2p(p—n—M —1)

M M
D) ()
p p p
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- (12(n+M)>nJ\4+J\42+n+M <1n> (1n+M>

p p?  2p? p P p
n+M(1 n) <1 M> n2+n3fn2M72nM2
P p P p? P '

On the other hand, we have:

e (D) (-5 (0-5) C-5) )
)65 (=)0

i M M M M
T R AT
p b/ D p p p p/, p
(D2 ) (i
p p/)p p p p p p) p
n M\ n+M n M\ n n—+2M nM
(1= (-2 ISP N Ry + 2=
p p p p p/)p p p
(@) n M\ n+M n+M\n n+2M nM
=) (-2 (1 e
p p p p p p p
n M\ n+M n?2+2nM n3+4n M + 2nM?
<|1l—-= 1-— - 3 + 3 ,
p p p p P
where (i) follows from the face that p > 5254 and (ii) follows from the fact that — 2E2M 4 25T <

0. Furthermore, under the condition p > W, we have:

n? 4+ 2nM n n3 + 4dn2M + 2nM? n?  nd—n2M — 2nM?

< [
P2 P3 P2 »?

Elconcurrent) > églsequemial):

)

which completes the proof. 4. To prove ¢

2
églconcurrent) — E + ni > E > <1 _ M) ﬁ — églsequemial).
p plp—n—M-1)" p p

Al NE tial) . N (S tial
5. The proof of cgconcu"em) > cgeq“e" 2l is the same as cgfoncurre"t) > cffequen fal)

D.2 COMPARISON OF GENERALIZATION ERROR WHEN T = 3

By observing eq. (#2)) and eq. (#4)), we can write generalization error in the same structure for both
training methods:

2
[w; — ws]|”.

1. 2 2 oy 1 2 15 2 15
Gs = gdi(|[wil"+ w2 " +[lws]|") + 3 d2 lwy — wi||"+ 3ds [lwy —ws]"+5ds
By comparing eq. (42) and eq. (44), we have the following conclusions: 1.4 ™) < gseauentiab,
2. CZ(zconcurrem) > d(;equential) when p > 4n.;3M : 3. ng)concurrem) > désequential); 4. diconcurrem) > dAElsequential).
The proof of these relationships is provided as follows.
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1. To prove Ci(lconcurrent) < CZ(lsequemial).

(-3 (-4) (-2
Ew (-

\

2 62)

4n+3]\4

concurrent)

, we first consider:

CZ(concurrent) o <3 o 3(” + M)) nM n 3M?2
5 =
P pp—n—-M-1) 4p(p—n—-M-1)

j(concurrent) J(sequential)
dy > dy

2. To prove when p >

n+ M 3n M nn+M
(3
b p p p
>(3 3(n—|—M)>n]\4 3M? n+M<2 3n M+n(n+M)>
p pr o 4p? p p P p?
n+M\nM 2n+M n+ M 3n n nn+M
>3<1— >2+( ), (——+( d ))
D p p p p p
2(n+ M) 3n*+nM+M? n3—n?M —2nM?
S p? - P’ '

On the other hand, we have:

. A M2 M M] M M2
e L O B
D 2p D p)p P p 4p

n M M? M n\n M M M?
=(1-=)(1-—+—= I-=)(2-=)=+=|+=—-—=

D p 4p D p/p pl p A4p
(D065

P p /)| P p/)p pl p

4p? P p)p P 4p?

(D EDI-D D33

P p /)| p p/p P P

(=0 03T 00 -0

n+M nM\ M
+ (- + — | —

2

p p p
2(n+M) 3n? + 3nM + M? n n® +3n M + nM? B n*M
p p? p? p?
- 2(n+M) 3n? + 3nM + M? N n3+3n2M+nM2.
p p? p?
Under the condition p > w, we have:

3n2 +3nM + M2 n3+3n2M + nM? 3n2+nM + M? nd—n2M — 2nM?
- P> - P =T P> - P

)
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which completes the proof.

3. To prove dy°"" ™™ > cz(;equemial), we first have:
CZéconcurrenl) _n (2 2(n+ M) + (Tl+2]\4)2) N % (1 7 TL+M> i %
D D D p D 2p
3nM

n 20n+ M)  (n+ M)? M n+ M M 3nM
e G TR

On the other hand, we have:

a?gsequemial) _ (1 B M>2 n s (1 ) M>2 (1 _ n> M
2p) p 2p p) P

AN
RS
—

I
S
N————

[\v]

n 2n+M n2+2nM n
<—=1|2- + 5 - 5
P P P p p dp
M n+ M nM?2 M3 M
+—(1- + —
D P D 4p 2p
n on+2M n?2+2nM + M2 M n+ M
=—(2- + . +—(1-
D D D D D
MM M
4p3 2p
n 20n+ M) (n+ M)? M n+ M M = 3nM
<—[(2- + 5 +—(1- + =t =5
D D D D D 2p  2p

By combining the above equations, we complete the proof.

4. To prove di{:oncurrent) > (Zglsequemial)’ we first have:

2
Cz(sequemial) — <1 _ M) ﬂ |:(1 _ M) (1 _ n) + 1:| + %
4
2p) p p p 2p
M

[ M
<2 (1—) (1—”>+1]+
p | p 2
[ M M 2M
_nl, nt }-i— n3
p | P 2p P
n [ n—I—M} M 3nM
<=|2- +—+
p 2p 2p(p—n—M—1)
< ngfoncurrent).

E COMPARISON BETWEEN CONCURRENT AND SEQUENTIAL REPLAY FOR
GENERAL T

In order to develop the comparison between concurrent and sequential replay methods for general
T, we need to compare the coefficients in Theorem [1| between concurrent and sequential replay
methods. In this section, we assume that M > 2.
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E.1 COMPARISON OF COEFFICIENTS OF FORGETTING IN THEOREM 1]

We first observe the terms 1 and (2 in eq. (34) before we start to compare the forgetting under
different training methods. We separate the term 3 into two following parts.

t—i—1 1t—1-2 t—1—1 2
+M ) -
b= (1—n ) > 2 _tnl_l — |[w; —wi||* b BF

1=0 =1 k=1 P
t—2 lt—1—2t—1—1 M 2
n+M ( l1> * %2
P ()Y Y e g -
I=t—i 1 k=1 P _
1—2Z li ]l 2 i— ljl 2 61 ’ (45)
1 n+M (z l— 1) * x (2
B B > Z p—n—M—_1) [[w) — wi]
1=0 =1 k=1 P

where 3" consists of terms §F, ||w} — 'wk|| with 67 > 0forj = [k —1];k =i,i+1,..,t — L
Then, we take a closer look at By .

B 1—2 n+Mtz+lzl21l1 l )2 i L2
=Y (1-15E) Y Y e - wil

p

Nng

1=0 =1 k=1 P
n—l—M)“ -2 i—1—-1 11511)2 9
— 1-— Hw*—w,ﬁ
z( > Y e
1—2 t—1 li—1—2i—1—1 2
TL-I—M TL-I—M i ) * %2
)T () RS e
1=0 j=1 k=j+1
T(n—I—M) 1—21—1—2 i—1—1 (i7];{1)2 2
S S 46
- P 2 2 1p(p*n*M*1)’ 40

1=0 j=1 k=j+

. _ . _ 2 L 2 2 .
This shows that 5] consists of terms 6]. |7 with § ik 2 —% forj € [k —

1], k € [ — 1]. Therefore, 3; consists of terms ¢, *|1* where
T?(n + M)M?
_ s+ -
Ojk =07 +6,, > — 7 ; 47)
for j, k # t. By the same argument, we have:
t—i—1 Lt—1—1 nM
n+ M t—1-1 2| ot
= 1— —w*
& ; ( p ; pp—n—ar— I~ il
t—2 Lt—l—1 nM
n+ M —1—1 2
+ 1-— ) wi — w;
_.< p Zp(p—n—M 1)” i wis] B
R T Y By, @®)
(1 n+M> i1 o — w? Hz
- - — i~ Wiy
prd p = rlp—n-M-1)
where 62 consists of terms 7); kHw f'wkH with n]k >0forjelk—1,k=i+1,i+2,..¢t

*

and (3, consists of terms 7); ij — wj ? with Nk = —
N forj € [k — 1],k = 2,3, .., i where
T?(n+ M)nM
p? '
Now, we compare the coefficients in forgetting in Theorem[I] We first fix the index ¢, meaning that

we consider the generalization error on the task 7.. The proof of ¢[°""™™ < (54" o116y from
Lemma|l5|if p > 273(n + M)?

T2(n+M)nM ~
("+73)” for. Therefore, 32 consists
p

Nik =M+ Mg > — (49)
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(cnncurrem) S ¢ (sequential)

Cijk are as follows.

The proof of ¢;;

1. we prove c\Soneument) ~, clseaquential ), 574 (4 M)nM. We start from ¢ x""* | We first upper

1l il
(sequenndl)

bound part of the coefﬁment c;
t—2 t—1—1 i—2 i—l—1
M
i) () O- )
V2 el (t—=1-1p p iy (i—1—=1)p P
T?(n+ M)nM
4 Tn+ M)nM

@) n n+M\"" n+M\"!
<= (1= —(1- :
p p p p
(sequential)

where (¢) follows from Lemma We then rewrite the rest part of ¢}

(50)

as follows.

S| (-) )] 05)

(z)tfl 1in+Ml M M T%(n+ M)M?

P P (t—l-1)p T?p? p?

= n+M  (n+ MM\ n+ M\

" S P’ B

=0

. M i—1—2 M
(i—1—1)p (i—1-1)

<n‘>’f’lz’1 L_ntM ' M M L TP(n+ MM

— p (t—l-1)p T?p° p?

1—2

P p? P

<1n+M)”“+T2(n+M)M <1n+M>l] M

=0
t—1 l i—1
p (t—l—lp (i—1-1)p

1=0
M 2T%(n + M)M?
T2 + e

; (51

38



Under review as a conference paper at ICLR 2025

where (i) follows from eq. (58) and lemmas[10|and[11] (i) follows from Lemma[12|By combining

egs. (50) and (31,
t—1 i-17  t-1 I
(sequential) n ( n+ M) ( n —+ M) ( n + M) M
el <20(1- —(1- + 1—
' p l p p ; P t—1—1)p

§1 n+ M\ M LTt MynM M 2T (n+ MM
(i—1=1)p p? T2p? p?

® n (1_n+M)“_< _n+M)” +§<1_n+M)l M

p p p pard p (t—=1-1)p
_i(l_n—f—M)l M T2(n+ M)M?  T2(n+ M)nM

pre p (i—1—=1)p P’ p?

1%
< (concurrent)

< ¢ (52)
where (i) follows from the fact that p > 5T74(n + M)nM, (ii) follows from our observation in

eqs. (@7) and (@9).

2. Next, we prove c(concu"em) > seauentiah s > 5T4(n 4+ M)nM, for j = 2,3, ...,i — 1. We first

= Jt
(sequentlal)

consists of two parts. We bound the first part by

LIt D et e
i—j1i-1 i—k—1 i—j—1—1

B [ I (L e =
1

(1_n+M)l M _’ijl(l_mM)l M
p (t—1-1)p P (i—1—=1)p
M 2T%(n+ M)M?
_T2p2+ p? ’

notice that C;j

(53)

(sequential)

For the rest part of ¢;; , we have

1]_[1

[( | ) (“Z)] (-o)
|(-5) (- Z)] (-3%)

t

a
-5y ?”{(1—”;M>‘f—1
Gy

where (¢) follows from Lemma. By combining eqs. (53) and (54)), we have

t—j—-1 i—j—1
(sequential) n—+ M) M ( n—+ M) M
C; < 1- — 1-— i
) 2 ( y ) oimtr T X T

=0 p

e [0
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T2 (n+M)nM M  2T?*(n+ M)M?
P T2 + ps

o t—j—1 l —Jj=
P (t—l—l — (i—1-1p

=0

M i—j—1 t—1i
N (1_n—|— ) (1_n+M> .
p p
T?(n+ M)M?  T?*(n+ M)nM
- p? - P
(2) C(cgncurrent) (55)

= Cgg )

where (i) follows from the fact that p > 5T*(n + M)nM, (ii) follows from our observation in
egs. (#7) and {@9).

3. We prove c(concu"em) > S for i — i+ 1,...,t — 1if p > T*(n + M)M. According to
the same derivation as €gs. @ and (62), we have

t 1
Ezelquemlal) < ]Z (1 _ n -+ M) M (1 n -+ M) E
(t—1—1)p p

p
M T%*n+ M)M?
CT2p2 + p3
t—j—1 t—j
< Z n+M M 1_n—I—M n
= (t—1-1)p p p
T?(n+ M)M?  T?*(n+ M)nM
- P - P

(4)
(concurrent)
< iji y

where (7) follows from our observation in egs. and .

t sequential
(concurrent) > ¢ (seq )

4. Last, we prove ¢ o if p > T?(n + M)M. We have:

sequentia M =t M M
s rD:(l_) ”<<1_)n<n_712
(t—1p p t—=Up)p p p

(2 n  T?(n+M)M? T?*n+ M)nM
P p? p?
(Zl) ncurren
< e, (56)

where (i) follows from the fact that p > T%(n+M)M, (ii) follows from our observation in eqs.

and {#9).

5. As illustrated in egs. (45)) and (48)), we obtain the following conclusions. For j = [k—1]; k = i, i+

1,..,t—1, we have C(C(;:C""em) > i}e,guemml) following the fact that c(concumm) > (0andc (Sequemal) =0.
However for j = [k — 1];k € [i — 1], we have c(;(;fcu"e“t) < 2;.",3“3““41) followmg the fact that

gﬁnc”"em) < 0 and (Eeq“em’al) = 0. We note that the impact of these components on forgetting is

significantly small under a large p, following the fact that the disadvantage terms in sequential replay
By and 3, in egs. and are of order (’)(p%), while the advantage of other coefficients is of

order O( ;).

E.2 COMPARISON OF COEFFICIENTS OF GENERALIZATION ERROR IN THEOREM/[I]

We comparison of coefficients of Generalization error in Theorem [T] as follows. We first fix the
index 7, meaning that we consider the generalization error on the task .
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1. We first prove d°"" ™™ < ¢5°"™  According to Lemma we have:

- 3) 23
t—2 .
<(1_2)E’l<1_(th1)p> (1_2)]

_ d(sequential)

2. Now, we prove (<25t > g@eauentiah i, ~ 974 (4 M)nM. We first consider:

() ()

i) n( n+M (n—f—M)M)t1
21— +
b

—~

2

p p

(i4) M\t T2 M)nM

<”(1—”Jr > ¢ Dot M)nd. (57)
p p p

where (7) follows from Lemmal[11]and (i7) follows from Lemma|[12]

We also notice that:

N (1_n+M>t_2 T%(n+ M)M (1_M)M
P p? p) p
t—2 l 2 2
n—+M M M T2(n+ M)M
1-— - 58
<Z( P ) (t—1-1)p T2p2+ P ’ (58)

where (i) follows from Lemmas.andﬂand 1) follows from Lemma. By combining eqs.
and (58), we can conclude:

—1 t—2
d(sequenual) (1 _n + M)t i ( n -+ M) M
14T P o (

p t—1—1)p
T2 (n+M)nM M  T?*n+ M)M?
+ P CT2p2 + i
@) n+M n+M\"" X n+M\' M
< 1— + 1-
p p prd p (t—1-1)p
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— dic:l(;l,}(iunent) (59)
where () follows from the fact that p > 27*(n + M)nM.

3. Next, we prove d;;‘;“Tcu"em) > d%eiunemial) ifp > T*n+ M)M, for j = 2,3,....,t — 1. We first
have:

tglil—[; [(1 (- liw— 1)p>tk1 (1 - Z)] <1 (@ —?4— 1)p>t“1 (t —?4— Lp
l

[(1 - a—kM—m) (- Z)] (1- <t—zM—1>p) T

t—j—2 t—k—1
M M
P (t—k—1)p p/| jp
, t—j—2 ! t—j—1
i 1 M M M MM M
()(1_)Z<1_n+ ) +(1_n+ +(n+2) ) M
Tp) = p (t—1=1p p p Jp
(i) (1 1) t‘f <1 n+M)l Mo, <1 n+M)t‘J‘1 M T*(n+ M)M>
Tp) = p (t—1=1p jp i
t—j—1 l 2 2
M M M T MM
<Y (-2 - Lt M) (60)
P (t—=1-1p T?p? p?

where (i) follows from Lemmas|11]and([14} (i7) follows Lemma[12] Therefore, if p > T4 (n+M)M,
we have:

n+ M ! M
E e

Furthermore, we have:

e e ([

@) M\
< (1 _nt ) n (62)
p p
where (i) follows from Lemmas [11]and[14] Therefore, by combining eqs. and (62)), we have:
t—j—1 l t—j
i + M M n+ M n
d(s;guentlal) < 1_ n 1— I < d(cgncurrent). 63
o z; p S p p = T (©3)
4. Last, we prove dsoret™™ > s2et® The proof is straightforward:

t—1 — T

t—1
dis;(guTemial) _ <1 . ( M) > ﬁ < E < d(concurrent)'
p p p

5. Moreover, for the other choices of 7, k we have d'spre™" > 0 and dgsTe‘guTemiaD =0.

F PROOF OF THEOREM

Now, we provide a particular example in which sequential replay has less forgetting than concurrent
replay. Since Fr = w5 S27(Li(wr) — L;(w;)), we focus on proving

[ﬁz (wT) _ Ei (wi)](concurrent) > [Ez ('UJT) _ Lz’ (,wi)}(sequential)
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if p > 272%(n + M)nM for each i € [T — 1], which leads to the final conclusion. Since w} are

orthonormal, we have |jw}|* = 1 and ||w? — w*

; ® = 2fori # j. Now we consider whent = T'.

Recall the discussion about 35 in eq. . Then, we consider
T—i—1 l
M 2nM
prd p ) pp—n-M-1)
o [1— (1 — 2EM)T—i]
- _ _ _ ’ _ _ nt+M
pp—n—M—-1) 1-(1- ")
T—1 —1 n
M — ko (Tk )(*+TM)]€
> 2 n+M (64)
p P

We note that for any k € [3,7 — ¢ — 1] and k is odd, we have
T—i\ [ n+M ’“+ T—i\ [ n+M\"™
k D k+1 D
B (T — i) e+ M\ L1 ntM
CRNT —i—k—1)! P T—i—k k+1 p

(T —i)! (_n—i—M)k[l n—I—M}

KT —i—k—1)! p T p
(1)

<0,

<

where (i) follows from the fact that p > T'(n + M). By simply discussing when T' — i is odd or
even, we can have

N e e | N e IE)
(T —i)(n+ M) (T —i)(T —i—1)(n+M)*

p 2p°
By substituting the above equation into eq. (64), we can have

25t > 2nM . (T—i)(n—i—M)_(T—i)(T—i—l)(n+M)2
7 pln+ M) p 2p?
2T —iynM (T —i)(T—i—1)(n+ M)nM
B p? - P’
O(T =D n+MM M T% n+ M)nM
> ( )(p2 ) + pr — —( e ) (65)
where (7) follows from the fact that n > M + 1. Now, we can conclude:
[Li (wT) _ ‘Ci (,wi)](concun'em)
T
— cg:oncurrenl) 49 Z c;concurrem)
j=1
Q) M =t M o d sequential
><1—Z) <1—”; ) —(1—”; ) +2 7 seentiah gt 4 oG
j=1
MN\T1 ML T iy
Z<1n> [(1n+ > <17l+ ) +2ZC(jsequetal)+253- (66)
p p p =

where (7) follows from egs. , and . On the other hand, we have:

[‘Cz (wT) _ ‘cz (’Uh )](sequemial)
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o0

(T —i)(n+ MM  T3(n+ M)>M?
p? i p*

where (i) follows from Lemma By combining eqs. to and the fact that p > 272 (n +

M)nM, we have

[£1 (wT) _ Li (,wi)](concurrem) > [Lz (wT) _ L:i(wi)](sequential)’

which completes the proof.

T
(sequential)
+2) 6]
j=1

(67)

_|_

)

Now, we provide a particular example in which sequential replay achieves a lower generaliza-

tion error, as presented in Theorem Since G = % ZiT:I L;(wr), we focus on proving
£leomeument () > LD () if p > 274 (n + M + 1)2M for each i € [T, which leads
to the final conclusion. Since w} are orthonormal, we have [|w?|* = 1 and |w; — w3 > = 2 for
1 # 7. We first consider
t—2 1t—i—1 nM
n+ M) P 2
> (1- > ;= wi
prd p = plp—n—-M-1)
- T—2 nt M\ TSt 2
- o Z P2
1=0 j=1
M 2nM
>(T—1)(1—n+ ) -
p p
- (1 T(n+M)) 2(T — 1)nM
P P’
@® T M T-1 M+1)M
9 (1 T ) (= in s Mo DY, )
p p

where (¢) follows from the fact that n > M + 1. Therefore, by combining egs. and , we
have:

T—1
E(concurrent)(wT) > (1 . n) <1 - n—+ M)
’ p p

2

{052 R 0 i)

1=0

Tt n+ M M n+ M =iy 2n

D b R S O DA

<1 (n+M)>( )(n+2M+1)M 69)
p p

On the other hand, we have:

T-1
‘Cl(isequential)( ) (z) (1 . > (1 . n+ M T (TL + ]Y)M>
p b p

{5 R 05 )

=0

T—1 (T—j—1 . T
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+2{<1_”;M) lo( n+M> (T_Jy_l)p}

bt
2B 0 et (5 3
+ <(T‘1)("+M>M N T3(n+M)2M2>

p? 2p*

where (i ) follows from Lemmall1]and eqs. (59) and (63), (i) follows from Lemma [13|and the fact
that1 — 2 < 1. To build the relationship between eqs. 1@) and , we have:

(70)

(1_ T(n+M)> (T-D(n+M+1)M ((T—l)(n+M)M . T3(n+M)2M2>

P p? p? 2pt
_T-y)M T(T -1+ M)(n+M+1)M  T°(n+ M)*M?
o p? p? 2pt
(i)
=0 (71)

where (i) follows from the fact that p > 27%(n + M + 1)2M. By combining egs. to (71)), we
can conclude: £(concurrent)( ) > £(sequent1al)( T)~

G EXPERIMENT DETAILS

Dataset. We evaluate our Hybrid Replay on CIFAR-100 (Krizhevsky et al.| (2009)), a real-world
dataset for image classification. It’s composed of a total of 100 different classes, each containing 500
non-overlapping training images and 100 testing images. In line with prior works|Guo et al.|(2022)
and Sun et al.| (2022), we randomly split the original dataset into 10 tasks under a task-incremental
setup, each containing 10 non-overlapping classes.

Implementation Details. For training on CIFAR-100, we employ a non-pretrained ResNet-18 as
our DNN backbone. Following|Van de Ven et al.|(2022), we adopt a multi-headed output layer such
that each task is assigned its own output layer, consistent with the typical Task Incremental CL setup.
During supervised training, we explicitly provide the task identifier (ranging from 0 to 9) alongside
the image-label pairs as additional input to the model. For simplicity, we use a reservoir sampling
strategy to construct the replay buffer. Our replay buffer size is 50 per class. Other than the image
corruption, we didn’t apply any data augmentation prior to training.

For all experiments on Concurrent Replay, we use the SGD (Stochastic Gradient Descent) optimizer
for 30 epochs per task, with a minibatch size of 128, momentum of 0.9, weight decay of le=4, and
an initial learning rate of 0.05 that is reduced by a factor of 0.1 after 20 epochs.

For all experiments on Sequential Replay, we use the SGD optimizer for 30 epochs per task, with a
minibatch size of 64, momentum of 0.9, weight decay of 1le=3, and an initial learning rate of 0.001
that is reduced by a factor of 0.1 after each 12 epochs. We slightly adjust these training parameters
for hybrid training due to the relatively smaller number of trained images which increases the risk
of overfitting.

Task Corruption. For experiments described in Section we control the similarity level of the
dataset by applying data corruption to different number of tasks. We provide a list of sample images
under different image corruption schemes in fig. |3} For the scenario ”Original Dataset”, we don’t
apply any image corruption. For the scenario 1 Corruption”, we apply the Glass corruption on 77.
For the scenario ”2 Corruption”, we apply Glass corruption on77, and rotational color swaping on
T>. For the scenario 3 Corruption”, we apply Glass corruption on77, rotational color swaping on
T3, and elastic pixelation on 7.
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e i R

(a) Sample images without corruption.

(b) Glass Corruption: the images are transformed to simulate the effect of viewing through frosted glass,
inducing localized blurring and pixel displacement.

(c) Color-swapping and Rotation Corruption: the images are randomly rotated by arbitrary angles, and a subset
of pixels undergoes random permutation of RGB channels.

o e WEE

(d) Elastic and Pixelate Image Corruption: the images are subjected to smooth, non-linear spatial deformations
followed by pixelation, resulting in a low-resolution appearance.

Figure 3: Sample images for demonstrating the corruption schemes listed.
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