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Abstract

Monitoring machine learning systems and efficiently recovering their reliability
after performance degradation are two of the most critical issues in real-world
applications. However, current monitoring strategies lack the capability to
provide actionable insights answering the question of why the performance of
a particular model really degraded. To address this, we propose Explanatory
Performance Estimation (XPE) as a novel method that facilitates more informed
model monitoring and maintenance by attributing an estimated performance
change to interpretable input features. We demonstrate the superiority of our
approach compared to natural baselines on different datasets. We also discuss
how the generated results lead to valuable insights that can reveal potential root
causes for model deterioration and guide toward actionable countermeasures.

1 Introduction

Deploying Machine Learning (ML) models successfully in practice is a challenging endeavor as
it requires models to cope well with complex and dynamic real-world environments [36, 30].
Consequently, monitoring and maintaining ML-models has been established as a central pillar of
the modern ML-Life cycle [38, 25] and commercial ML frameworks [29]. A crucial assumption
to assure the validity of a model is that the data distribution during training matches the real-
time distribution during deployment. However, this assumption might be violated in real-world
applications for various reasons hard to identify given the black-box nature of the observed system.
For instance, data integrity issues such as hardware deterioration or modifications in the collection
and processing pipeline could cause a mismatch as well as intrinsic changes in the data generation
process due to novel real-world circumstances. Since any potential discrepancy might compromise
the reliability of predictions, continuous assessment of the model and its input data is required.
For this purpose, many different approaches have been proposed [34] that can conceptually be
divided into two main categories. Performance monitoring methods [11, 22] enable systematic
tracking of the model performance over time and provide an early indication of significant
model deterioration. However, such approaches typically require access to ground truth labels
at inference time, which is usually infeasible or quite expensive. In contrast, unsupervised data
drift detection [35, 12] quantifies to which extent the input data characteristics have changed to
identify distribution shifts irrespective of the actual performance. In practice, many different root
causes could underlie an observed distribution shift with individual implications. While expensive
retraining might be unavoidable in case of an intrinsic change in the relationship between input
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data and output labels, it would be ineffective for mitigating problems arising from hardware
failure such as a defective sensor. Accordingly, feedback from practitioners [9, 37] suggests that
maintaining reliable ML-systems requires high ML expertise, as current monitoring approaches do
not provide truly actionable insights that guide users to efficient remediation when degradations
occur. In this work, we introduce Explanatory Performance Estimation (XPE) that systematically
addresses the desired needs of actionable model monitoring in practice. In particular, we propose
a framework that anticipates the performance change caused by an observed distribution shift
and guides users toward potential root causes and actions.

Problem Setting We consider the common situation where a machine learning model f :
X → Y has been trained to perform a prediction task in a supervised fashion based on labeled
training data {(xi

s, yi
s)}ns

i=1. Further, we assume the training data originates from a source
distribution denoted as Ps(X, Y ). At some point during deployment, we suppose that the
underlying data distribution changes and further equals to the target distribution Pt(X, Y ) with
Pt(X, Y ) ̸= Ps(X, Y ). As common in practice, we suppose that during deployment we only
have access to unlabeled data instances {xi

t}
nt
i=1 originating from the marginal target distribution

Pt(X). The overall goal of XPE is twofold. First, it should provide a reasonable estimate of the
model’s performance under Pt(X, Y ) despite missing target labels. Second, it should be able to
identify through which specific input features the distribution shift affects the model.

Related Work Although the connection between model monitoring and feature attributions
seems intuitive, only a limited number of works have focused on this intersection. Amazon’s
SageMaker Model Monitor [29] or Google’s Vertex AI Model Monitoring [40] offer monitoring
of feature attributions and interpret changing importance scores as an indicator for potential
performance degradation. In [27] the authors demonstrate on synthetic tabular examples that
monitoring attribution results can be superior compared to monitoring input data characteristics.
However, it remains unclear under which circumstances this approach can reliably signal an
actual performance decrease. Another related approach is simply to combine drift detection
with attribution methods and expect a performance change if an important feature shifts, as
mentioned in [16]. But feature attributions on drifted data might produce unreliable results, and
models can also be robust to certain shifts even on important features, implying no performance
loss. In [4], Shapley Values are leveraged to identify potential reasons for a distribution shift
based on causal graphs, and [47] applies this idea in the context of model monitoring. While
theoretically appealing, these approaches heavily rely on complete knowledge about the causal
mechanisms of the true data-generating process which is infeasible to attain in practice.

2 Explanatory Performance Estimation

In this section, we formalize our approach, which aims to reveal through which specific features
an observed distribution shift affects a model during deployment.

Aligning distributions via optimal transport A natural way to gain a better understanding
of how a distribution shift precisely impacts the predictions of a machine learning model is
to systematically compare its individual predictions before and after the shift happened. For
this purpose, suppose that the experienced distribution shift can be expressed by a functional
transformation T , such that Pt(X) = Ps(T −1(X)). In this case, the immediate effect on a
single model prediction f(x) that is purely induced by the distribution shift can be analyzed by
comparing the corresponding predictions f(x) and f(T (x)). Modern deep neural networks have
demonstrated impressive capabilities to parameterize functional transformations that perform
complex and realistic distribution shifts [32, 31, 26]. However, they typically require a lot of data
to be trained and might even rely on labeled source/target pairs. During deployment, there is
usually only a limited number of discrete samples from the source and target domain available.
Therefore, we consider a more feasible way to estimate the relationships between Ps and Pt

in practice based on Optimal Transport (OT) [42]. In general, OT refers to the mathematical
problem of identifying the most cost-efficient way to transform one probability measure into
another and has already been applied to various related tasks such as semantic alignment of
different data structures [18, 21, 15] or domain adaptation [6, 7, 5]. To demonstrate its adequacy
for model monitoring suppose we have ns samples randomly drawn from the source domain
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Figure 1: Overview of our proposed framework for Explanatory Performance Estimation (XPE):
a) Based on optimal transport, an optimal coupling is estimated to sample-wise align empirical
source and target distributions. b) For a given target sample xt the conditional coupling π̂(Xs|xt)
indicates the most likely version of xt in the source domain denoted by T̂ −1(xt). c) Given pre
and post-shift version T̂ −1(xt) and xt one can restrict shifts to individual input feature subsets
Ki and d) simulate partial feature shifts T̂Ki(xt) by replacing xt with T̂ −1(xt) outside the
considered regions. e) Finally, all simulated partial shifts can be aggregated to quantify how
individual feature shifts have contributed to the anticipated model loss based on Shapley values.

Ωs = {xi
s}ns

i=1 and nt from the target domain Ωt = {xi
t}

nt
i=1. Let δx be the Dirac delta function,

describing a valid probability distribution concentrated at the point x, then the empirical source
and target distributions are given by:

p̂s =
∑

xs∈Ωs

1
ns

δxs
p̂t =

∑
xt∈Ωt

1
nt

δxt

Given a non-negative cost function c : Ωs × Ωt → R+, the relationship between p̂s and p̂t can
be expressed via a probabilistic coupling π representing any joint distributions over (Ωs × Ωt)
with marginals equal to p̂s and p̂t. This leads to the discrete Kantorovich formulation of OT
which estimates a cost-efficient alignment of source and target samples:

π̂ = arg min
π∈Π

∑
xs∈Ωs

∑
xt∈Ωt

c(xs, xt)π(xs, xt) with Π = {π ∈ Rns×nt | π1nt
= p̂s, πT 1ns

= p̂t}

Hence, searching for an optimal coupling results in a linear program that can be solved directly
using appropriate solvers [33]. However, it’s worth noting that there are computationally more
efficient strategies available, for instance using entropic regularization [8]. Intuitively, π̂ provides a
probabilistic estimate of how samples of the source domain are likely to look in the target domain
and vice versa (see Fig. 1a) if the observed shift is cost-minimizing with respect to c. This equips
us with an appealing tool to comprehend the precise nature of the shift and can further be utilized
to reveal how an observed shift affected a model. In this case, understanding the impact of a
distribution shift for a single prediction f(xt) could be achieved by comparing it with all predictions
corresponding to the potential source version of xt as implied by the conditional coupling π̂(Xs|xt)
(Fig.1b). Moreover, it is straightforward to transform a probabilistic alignment into a deterministic
one by matching each source sample with its most related target sample. This results in a
transform T̂ (xs) = arg maxxt∈Ωt

π̂(xt|xs) and equivalently T̂ −1(xt) = arg maxxs∈Ωs
π̂(xs|xt)

mapping each xt onto its most likely source version. Note that the resulting coupling depends
on the chosen cost function c, for which we consider the squared Euclidean distance as it is the
most popular choice in practice.

Shapley values for feature shift importance Shapley values have been introduced as a fair
way to distribute the total outcome of a coalition game to individual players D = {1, . . . d}. In
this context, a game can be specified via a value function v(K) : 2D → R that quantifies the
value that each possible subset or coalition of players K ⊆ D would achieve if only they would
contribute. Given a value function, the Shapley value of each player i ∈ D results as a weighted
average of its marginal contributions over all possible coalitions and orders:

ϕi =
∑

K⊆D\{i}

1(
d−1
|K|
)
d

v(K ∪ {i}) − v(K)
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For the purpose of feature attribution given a model f , individual features resemble players,
and v(K) is defined as a hypothetical model prediction where only features in K would be
present. Different computational methods have been proposed to enable such a value function
by simulating model predictions under feature absence [24, 39]. In order to better understand
how an observed input feature shift influenced a model prediction we propose to consider a
novel coalition game where v(K) expresses the model prediction under the assumption that only
features in K did experience the shift (Fig.1c). As introduced above, optimal transport allows
us to identify potential pre- and post-shift versions of data instances related to the empirical
source and target distributions. The corresponding results can directly be utilized to perform the
required partial distribution shifts of a given target sample xt (Fig.1d). If the shift is due to a
transformation T , then the desired value function is given by:

vT (K) = f(TK(xt)) with TK(xt) =
(
xK

t , T −1(xt)Kc)
where Kc is the complement of the index set K and xK denotes all entries of x with index in
K. When computing Shapley values with respect to this value function, ϕi can be interpreted
as a measure of how the empirical shift of feature i contributed to the shift-related prediction
change (Fig.1e). Moreover, carefully comparing vT with the corresponding formulation used
for feature attributions reveals a close relationship. While v(K) is designed to resemble partial
feature absence for the purpose of feature attribution, our proposed version estimates feature shift
importance by simulating partial feature shifts. It can even be considered as a specific variant of
standard Shapley values for feature importance [39, 23], where the baseline is set according to
the results of optimal transport to capture the effect of a distribution shift explicitly.

Explaining an anticipated performance change When the data distribution changes, it
is critical to reevaluate whether the model still performs well under the new circumstances.
Reliably computing the performance of a model would require access to corresponding ground
truth labels. Such information is typically unavailable during deployment and usually requires
cumbersome manual efforts. However, empirically aligning labeled source samples Ωs and
unlabeled target samples Ωt via transformation T also equips us with a reasonable way to
anticipate the performance by supposing that all linked instances exhibit the same label. More
precisely, one can obtain for any xt ∈ Ωt a label estimate ŷt by allocating the known label
of the linked source sample T −1(xt) ∈ Ωs. This strategy has also already been successfully
leveraged to enable unsupervised domain adaptation [7]. By combining transport-based label
estimation with feature shift importance, we are now able to specify our Explanatory Performance
Estimation (XPE) approach. Given a loss function L : Y × Y → R+ we define a new value
function vXPE(K) = L

(
f
(
TK(xt)

)
, ŷt

)
which expresses directly the anticipated performance

change under partial feature shifts. The corresponding Shapley values ϕXPE finally indicate
through which specific features an observed distribution shift impacts the anticipated performance
providing valuable information regarding potential root causes of model degradation.

3 Evaluation and Experiments

Natural baselines To assess the capabilities of XPE we first formalize natural baselines that are
connected to existing model monitoring practices. Remember that XPE aims to evaluate through
which specific features an observed distribution shift impacts the model performance. A first
baseline for this purpose is simply to check whether predictions in the target domain tend to rely
on other features compared to the source domain. Let ϕ(x) be the outcome of standard Shapley
values explaining the prediction f(x) for an instance x. Given an estimated transportation map
T̂ , we can simply compare the explanations of two matched samples individually and define a
local attribution difference (LAD):

ϕLAD(xt, T̂ ) = |ϕ(xt) − ϕ
(
T̂ −1(xt)

)
|

If this difference is large for a specific feature then the distribution change in this feature
might be particularly harmful. Note that this method also relates to the existing practice of
monitoring changes in feature attributions [29, 40, 27] proposed to detect model degradation
during deployment. A second baseline that does not require an empirical alignment of source
and target samples is first to perform unsupervised drift detection and consider only shifted
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features which are also important for the model as intermediaries of the shift. For this purpose,
we leverage a two-sided Kolmogorov-Smirnov (KS) test to assess whether the distribution of each
feature within the source samples is significantly different from the corresponding one of the
target samples. Let MKS ∈ {0, 1}d be a binary mask indicating which of the d input features
have drifted according to the KS-test. Then, the Attribution × Shift (AxS) baseline is given by:

ϕAxS(xt, MKS) = ϕ(xt) ⊙ MKS

Defining suitable metrics Quantitatively evaluating any kind of model explanation is chal-
lenging, but a desirable property is faithfulness [3]. It generally tries to asses if perturbing
features with high attribution scores also cause coherent prediction changes and a variety of
different related metrics have been proposed [1, 45, 3]. To evaluate feature shift attributions,
we reformulate the faithfulness criterion in the following way: When features with high shift
attributions are shifted back, we expect the model performance to recover equivalently. Suppose
access to the true pre-shift version T −1(xt) of a target sample xt as well as to the ground truth
source and target labels ys and yt. Then, we can define Shift-Faithfulness (S-Faith) of a feature
shift attribution ϕShift as the correlation between the actual performance change under partial
feature shift and the sum of allocated shift importance:

S-Faith(ϕShift, f, xt, T, yt, ys) = corr
K∈( d

|K|)

(∑
i∈K

ϕShift
i , L

(
f(xt), yt

)
− L

(
TKc(xt), ys

))
Here we adapted the metric based on the notation from [3], where the correlation is computed
using different feature subsets K with fixed size |K|. Another popular metric to measure the
quality of feature attributions is RemOve And Retrain (ROAR) [14] assessing if the performance
actually decreases when important features are removed and models retrained. Consequently,
we propose an adapted metric coined remove, retrain, and shift (ROAR-S) which evaluates
whether the performance decrease caused by a shift diminished if features with high shift
importance are removed and the model retrained. More precisely, we define the ROAR-S score as
the proportion of shift-induced performance decrease that remains when for each instance the
top 5% of input features highlighted by ϕShift are removed and the model subsequently retrained.
If this score is small, the distribution change no longer affects the performance and the shift
importance is reliable. More details about this metric are deferred to the supplementary material.
To quantify the practical information content of explanations, we consider the Complexity (Cpx)
metric [3], which is defined as the Shannon entropy H of the normalized attribution values:
Cpx(ϕshift) = H(|ϕshift|/

∑
i |ϕshift

i |). This expresses the uncertainty of shift attribution results
across all input features and lower values indicate that the method is able to communicate the
potential reason for model degradation more concisely. This makes the results more comprehensible
to humans and helps to identify concrete countermeasures [2].

3.1 Experiments

The goal of our experiments is to rigorously analyze feature shift attributions and their capabilities
to intuitively explain the true model behavior under deployment-related distribution shifts.
Therefore, we designed an appropriate evaluation setup to investigate how data quality issues
affect deep learning-based image classification models. For our implementation, we relied on
several popular open-source tools [24, 10, 41, 13].

Quantitative evaluation We consider a variety of popular lightweight image datasets [19,
43, 44] and simulated several distribution shifts mimicking potential camera-related hardware
degradation or physical changes in the environment [28]. This setup ensures complete knowledge
about the true pre- and post-shift pairs, which is crucial to reliably evaluating the quality of
shift attribution methods via Shift-Faithfulness. For each dataset, we fitted a LeNet model
[20] and evaluated Shift-Faithfulness based on 500 test samples and the cross-entropy loss as a
performance measure. The average results are reported in Table 1 and indicate that XPE almost
consistently outperforms all baselines. The baselines are often not correlated at all with the true
performance change induced by the shift of highlighted features. The corresponding results for
Complexity imply that the explanations of XPE also tend to be the most concise given a sufficient
degree of faithfulness. For cases where other methods provide significantly less complex results,
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brightness contrast dotted fog gaussian impulse spatter zigzag AVG
S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ S-Faith↑ Cpx↓ ROAR-S↓

MNIST
XPE 0.45 4.03 0.53 5.91 0.82 2.55 0.52 5.88 0.71 3.71 0.76 2.53 0.69 4.32 0.78 3.38 0.37
LAD 0.01 5.62 0.32 5.16 0.22 4.70 0.15 5.69 0.11 5.25 0.17 4.69 0.21 5.05 0.13 4.82 2.12
AxS -0.04 5.42 0.24 5.81 0.31 3.12 0.11 5.92 0.07 4.92 -1 -1 0.26 4.91 0.21 3.82 1.87

FashionM
XPE 0.58 5.86 0.58 5.91 0.79 2.82 0.72 5.97 0.73 5.24 0.79 3.19 0.72 4.85 0.76 3.51 0.20
LAD 0.00 6.12 0.06 6.05 0.04 5.63 -0.00 6.11 0.04 5.96 0.02 5.62 0.03 5.82 0.05 5.67 0.77
AxS -0.01 5.99 0.01 5.93 0.07 3.24 0.01 6.04 0.03 5.72 -1 -1 0.09 5.04 0.07 3.88 0.78

OrganaM
XPE 0.32 5.54 0.25 5.48 0.39 5.16 0.23 5.54 0.33 5.52 0.41 5.15 0.34 5.29 0.40 5.23 0.48
LAD 0.05 5.63 0.09 5.33 0.06 5.54 0.04 5.68 0.05 5.58 0.04 5.55 0.06 5.62 0.04 5.57 0.60
AxS -0.00 4.88 0.10 4.25 0.06 4.66 0.02 4.98 0.00 4.82 0.02 4.77 0.01 4.95 0.04 4.73 0.56

PneumM
XPE 0.52 5.05 0.28 4.72 0.72 4.39 0.28 4.84 0.54 4.87 0.69 4.02 0.59 4.55 0.59 4.86 0.96
LAD -0.01 5.37 0.01 5.00 0.13 5.62 -0.00 4.89 0.03 5.29 0.09 5.43 0.03 5.43 0.00 5.62 2.00
AxS -0.01 4.86 0.07 3.90 0.13 4.63 -0.00 3.05 0.03 4.57 0.09 4.29 0.05 4.52 -0.01 4.77 5.05

Table 1: Average S-Faith, Cpx, and ROAR-S results of shift attributions methods for a LeNet
on different image datasets and corruptions. A higher S-Faith value indicates that features
highlighted by ϕShift are stronger correlated with the true performance change caused by the
shift in these features. A lower Complexity value corresponds to more concise explanations and
a lower ROAR-S score signals that removing features based on ϕShift effectively mitigates the
shift-induced performance change. 1 The KS-Test did not identify any shift, so AxS is all zeros.

they typically have almost no correlation with the actual performance decrease. Moreover, the
label transport accuracy (ŷt = yt) was for all considered shifts > 85%, indicating that aligning
via optimal transport is capable of apprehending the considered transformations. To confirm our
findings, we also evaluated ROAR-S and the results demonstrate that the performance change
caused by the shift is on average best mitigated when dropping features according to XPE.

Deriving intuitive and actionable insights Finally, we would like to demonstrate how the
results obtained via XPE can yield novel and actionable insight about the model behavior under
distribution shifts. To do so, we locally examine shift attributions on MNIST for digits where
a certain shift had a particularly harmful effect on the prediction and seek to understand the
reasons. In Figure 2, we plot some of these examples and notice that for such instances, the shifts
do indeed perturb essential image regions in a way that suggests a different class. By consulting
the different shift attribution results to narrow down a concrete reason we see that only XPE
highlights the parts of the corruption that actually alter the appearance of a digit towards a
different one. This indicates that the model is mainly misled by the intuitive regions, which
cannot be concluded from the other results. Such kind of information can facilitate end-users to
take efficient and targeted corrective measures for their application. Those can, for example, be
given by cleaning or repairing the camera lens or removing ambient light sources causing harmful
shadowing in important areas of the image.

(a) Zigzag perturbation (b) Spatter perturbation

Figure 2: Feature shift importance on MNIST. The local explanations by XPE intuitively show
the most convincing explanations only highlighting the part of the zigzag (a) connecting the top
part of the ’4’, which changes the model’s prediction to a ’9’. A similar observation can be made
for the spatter (b) corruption changing the prediction from ’9’ → ’7’.

4 Conclusion

We introduced Explanatory Performance Estimation (XPE) as a novel framework to attribute an
anticipated change in model performance induced by a distribution shift to individual features.
Our approach requires no ground truth labels in the shifted domain, which corresponds to the
typical situation in practice. Furthermore, we demonstrate the empirical success of our method
through experiments, indicating that XPE can pave the way toward a more human-centered
perspective to monitor ML-systems which is in line with the discussion in [37]. By this, the
introduced method can facilitate a more efficient and targeted maintenance of black-box systems.
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We anticipate the introduction of explainability in the monitoring of ML models as a fruitful
research direction, e.g., combining XPE with concept-level explanations [46] can provide even
more informative and actionable insights to reestablish reliable ML-systems.
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A Appendix

Following supplementary material will be presented to provide further details about the imple-
mentation and the proposed metrics.

A.1 Details on Experiments

In this section, we document more detail regarding the conducted experiments.

A.1.1 Data and Model Details

During our experiments, we considered the MNIST [19] and FashionMNSIT [43] dataset
loaded directly from torchvision. We also considered two datasets include in the MedM-
NISTv2 benchmark [44], namely OrganaMNIST and PneumoniaMNIST shown in Figure 3.
The datasets have been loaded using the Python API provided by the medmnist package. For

Figure 3: Medical images of organs and pneumonia used in the experiments in Table 1 (organaM
and pneumM).

each dataset we trained and evaluated a LeNet model [20]. The model has been trained for
100 epochs with early stopping based on a patience of 10 epochs. The training has been
performed using PyTorch’s Adam optimizer with a batch size of 16 and a learning rate of
1e-3. For all datasets we used corruptions proposed by [28], which are shown in Figure 4.

Figure 4: Example MNIST image illus-
trating the used corruptions

A.1.2 Shift Attribution Details

To estimate the couplings that align source and target
samples we leveraged the POT library for optimal trans-
port provided by [10]. All couplings are computed using
linear programming based on the EMDTransport solver
with default parameters including the squared Euclidean
distance as a cost function.
To compute the necessary Shapley values for each shift
attribution method relied on the model-agnostic Ker-
nelSHAP implementation provided by [24]. All Shapley
values have been computed using a sample size of 3000
and the default choices for all other hyperparameters.
For the AxS metric, we estimated the shift mask MKS

using a feature-wise two-sided Kolmogorov-Smirnov test
with a 95% confidence threshold to signal a shift. The
test statistic and the mask are computed using the
implementation provided by [41].
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A.2 Metric details

A.2.1 Shift-Faithfulness and Complexity

For both metrics we randomly selected a subset of 500 samples from the test set of each data
source and estimated all shift attributions as specified above. To compute the metrics we relied
on the implementation provided by [13]. For the Shift-Faithfulness, we used the Faithfulness
Correlation metric, specified the perturbation baseline to be the estimated per-shift version of each
sample and chose a sample size of 100 with a subset size |K| of 64. All other hyperparameters
correspond to their default choices. Moreover, during the computation of such metrics, we
removed samples where the anticipated performance change is only marginal as this causes either
all shift attributions to be zero or causes numerical problems during the computation of the
correlation value used in Shift-Faithfulness.

A.2.2 ROAR-S

For implementing the suggested remove, retrain, and shift (ROAR-S) metric we adapted the
PyTorch implementation by [17] of the original remove and retrain (ROAR) metric introduced by
[14].
Given the high computational requirements of that evaluation, we sub-sample the original training
and test sets to obtain Dtrain

s and Dtest
s each containing NROAR = 1000 samples. Dtrain

s is used
to train the pre-removal LeNet model f . For each considered shift we created the corresponding
shifted dataset versions Dtrain

t and Dtest
t and computed for all elements xt in the shifted train

and test set the different feature shift attributions. For each attribution result ϕShift we rank
the individual importance values to obtain an ordered set. Afterward, we remove the top 5%
of the features attributed the highest feature shift importance. If feature shift importance is
attributed to less than 5% of the overall pixels, all those are removed. In the case of MNIST
and FashionMNIST removing is performed by setting the value of the pixel to zero equalling the
background value. For the MedMNIST datasets without a defined background value, the value
of removed pixels is set to the mean of the respective dataset. This yields the post-removal sets
D̃train

s , D̃test
s and D̃train

t and D̃test
t . The new source training D̃train

s is then used to retrain the
LeNet model yielding f̃ and this new model is then evaluated on the post-removal test set to
obtain the new performance decrease after removal. More specifically, based on the cross-entropy
loss L, the test performances of the original model f without removal are given by:

Ltest
t = 1

NROAR

∑
(x,y)∈Dtest

t

L(f(x), y)

Ltest
s = 1

NROAR

∑
(x,y)∈Dtest

s

L(f(x), y)

and the test performances after removal on the retrained model f̃ are given by:

L̃test
t = 1

NROAR

∑
(x,y)∈D̃test

t

L(f̃(x), y)

L̃test
s = 1

NROAR

∑
(x,y)∈D̃test

s

L(f̃(x), y)

Then, ROAR-S score can be defined as the proportion of performance decrease that remains
after removal:

ROAR-S(L̃test
t , L̃test

s , Ltest
t , Ltest

s ) = max(0, L̃test
t − L̃test

s )
Ltest

t − Ltest
s

For cases where no negative effect of the shift can be observed after removal, the metric is set
to zero as the entire performance decrease has been mitigated. All models have been trained
for 100 epochs with early stopping based on a patience of 10 epochs. The training has been
performed using PyTorch’s Adam optimizer with a batch size of 16 and a learning rate of 1e-2.
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