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Abstract

We study the Hamiltonian flow for optimization (HF-opt), which simulates the
Hamiltonian dynamics for some integration time and resets the velocity to 0 to
decrease the objective function; this is the optimization analogue of the Hamiltonian
Monte Carlo algorithm for sampling. For short integration time, HF-0opt has the
same convergence rates as gradient descent for minimizing strongly and weakly
convex functions. We show that by randomizing the integration time in HF-opt, the
resulting randomized Hamiltonian flow (RHF) achieves accelerated convergence
rates in continuous time, similar to the rates for accelerated gradient flow. We
study a discrete-time implementation of RHF as the randomized Hamiltonian
gradient descent (RHGD) algorithm. We prove that RHGD achieves the same
accelerated convergence rates as Nesterov’s accelerated gradient descent (AGD) for
minimizing smooth strongly and weakly convex functions. We provide numerical
experiments to demonstrate that RHGD is competitive with classical accelerated
methods such as AGD across all settings and outperforms them in certain regimes.

1 Introduction

Optimization plays a central role in machine learning, with algorithms such as gradient descent (GD)
and accelerated gradient descent (AGD) [Nesterovl, [1983] serving as essential tools for optimizing
objective functions. A growing body of work has explored optimization algorithms in the framework
of continuous-time dynamical systems, which provides insights into algorithmic behaviors and con-
vergence properties. In this paper, we develop a novel family of accelerated optimization algorithms
that are designed based on the Hamiltonian flow.

Hamiltonian flow (HF) originates from classical mechanics, describing the continuous-time evolution
of physical systems. At a fundamental level, Hamiltonian flow governs how the positions and
momenta of moving bodies evolve while conserving energy. Beyond its roots in physics, Hamiltonian
flows have inspired computational algorithms such as Hamiltonian Monte Carlo (HMC) [Duane
et al., [1987], a classical method widely employed for sampling from complex, high-dimensional
probability distributions [Neal et al., 2011} [Betancourt, 2017, [Hoffman et al.| 2014]. Due to its
effectiveness, HMC has found extensive applications in Bayesian inference, statistical physics, and
machine learning [|Gelman et al.l [1995| [Kruschkel 2014} [Lelievre and Stoltz, [2016].

There has been growing interest in exploring the connections between optimization and sampling, as
they share deep theoretical foundations and many algorithmic similarities. Notably, the Langevin
dynamics for sampling can be viewed as the gradient flow for minimizing the relative entropy or
Kullback-Leibler (KL) divergence in the space of probability distributions [Jordan et al.| |199§]].
Many works build on this perspective to use techniques from optimization to analyze Langevin-based
algorithms [Wibisono, 2018} Bernton, [2018}, |Durmus et al., 2019, Ma et al., [2021] or develop novel
sampling algorithms inspired by optimization [Salim et al., 2020, [Lee et al.l 2021} Lambert et al.,
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2022, |Chen et al.,|2022| |Diao et al.,2023| [Das and Nagarajl, 2023} |Suzuki et al., [2023] [Fu and Wilson,
2024 |(Chen et al., 2025]. In this paper, we strengthen the links between optimization and sampling in
the opposite direction, by studying how to translate the Hamiltonian Monte Carlo (HMC), a classical
sampling algorithm, to design new optimization algorithms, particularly for accelerated methods.

In the links between optimization and sampling, there is a significant theoretical gap regarding
acceleration. In optimization, it is well known that greedy methods such as GD can be outperformed
by accelerated methods such as AGD [Nesterov, |1983]] which have faster and optimal convergence
rates with square-root dependence on the condition number for minimizing smooth and strongly
convex functions under the standard first-order oracle model; see Appendix for a review. A
similar acceleration phenomenon in sampling is still elusive, but there are some promising candidates.
The underdamped (or kinetic) Langevin dynamics has an accelerated convergence rate in continuous
time [Cao et al., 2023, but in discrete time, algorithms based on its discretization still do not
have the desired accelerated rates [Ma et all [2021} [Zhang et al. [2023]]. Another candidate is
the randomized Hamiltonian Monte Carlo (RHMC) [Bou-Rabee and Sanz-Sernal, [2017]], which is
obtained by randomizing the integration time in HMC, and has been conjectured to have an accelerated
convergence rate for sampling [Jiang), 2023]. In continuous time, the idealized RHMC indeed has an
accelerated convergence rate in x“-divergence for log-concave target distributions [[Lu and Wang,
2022]. On the algorithmic side, recent works have shown that for a Gaussian target distribution, HMC
with carefully chosen integration time, either determined by the roots of Chebyshev polynomials or
randomly drawn from exponential distributions, indeed achieves an accelerated mixing time with
square-root dependence on the condition number [Wang and Wibisono, [2023al, Jiang| 2023}, |/Apers
et al.,[2024]. However, the proof that RHMC achieves acceleration in discrete time for a general
target distribution remains missing. In this work, we study the optimization analogue of this question,
by designing a new accelerated optimization algorithm based on the randomized Hamiltonian flow.

While Hamiltonian flows have found great success in sampling, their direct use in designing opti-
mization algorithms is still relatively limited. Most existing Hamiltonian-based optimization methods
can be seen as the discretization of the accelerated gradient flow (AGF) [Su et al., 2016, Wibisono
et al., 2016], which is the combination of HF with a damping term for dissipating energy; this is
different from the HF we study in this work which does not have damping. We provide additional
discussion of related work in Appendix Al Pure HF without damping terms have rarely been studied
for optimization. In fact, it obeys the law of energy conservation rather than dissipation, which is
opposite to optimization tasks. Notable prior works include Teel et al.| [2019]], Diakonikolas and
Jordan| [2021]], De Luca et al.[[2023]], Wang|[2024]. Particularly, |Wang| [2024]] show that Hamiltonian
flows with velocity refreshment and Chebyshev-based integration times can achieve accelerated
convergence for strongly convex quadratic functions, which is comparable to AGF with refreshment.
Beyond quadratic functions, we demonstrate that HF with short-time integration and periodic ve-
locity refreshment achieves the same non-accelerated convergence rates as GD up to constants (see
Theorem [I). This naturally prompts a question:

Can we develop accelerated optimization methods based on the Hamiltonian flow?

In this work, we answer this question affirmatively and demonstrate that HF with randomized
integration time and its discretization yield accelerated convergence rates for minimizing strongly
and weakly convex functions. Our principal contributions are:

» We propose the randomized Hamiltonian flow (RHF) for optimization as an analogue of RHMC. We
establish its accelerated convergence rates of O(exp(—+/a/5t)) for a-strongly convex functions
and O(1/t?) for weakly convex functions. These rates match the optimal accelerated convergence
rates of AGF [Su et al.| 2016} [Wibisono et al., |2016]] up to constants.

* We study the randomized Hamiltonian gradient descent (RHGD) which is a discretization of RHF.
Under L-smoothness assumption, RHGD achieves the overall iteration complexity of O(+/L/c)
for a-strongly convex functions and O(1/L/¢) for weakly convex functions to generate an -

accurate solution in expectation, matching the optimal accelerated rates of AGD [Nesterov, |1983|
2018]] and its randomized variant [Even et al., [2021]].

Organization The remainder of this work is organized as follows. Section [2] presents notations,
definitions and a review of the Hamiltonian flow (HF) for designing optimization algorithms. Section
[3] proposes the definition of the randomized Hamiltonian flow (RHF) and its accelerated convergence



rates. Sectiond]describes how to discretize continuous-time RHF into an implementable optimization
algorithm RHGD and establishes its accelerated convergence rates. Section presents numerical
experiments validating the effectiveness of our proposed methods. Section[6]concludes the paper and
discusses its limitations.

2 Preliminaries and reviews

2.1 Notations and definitions

Let||-|| := ||||2 denote the Euclidean norm on the d-dimensional Euclidean space R?. A differentiable
function f : R? — R is a-strongly convex if f(y) > f(z) + (Vf(2),y — x) + $|ly — = for
any x,y € R? where f is (weakly) convex if & = 0. We say f is a-gradient-dominated if
IVf(@)||? > 2a(f(x) — f(z*)) for any z € R? where #* = argming g« f() is a minimizer
of f. We say f is L-smooth if f(y) < f(z) + (Vf(x),y — z) + élly — z||? or equivalently
IVf(z) = Vf(y)|| < L||z — y| for any z,5 € R?. We assume o« < 1 < L. We say & is an
g-accurate solution in expectation if E[f(2) — f(z*)] < e. Let k := L/a denote the condition
number. We use g, := % g; to denote the time derivative of a time-dependent quantity g;. We define
the flow map HF,, : R? x R? — R? x R as HF, (X0, Yy) = (X,;,Y;), which is the solution to
Hamiltonian flow (HF) at time 7 starting from (X, Y). Given a time-dependent random variable
Z;, we use pZ to denote its probability distribution. We identify probability distributions with their
density functions. Let Exp(+) denote the exponential distribution with mean 1/~ for v > 0. Let

[n] :={1,2,...,n}. Weuse a = O(b) to denote a < Cb for constant C' > 0 and use a = O(b) to
denote a = O(b) up to logarithmic factors. We use a = O(b) to denote a = Cb for constants C' > 0.

Problem setting. Our goal is to solve the following optimization problem:

min f(z), (1)

z€Rd

where f : R? — R is a differentiable function, and * = arg min,cga f(z) is a minimizer of f.

2.2 Hamiltonian flow for optimization

The Hamiltonian flow (HF)) is a system of ordinary differential equations for (X;,Y;) € R? x R%:
Xi =Y, Yi=-Vf(X0). (HF)

Define the energy (or Hamiltonian) function H(z,y) := f(z) + %|ly||>. A fundamental property of

the Hamiltonian flow (HF) is that it conserves energy; see Appendix [B.1]for the proof.

Lemma 1 (Energy Conservation). Along (HF), H(X:,Y:) = H(Xo,Yo) forall t > 0.

We can exploit the conservation property of the Hamiltonian flow to design an optimization algorithm
by periodically refreshing the velocity to 0. This idea results in the following Hamiltonian flow for
optimization (HF-opt) algorithm, which was also proposed and studied by [Teel et al.|[2019]], Wang
[2024]]. Below, II; (z, y) = « is the projection operator to the first component.

Algorithm 1 Hamiltonian Flow for Optimization (HF-opt)

1: Initialize 2o € R<. Choose integration time 7 > 0 for £ > 0.

2: fork=0,1,...,K —1do

3: Tp1 = I; o HF,, (x, 0) > (evolve (HF) for time 7, and project to first component)
4: end for

5: return x g

Lemma[I]implies the following descent lemma of HF-opt; see Appendix [B.|for the proof.
Lemma 2. For any k and n, > 0, HF-opt (Algorithm|[l) satisfies f(zj41) < f(xk).

HF-opt is an instance of a new optimization principle, the “Lift-Conserve-Project” (LCP) scheme,
which is the same principle that underlies HMC for sampling; see Appendix [B|for more details.



HF-opt is an idealized algorithm since it assumes we can solve the Hamiltonian flow (HF) exactly.
We study its convergence properties in this and the next sections, and we study how to implement it
as a concrete discrete-time algorithm in Sectiond] When f is smooth, we show that HF-opt with
short integration time 7, has the following convergence rates under gradient domination and weak
convexity in Theorem [I] Note that the first conclusion in Theorem [I] also holds under a-strong
convexity since it implies a-gradient domination. We provide the proof in Appendix [D.1]

Theorem 1. Assume [ is L-smooth. Along Algorithmwith ne=nh < \% from any xo € R9:

1. If f is a-gradient-dominated, then f(xy) — f(z*) < (1 — %ahz)k (f(zo) — f(z™)).
2

< 34||xg — x*| '
- h2k

Up to constants, the results in Theorems [I| match the convergence rates of GD under the same
assumptions (see Theorem [§]in Appendix [C.I.1]and Theorem[I2]in Appendix [C.1.2) and are derived
based on the exact simulation of (HF). If we replace HF,,, with a one-step leapfrog integrator [[Sanz;
Serna, [1992] for implementation, then HF-0pt recovers exactly the GD algorithm (see Appendix[D.2)),
and thus inherits the same convergence guarantees as GD.

2. If [ is weakly convex, then f(xy) — f(x*)

In this paper, we aim to achieve accelerated convergence rates analogous to Nesterov’s accelerated
gradient descent (AGD). Wang| [2024]] show that HF-opt achieves the accelerated convergence rate
for minimizing strongly convex quadratic functions when the integration time 7y, is selected based
on the roots of Chebyshev polynomials. Inspired by the randomized Hamiltonian Monte Carlo
(RHMC) algorithm for sampling [Bou-Rabee and Sanz-Serna, 2017]] where the integration time
is independently drawn from an exponential distribution, we study its optimization counterpart to
explore accelerated convergence rates for a broader class of objectives beyond quadratic functions.

3 Randomized Hamiltonian flow for optimization

We propose a new optimization counterpart of RHMC, called the randomized Hamiltonian flow for
optimization (RHF-opt), where the integration time is drawn from an exponential distribution.

Algorithm 2 Randomized Hamiltonian Flow for Optimization (RHF-opt)
1: Initialize zo € RY. Specify v(¢) > 0 for all ¢ > 0.
2: fork=0,1,...,K —1do
3: Set the current time T}, = Zi:ol 7 (set Ty = 0)
4 Independently sample 7, ~ Exp (v(T%))
5: Set xj+1 = ITI; o HF, (z£,0) > (evolve (IFI_F[) for time 73 and project to first component)
6
7

: end for
: return r i

In Algorithm |2} the k-th integration time 7 is a random variable drawn from an exponential distribu-
tion with mean 1/~(T}), where T} is the current time. Note that v(¢) can depend on time. Below, we
choose ~(t) to be a constant when f is strongly convex, and (t) o< 1/t when f is weakly convex.

3.1 Reformulation of RHF-opt as a continuous-time process

To rigorously state convergence rates of Algorithm 2] (RHF-opt), we first describe an equivalent
formulation of RHF-opt as the following piecewise deterministic continuous-time process that we
refer to as the randomized Hamiltonian flow (RHF):

1. Evolve (HF) between velocity refreshment events.
2. Atrandom jump times governed by an inhomogeneous Poisson process with rate (t), we
refresh the velocity to 0, and continue evolving (HF).

In the continuous-time perspective, ¢ > 0 denotes the actual time variable. The sequence {7} } x>0
in Algorithm 2| (RHF-opt) represents the random refreshment times generated by cumulative sums



of independent exponential random variables with rates v(T}). Equivalently, the continuous-time
process described above can be modeled as the following stochastic process:
{dXt =Y, dt,

dY, = —V(X,)dt — Vi dN,, (RHF)

where dN; := )", -, d1, (dt) is the Poisson point process with rate (t), and T}, is the k-th time an
event happens. Let ;- be the left limit of Y;. At each random time 7T}, the second line in (RHF)
updates Y, — YT,Z = _YT,;’ which refreshes the velocity to Y7, = 0. See also|Even et al.[[2021]

Appendix C] for a review of the Poisson point measure and the left limit update described above.
3.2 Accelerated convergence rates of the randomized Hamiltonian flow

We establish the accelerated convergence rates of (RHF) for minimizing strongly and weakly convex
functions. Our proofs use the continuity equation along (RHF)); see Lemma|[13]in Appendix[F]

3.2.1 For strongly convex functions

We show the following convergence rate of (RHF) under strong convexity; see Appendix [F.1] for the
proof. In the result below, the expectation is over the randomness in (X, Y;) € R24 which comes
from the random integration times in (RHF).

Theorem 2. Assume [ is a-strongly convex. Let (Xy,Y;) evolve following (RHF) with the
choice y(t) = 4/ 16T"‘,ﬁ’om any Xo € R% with Yy = 0. Then for any t > 0, we have

B0 — 1)) < exp (= /20) B [1060) = 1) + 25 %o - °|].

Compared with HF-opt with short integration time (Theorem|[I), RHF achieves faster convergence
for strongly convex functions without smoothness assumption. Recall that the convergence rates
for minimizing «-strongly convex functions are O(exp(—2at)) for the gradient flow (GF) and
O(exp(—+/at)) for the accelerated gradient flow (AGF) [Wibisono et al.,2016|| (see Theorems |§|
and[7]in Appendix [C.1.1). In comparison, RHF achieves a faster convergence rate than GF when «
is small, and it matches the accelerated rate of AGF up to constants, albeit in expectation.

3.2.2 For weakly convex functions

We show the convergence rate of (RHF) under weak convexity; see Appendix [F.2]for the proof.

s ~

Theorem 3. Assume f is weakly convex. Let (X;,Y;) evolve following (RHF) with the choice
~(t) = t_%,from any Xy € R% with Yy = 0. Then for any t > 0, we have

5+ [£(Xo) = /(") + X0 — 27|]

E[f(X:) — f(=")] < (t+1)2

Compared with HF-opt with short integration time (Theorem ), RHF achieves faster convergence
for weakly convex functions without smoothness assumption. Recall the convergence rates for
minimixing weakly convex functions are O(1/t) for GF and O(1/¢?) for AGF [Su et al 2016|
Wibisono et al., 2016] (see Theorems and in Appendix [C.1.2). In this case as well, RHF
improves upon the rate of GF and matches the accelerated rate of AGF, albeit in expectation.

The convergence guarantees in Theorems [2] and [3] are still idealized because they assume we can
exactly simulate Hamiltonian flow (HF). In Section[4} we discuss a practical implementation of RHF.

4 Randomized Hamiltonian gradient descent

We study the discretization and implementation of the randomized Hamiltonian flow (RHF) as a
discrete-time algorithm. We consider two sources of approximation in the discretization process.



Approximate Poisson process. In RHF, velocity is refreshed at random times governed by a
Poisson process with rate (¢). For a small time increment & > 0, the probability of a refreshment
event occurring in [t, ¢+ h) is approximately () - h, with the probability of multiple events occurring
in the same interval being negligible (order o(h)). Thus, given zo € R? and yo = 0, RHF can be
approximated by alternating between a deterministic integration step of (HF) over time h to generate
a proposal and a probabilistic accept-refresh step for k& > 0:

1. Generate proposal: (xyy1,0x+1) = HFp (2, yi)

Jk+1  with probability 1 — min(y(kh) - h,1)
2. Accept-refresh: yj,,, =
ceept-refresh: i1 {0 with probability min(y(kh) - h, 1)

As h — 0, the process above recovers RHF.

Approximate Hamiltonian flow. In practice, we need to simulate the Hamiltonian flow (HF) using
a numerical integrator, such as the leapfrog integrator [|Leimkuhler and Reich, 2004, |Sanz-Serna,
1992| Bou-Rabee and Sanz-Serna, [2018]]. Accordingly, we replace the exact flow map HF; with a
discrete-time integrator T, : R x R? — R? x R given stepsize h. As a first step, we consider T},
to be the implicit (backward Euler) integrator. The update for (41, Jx+1) = Tr(xk, yi) satisfies
the following system of implicit equations:

Tht1 — Tk = Mk, (2a)
Jrt1 = Yp = —hV f(zp41). (2b)
By substituting g1 in (2a) with yi, — AV f(2x41) from 2b), updates (Z) can be reformulated as
Ty = Proxpzp(ar + hyg), (3a)
Jrt1 = Yk — BV f(h41)- (3b)

where Prox,:;(r) = argmin,cga {f(y) + ﬁ\ly - QTHQ} is the proximal operator. If we can
implement the proximal operator for f, then the updates (3)) above yield a concrete algorithm that we
call the randomized proximal Hamiltonian descent (RPHD); see Appendix for more details
on RPHD and its convergence analysis. However, the proximal step (3a) is not explicit for general f,
and thus we make one further approximation to turn it into a concrete algorithm.

Algorithm. Let z; 1 := x + hyy,. We approximate the proximal step (3a) by gradient descent:

Tp1 = Ty g — PPV f(24py). @

This modification leads to a practical algorithm that we call the randomized Hamiltonian gradient
descent (RHGD), summarized in Algorithm Note that as h — 0, RHGD recovers RHF.

Algorithm 3 Randomized Hamiltonian Gradient Descent (RHGD)

1: Initialize zo € R? and 1y = 0. Choose stepsize h > 0 and refreshment rate v, > 0.
2: fork=0,1,...,K —1do

3: l‘k+%:3§'k+hyk
4: Thil = Tyl — h2Vf(xk+%)
5 Uk1 = Yk — WV f(Tr41)

{gk+1 with probability 1 — min (yx - h, 1)
6: yk;+1 =

0 with probability min (v - h, 1)
7: end for
8: return x g

4.1 Accelerated convergence rates of RHGD

RHGD serves as a practical implementation of the randomized Hamiltonian flow (RHF). In the
following, we analyze the convergence rates of RHGD under both strong and weak convexity.



4.1.1 For strongly convex functions

We show the following accelerated convergence rate of RHGD for minimizing smooth and strongly
convex functions. The proof is deferred to Appendix[G.3.1]

Theorem 4. Assume f is a-strongly convex and L-smooth. Then for all k > 0, RHGD
(AlgorithmEl) with h < -1 Vo, and from any xy € R? satisfies

o kT
—k
Elf(o) - fe) < (14 Yo ) B [fan) - ) + Sl - ']

Corollary 1. Assume f is a-strongly convex and L-smooth. To generate x i satisfying E[f (vx) —
f(@*)] <e, it suffices to run Algorithmwith h= ﬁ, Y& = v/, and from any zo € RY for

K > (24Vk +1) - log (E [Flw) ~ f(x*>€+ & o — a:*||21> .

Corollary shows that RHGD requires O(+/x log(1/¢)) iterations to generate an -accurate solution
in expectation under smoothness and strong convexity. Recall under the same assumptions, GD
achieves the iteration complexity of O(x log(1/¢)), whereas AGD achieves the improved iteration
complexity of O(y/klog(1/¢)) (see Corollariesandin Appendix . In comparison, RHGD
is faster than GD, and matches the accelerated rate of AGD, albeit in expectation.

4.1.2 For weakly convex functions

We show the following convergence rate of RHGD for minimizing smooth and weakly convex
functions. The proof is deferred to Appendix [G.3.3}

Theorem 5. Assume f is weakly convex and L-smooth. Then for all k > 0, RHGD (Algorithm[3)
with h < % Y& = m, and from any x¢ € R? satisfies
14 - E [||zo — z*|)?]

h2(k + 8)2

E[f(zx) — f(z")] <

Corollary 2. Assume f is weakly convex and L-smooth. To generate x i satisfying E[f(xx) —
f(x*)] <, it suffices to run Algorithmwith h= % Ve = 2(13%)}5 and any o € R? for

K> \/686L EfJzo — 2%
9

Corollary shows that RHGD requires O(+/L/¢) iterations to generate an c-accurate solution in ex-
pectation under L-smoothness and weak convexity. Recall under the same assumptions, GD achieves
the iteration complexity of O(L/ a, whereas AGD achieves the improved iteration complexity of

O(\/L/¢) (see Corollarie and|6|in Appendix [C.1.2). In comparison, RHGD is faster than GD,
and matches the accelerated rate of AGD, albeit in expectation.

4.2 Discussion

Unlike the convergence rates of GD and AGD, which hold deterministically for f(xy) — f(z*),
the convergence rate of RHGD holds in expectation, i.e., E[f(zx) — f(z*)] due to the random
refreshment. Nevertheless, convergence in expectation can still imply high-probability bounds for
f(zy)— f(z*) viaMarkov’s inequality. We also remark that the continuized version of AGD (CAGD)
proposed by [Even et al.|[2021] and studied by Wang and Wibisono| [2023bjf], where the two variables
continuously mix following a linear ordinary differential equation and take gradient steps at random
times, similarly achieves an accelerated convergence rate in expectation.



Proof Sketch. We first establish the convergence of the ideal algorithm RPHD (Algorithm [3).
Using a Lyapunov function £, we show that it preserves the accelerated convergence via Ey, 1 < Ey,
(see Theorems (14| and . The analysis for the practical algorithm RHGD follows similarly but
accounts for the approximation of the proximal step (3a) using gradient descent (@). We bound the
resulting error, which depends on the gradient norm (see Proposition[I)), and then incorporate it into
the Lyapunov decrease. Unlike prior works (e.g.,[Wilson et al.l 2021]]), our analysis avoids explicitly
tracking intermediate iterates, enabling flexibility in the choice of approximation for (3a).

S Numerical experiments

In this section, we validate the empirical effectiveness of RHGD (Algorithm [3) through numerical
experiments on two canonical convex optimization problems: (1) quadratic minimization and (2)
logistic regression. We compare our proposed algorithm RHGD with GD, AGD, and its continuized
version CAGD [Even et al.,[2021]], whose pseudocodes are listed in Appendix [H.3|as Algorithms|6]
and 8] respectively. We evaluate their performance under various condition numbers with fine-tuned
or adaptive stepsizes. For the quadratic problem, we also evaluate the robustness of RHGD to the
misspecification of strong convexity constant ce. We denote the stepsize of GD, AGD and CAGD
by 7 and the stepsize of RHGD by h to reflect their different scales in smoothness constant L.
See Appendix [H| for full details on our experiments. Code is available at https://github.com/
QiangFu09/RHGD,

5.1 Minimizing quadratic functions

Consider the quadratic optimization problem: min {f(z) = 22" Az}, where A € R4 is a
Tz€R

positive semi-definite matrix with the smallest eigenvalue 0 < o < 1 and the largest eigenvalue L > 1.

In our experiments, we set d = 100, select the stepsize for each algorithm via a grid search and choose

the largest value that ensures convergence and stability. Larger stepsizes result in numerical instability

or divergence. Specifically, we optimize 1 over geometric sequence S# ={c¢/L:c=2"neZ}
with ratio 2, and optimize h over geometric sequence SF := {\/c/L : ¢ = 2", n € Z} with ratio
V2. See Tablesandin Appendix for the optimal stepsizes via grid search of each setting.

We consider both strongly convex (o > 0) and weakly convex (o = 0) quadratic minimization. For
the strongly convex case, we fix L = 500 and test three condition numbers £ € {103,10%,107}
with a« = L/k. Since AGD, CAGD, and RHGD require « to compute momentum parameters and
refreshment rates, we first compare all algorithms using the exact value of . Notably, when the
condition number x is large, the strong convexity constant o can be extremely small (e.g., & = 107,
a = 5 x 107%), which makes an accurate estimation of « challenging in practice. To evaluate
robustness, we also test with misspecified values & € {0.01,0.1,1} > «. In this section, we report
results for = 107 and & = 0.01; additional results are deferred to Appendix For the
weakly convex case, we evaluate the same algorithms with appropriately configured parameters (see

Appendix . In particular, RHGD uses decaying v, = ﬁ instead of a constant.
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Figure 1: Comparison between GD, AGD, CAGD, and RHGD (ours) on minimizing quadratic
functions with L = 500 in three settings: (1) k = 107 with exact o (left); (2) k = 107 with
misspecified & = 0.01 (middle); (3) o = 0 (right). We use optimal stepsizes via grid search for each
setting. Each plot shows results averaged over 5 runs.
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Summary of experimental results. Figure[I] presents results for the strongly convex setting with
exact « (left), misspecified @ = 0.01 (middle), and the weakly convex setting (right). In the left
plot, all accelerated methods clearly outperform GD. While slower than AGD and CAGD, which are
known to be optimal under exact parameter knowledge, RHGD remains highly competitive during
the early iterations. The middle plot highlights the robustness of RHGD to misspecification. The
momentum parameters of AGD and CAGD, and the refreshment rate of RHGD are computed using
overestimated values & = 0.01, which are significantly larger than the true value o = 5 x 107°.
While AGD and CAGD degrade significantly when using overestimated ¢, RHGD maintains stable
performance and outperforms them in later stages. The right plot shows that RHGD achieves the
fastest convergence among all algorithms, consistently improving over AGD and CAGD throughout
the iterations, demonstrating its advantage in the weakly convex setting.

5.2 Minimizing logistic regression loss

We construct a synthetic binary classification task using logistic regression with ¢s-regularization:

min {f(m) = %Zlog (1 + exp(—bia; ) + g,r”?} 7
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where we set d = 100 and n = 500. Details on objective generation is provided in Appendix
We consider the strongly convex (o € {1073,107%,1075}) and weakly convex (o = 0) settings. We
report results for o € {107%, 0} and defer the others to Appendix Since the smoothness constant
L is unknown, we evaluate GD, AGD and CAGD using adaptive stepsizes the same way as in|Hinder|
et al|[2020] through line search (see Algorithms[9] [I0]and [IT]in Appendix [H.3). For implementation
of RHGD, we also adopt a similar adaptive stepsize strategy inspired by the line search in Hinder et al.
[2020] (see Algorithm[12)in Appendix [H.3). We initialize the stepsize h = 1. At each iteration, h is

updated based on checking the condition: f(Zx+1) < f(wyy1) — h; ||Vf(xk+%)|\2. If the condition

is satisfied, then we increase the stepsize by setting i <— v/1.1-h and accept Zy41 as zj41; otherwise,
we decrease the stepsize by setting h <— /0.6 - h and reject T;,1 by setting Ty 1 +— T

a=0
10*
. TRy
10~ '\.::\.N
™ o~
S ~
— GD \.
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Figure 2: Comparison of GD, AGD, CAGD and RHGD on logistic regression with v € {1074, 0}.
We run each algorithm using adaptive stepsizes. For RHGD, we evaluate v, = /a and 74 = 2/«
for & > 0, and evaluate vy, = 17/(2k + 18)h for a = 0.

Summary of experimental results. Figure [2] presents the convergence behavior of all tested
algorithms on a logistic regression task with o € {10*, 0} and adaptive stepsizes. We observe
from the left plot that using a slightly larger refreshment rate, v, = 24/a, results in faster and
more stable convergence, while Theoremﬁsuggests setting the refreshment rate to v, = /a. Our
proposed algorithm RHGD with v;, = 24/« and v = +/« are faster than GD in the late iterations
and comparable to AGD and CAGD. The right plot presents the results in the weakly convex setting
with adaptive stepsizes. For RHGD, we choose the decaying refreshment rate v, = m. All

accelerated methods consistently outperform GD, and RHGD exhibits comparable performance to
baseline accelerated algorithms AGD and CAGD.



6 Conclusion and limitations

In this work, we propose the randomized Hamiltonian flow (RHF) and its discretization, the random-
ized Hamiltonian gradient descent (RHGD), and establish their accelerated convergence guarantees
for both strongly and weakly convex functions. Numerical experiments on quadratic minimization
and logistic regression tasks demonstrate that RHGD is faster than GD, and consistently matches or
outperforms baseline accelerated algorithms such as AGD and CAGD.

We outline several promising directions for future research that build upon and extend this work. First,
it would be valuable to explore other integrators for discretization, such as the leapfrog integrator,
which is commonly used in Hamiltonian Monte Carlo (HMC) and may improve numerical stability
or efficiency in the optimization context.

Second, a natural extension is to study whether our framework and convergence analysis can be
generalized to broader classes of non-convex functions, such as quasar-convex functions [Hardt et al.|
2018]], for which recent works have shown potential for accelerated convergence [Hinder et al., 2020,
Fu et al.| 2023} 'Wang and Wibisono} 2023b].

Moreover, an important direction is the development of a stochastic variant of RHGD, where gradients
are estimated using mini-batches or variance reduction. This would make the method more suitable
for large-scale optimization tasks where computing full gradients is computationally prohibitive.
Finally, we hope that our analysis of randomized Hamiltonian flows for optimization can provide
theoretical tools and insights toward validating a long-standing conjecture in sampling: randomized
Hamiltonian Monte Carlo can achieve accelerated mixing time in KL divergence for sampling from
strongly log-concave distributions.

Limitations. Similar to CAGD [Even et al., [2021], our convergence guarantees for RHF and
RHGD hold in expectation due to their inherent randomness. While this differs from deterministic
algorithms like GD and AGD, we can extend our results to high-probability bounds via concentration
inequality. Additionally, while our rates O(exp(—+/a/5t)) for RHF and O((1 + \/ah/6) %) for
RHGD exhibit the same /o dependence as optimal accelerated methods (AGF and AGD, see
Appendix [C.1.1)), the constants are somewhat larger. Nevertheless, our algorithm RHGD is still faster
than GD and competitive with AGD in both theory and practice.
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sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Anonymized code and related instruction will be provided in Supplementary
materials.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: see Appendices[H.1.3]and [H.3]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: See Section [5]and Appendices[H.T.T|and [H.2}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix [H
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and confirm that our research
complies with its principles. The work is purely theoretical and experimental in nature,
does not involve human subjects, sensitive data, or real-world deployment, and presents
no foreseeable ethical concerns. We have also ensured that anonymity is preserved in
accordance with NeurIPS submission guidelines.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper presents a theoretical and algorithmic contribution in the area
of optimization, with no direct application to deployed systems or real-world data. As
such, it does not raise immediate societal impacts—positive or negative—on its own. We
therefore do not address societal impacts in the paper. However, we acknowledge that
foundational optimization methods could have downstream influence depending on their
future application.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve the release of datasets, pretrained models, or
generative systems that could be misused. Our contribution is entirely theoretical and
algorithmic, focusing on the analysis and development of an optimization method without
direct ties to high-risk data or model deployment.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The paper does not use any external assets such as third-party code, datasets,
or pretrained models. All experiments are implemented from scratch using standard Python
libraries, and no existing resources requiring attribution or license compliance are used.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release the implementation of our proposed algorithm in the supplementary
material as anonymized Python code. The code is self-contained, includes instructions for
reproducing all experiments presented in the paper, and is organized for clarity. No datasets
or pretrained models are included, and no human data is involved.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing, human subjects, or any form of
user interaction. All experiments are simulation-based and conducted using synthetic or
mathematical data.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: This research does not involve human subjects, user studies, or crowdsourcing.
Therefore, Institutional Review Board (IRB) approval or equivalent was not required.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM is not involved in our proposed methods.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related work

Hamiltonian Monte Carlo (HMC). HMC and its variants are widely-used sampling algorithms
implemented as the default samplers in popular Bayesian inference packages such as Stan [Carpenter|

et all 2017] and PyMC3 [Salvatier et al.,2016]]. Notably, the No-U-Turn Sampler (NUTS) [Hoffman
% , a celebrated HMC-based algorithm that automatically tunes its parameters, serves as
the default samphng method in Stan. However, establishing rigorous theoretical guarantees, such as
non-asymptotic convergence rates and developing principled acceleration methods, remain active

areas of research [Talay, 2002, [Pakman and Paninskil 2013] Beskos et al., 2013, Betancourt et al.,

2014, [Seiler et al, 2014, [Durmus et al., 2017, Mangoubi and Smith, 2017, Lee et al., 2018} Bou-Rabee
and Sanz-Serna, [2018 |Lee and Vempalal 2018, Mangoubi and Vishnoi, [2018| Mangoubi and Smith

2019, Bou-Rabee et al.| 2020, (Chen et al., 2020| Bou-Rabee and Eberle, 2021, Mangoubi and Smith
2021} |Lu and Wang| [2022, Wang and Wibisono, [2023a, Monmarché, 2022, Jiang, 2023, Chen an

Gatmiry}, 2023, (Camrud et al., 2023} Bou-Rabee and Schuh| [2023, Bou-Rabee and Eberle, 2023,
Monmarché, 2024, [Bou-Rabee and Marsden|, 2025]]. Many recent works focus on understanding

[Bou-Rabee and Marsden| [2025]]. These analyses not only quantify convergence rates to the target
distribution but also provide guidance on selecting optimal hyperparameters and developing robust
stopping criteria, thereby offering further insights for algorithmic improvement. A variant of HMC,
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known as Randomized Hamiltonian Monte Carlo (RHMC), has been studied in [Bou-Rabee and
Sanz-Serna, [2017)]. An intriguing connection between RHMC and underdamped Langevin dynamics
is explored in [Riou-Durand and Vogrinc, 2022} |Cao et al., 2023} {Jiang| |2023| [Leimkuhler et al.,
2024]: specifically, the stochastic differential equation (SDE) characterizing RHMC reduces to the
underdamped Langevin dynamics in the limit [Cheng et al., 2018, |Cao et al., 2020, Zhang et al.,
2023]. Additionally, several variants of HMC have been proposed to address different challenges.
Some works introduce stochastic gradients to scale HMC to large datasets [[Chen et al., 2014, [Zou
and Gul [2021]]. Others explore non-Euclidean geometry [Brofos and Lederman, [2021]] or altered
dynamics, such as magnetic [Tripuraneni et al.l 2017], reflection-based [Mohasel Afshar and Domke,
2015]], or discontinuous dynamics [Nishimura et al.} 2020]]. There are also efforts on adaptation and
tuning [Hoffman et al., 2019, |Hoffman and Sountsov, 2022]], as well as decentralized or parallel
implementations [Giirbiizbalaban et al.|[2021]. Recent work has further proposed application-specific
improvements [Monnahan et al., 2017} |Robnik et al., 2023|]. Additional developments also include
continuous-time formulations [Zhang et al., [2012]], probabilistic integrators [Dinh et al., 2017,
nonparametric extensions [Mak et al., 2021]], and entropy-aware methods [Hirt et al., 2021].

Accelerated gradient flow for optimization. Classical accelerated optimization algorithms are
the heavy-ball method proposed by [Polyak|[[1964] and accelerated gradient descent proposed
by [Nesterov]| [1983]]. The continuous-time limit of these two methods corresponds to the accelerated
gradient flow (AGF)), which is the combination of (HF)) with a damping term for dissipating energy
(see Appendix|C.1|for a review), and is different from the pure HF we study in this work. Most existing
Hamiltonian-based optimization methods can be seen as the discretization of (AGF). Moreover,
Su et al.| [2016], Krichene et al. [2015]], [Wibisono et al. [2016]], Wilson et al. [2021]], [Suh et al.
[2022] study continuous-time limits of (AGD)), and Hu and Lessard|[2017], Maddison et al.[[2018],
Muehlebach and Jordan| [2019], |0’ Donoghue and Maddison! [2019]], Hinder et al.|[2020]], Wilson
et al.| [2021], Even et al.|[2021]],|Attouch et al.| [2022], Shi et al.|[2022], |Fu et al.| [2023]],|Wang and
'Wibisono| [2023b] design and analyze the accelerated methods as the discretization of even
beyond convexity.

Hamiltonian flow for optimization. To the best of our knowledge, only a few previous works have
explored optimization algorithms explicitly based on energy-conserving Hamiltonian flow of the form
(HF). [Teel et al[2019] studied optimization methods derived from Hamiltonian flow with a velocity
refreshment strategy. Specifically, they refresh the velocity to zero whenever the iterate approaches the
boundary of a region defined as {(z,y) € R? x R?: (Vf(x),y) <0, ||y|> > ||V f(z)||?/L} where
L is the smoothness constant, or after a fixed timer expires. They established uniform global stability
and convergence guarantees for minimizing smooth and strongly convex functions. |Diakonikolas
and Jordan| [[2021]] analyzed generalized Hamiltonian dynamics characterized by a time-dependent
Hamiltonian H (z,y,7) = h(7) f(x/7) + ¢¥*(y), where h(7) is a positive function of scaled time 7
and ¢*(+) is strongly convex and differentiable. They showed that along these Hamiltonian flows, the

average gradient norm ||+ fof V f(a;)dr|| decreases at an O(1/t) rate. Moreover, they demonstrated
that a broad family of momentum methods, applicable in both Euclidean and non-Euclidean spaces,
can be derived from these generalized dynamics. This family includes classical methods such as
Nesterov’s accelerated gradient method [Nesterov, |1983, |2018]], Heavy-Ball method [Polyak, |1964],
and other well-known accelerated methods [Wibisono et al., [2016, Wilson et al., 2021]] as special
cases, which are different from what we consider in this paper. [De Luca et al.|[2023]] propose a
Hamiltonian-based method with the Hamiltonian defined as H (z, y) = X log(F (z)— Fp) +log(||y||?)
where A > 0 and F|, are user-specified parameters. They show that the proposed method together
with some heuristics is competitive with Adam [Kingma and Ba, 2015]] in some deep learning
experiments, but no convergence-rate analysis was performed in the work. [Wang| [2024] studies
the Hamiltonian flow with velocity refreshment for minimizing strongly convex quadratic functions
f(z) = 32" Az — b 2 with A € R*”*? and af < A < LI; importantly, (HF) can be solved exactly
when f is quadratic, which facilitates the analysis. By choosing the integration time 7);, related to the
roots of Chebyshev polynomials, [Wang|[2024] shows that HF-0pt achieves the convergence rate of
O((1 — ©(1/y/x))*) and the total integration time ©(1/,/a), which matches the total integration of
accelerated gradient flow with refreshment [Suh et al., [2022].

Randomization in optimization. The technique of randomly selecting integration times has been

explored in optimization contexts. [Even et al.|[2021]] study the “continuized” version of Nesterov
acceleration, which also considers random update times to combine continuous-time and discrete-time
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perspectives. In their framework, the algorithmic variables follow a linear ODE and take gradient
steps at random intervals, maintaining the simplicity of continuous-time methods and allowing for
efficient discrete-time implementations. While based on a linear ODE rather than Hamiltonian flow,
this continuized approach shares a similar spirit with our randomized integration time perspective:
both demonstrate how randomness in timing can yield rigorous theoretical guarantees and practical
acceleration in optimization.

B Lift-Conserve-Project scheme

We describe a new methodology to reason about optimization tasks based on conservation rather than
dissipation properties, which we call the Lift-Conserve-Project (LCP) scheme, and which serves as a
unifying principle across optimization and sampling.

Suppose we want to solve the following optimization problem:

min f(z), 5)

zeX

where X is the domain of optimization; for example, A’ can be R, a constraint set, or the space
of probability distributions P(R%). Suppose we are currently at a state 7o € X. We describe a
procedure to update xzy to a new state with smaller function value. We need the following ingredients:
* A space Z and an energy function H: Z — R.
* Alifting map L: X — Z which preserves f, i.e., f(z) = H(L(z)).
* A conservation map C: Z — Z which preserves H, i.e., H(z) = H(C(z)).
* A projection map P : Z — X which reduces f, i.e., H(z) > f(P(2)).
The LCP scheme is an algorithm LCP: X — X that applies the lifting L, conservation C and

projection P maps sequentially:
LCP:=PoColL.

Lemma 3. The LCP scheme is a descent method, i.e., f(LCP(x)) < f(z).
Proof. By construction, f(LCP(z)) = f(PoCoL(x)) < H(CoL(z)) = H(L(z)) = f(x). O

B.1 LCP scheme for optimization: Hamiltonian flow for optimization

Before describing HF-opt (Algorithm|[T)) as a LCP scheme, we first prove Lemmas|I]and 2] below.
Lemmal(l} Along (HF), forallt > 0, H(X,,Y;) = H(Xo, Yp).

Proof. Applying the chain rule and the (HF) dynamics, we obtain

d .
= <Vf(Xt)7Yt> + <Yt» —Vf(Xt)> =0.
Thus, H(X;,Y}) is invariant along (HF) and H(X;,Y;) = H(Xo, Yp). O

Lemmal2| For any k and ny, > 0, Algorithm[I|satisfies f(zy41) < f(x).

Proof. In one step of Algorithm F we run (HF) from (X,,Yy) = (x4,0) to reach (X,,.Y,,) =
(%41, Ykt1) for some yg i1 € RY. By Lemmall} f(2x11) = f(ax) — 5llyesall® < f(zn)- O

Since @ is a conservative flow by Lemmal we can choose X Re, Z =R¢x RY, H = H,
which is the Hamiltonian function defined by H(z,y) = f(z) + 1|y||? L(z) = (,0), C = HF,
which is the Hamiltonian flow map with integration time 7 > 0, and P = II;, which is the projection
to the first coordinate. Given z¢ € R?, the LCP scheme is described as
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1. Lift: Lift the point 2o € R? to the augmented phase space R? x R via
L(zo) = (20,0).
Note here yo = 0 is the minimizer of the kinetic energy 1||y||2.

2. Conserve: Evolve the Hamiltonian flow (HF)) starting from (z, 0) for a duration 7 to obtain
(2y, yy) = HF (20, 0).
3. Project: Project (x,, y,) back to the original space by discarding the velocity:
Iy (20, yn) = 4.
By Lemma[3| we have f(z,,) < f(xo). This is exactly the HF-opt (Algorithm 1.

B.2 LCP scheme for sampling: Hamiltonian Monte Carlo

In sampling, the goal is to generate a random variable X € R¢ from a target distribution v € P(R?).
This is a fundamental problem that frequently arises in Bayesian statistics. Sampling algorithms
typically employ random walks, where each iteration applies a stochastic update to the current point.
When the target distribution has the form v o exp(—f), the sampling problem can be equivalently
formulated as minimizing the relative entropy (Kullback—Leibler (KL) divergence) with respect to v
over the space of probability distributions P (R%):

Sample X ~ v o exp(—f) = min KL(p| v), (6)
pEP(R)

where KL(p ||v) = [pa p(x)log 2 E;g dx is the KL divergence between p and v. Many sampling

algorithms can be interpreted as implementing optimization methods to solve the optimization
problem (6)) in the space of distributions; for example, the Langevin dynamics is the gradient flow for
minimizing KL divergence under the Wasserstein geometry [Jordan et al., [1998| /Wibisonol, 2018]].
In contrast, another classical and widely used sampling algorithm is the Hamiltonian Monte Carlo
(HMC, Algorithm E]) [Duane et al., 1987, Neal et al., |2011]], which often achieves better performance
in practice compared to Langevin-based methods.

Algorithm 4 Hamiltonian Monte Carlo (HMC)

1: Initialize 29 € R?. Choose integration time 7, > 0 for k& > 0.

2: fork=0,1,..., K —1do

3:  Sample velocity & ~ N(0, I,).
4: Set (zg+1, vk+1) = HF,,, (T8, &).
5: end for

6: return g

B.2.1 Distributional properties of Hamiltonian flow

Define an auxiliary probability distribution 7(z,y) o< exp (—f(z) — %[|y[|*) on the phase space
R? x R?. The following lemma demonstrates that KL divergence in the phase space with respect to &7
is conserved along[HF] In the proof below, for simplicity we suppress the arguments in the integrals.

Lemma 4. Let (z4,y;) = HF.(z0,y0) denote the solution to (HF) ar time t where (z¢,y:) ~ pt.
Then we have

KL(pt || 7) = KL(po || 7). (7
Proof. Since (x¢,y;) satisfies (i, %) = (y1, —V.f(2:)), using the continuity equation in Lemma [14]
with the Hamiltonian vector field v;(z,y) = (y, =V f()) T yields

Opr(2,y) + V- (pt(m,y) ( —Vg}(:c) )) =0.
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Computing the time derivative of KL(p;||7) along (HF)), we obtain

%KL(PtHD) 0(11 /ptlog - /@pﬂog 4 /p ipt
—/V.(pt< Vf()>>10g~ /Btpt

[ (75 o ) )

=

[ (v 50 )) ==/ 7 ( <y )0

where V := (V,, Vy)T, and the third and the last equations follow from integration by part. Thus
%KL(ptHD) = 0, which implies KL(p||7) = KL(po||?). O

The next lemma shows the chain rule decomposition of KL divergence. For a joint distribution

p € P(R? x R?), let p* (z) = [ p(w,y) dy be the X-marginal of p, and p¥1X (y | z) = ’Z(m(’y; the

conditional dlstrlbut1on, so we have the factorization p(z,y) = pX (z)p¥ X (y | z).

Lemma 5. For any joint distributions p,m € P(R? x R?), we have

KL(p[|7) = KL(p™ || 7%) + E x [KL(p¥ ¥ || 7Y 1)) (8)

Proof. Using the definition of KL divergence and the conditional distribution, we obtain
|X

Y
p .
KL(pHﬂ):/plog; :/p P log o
X YIX
:/poYleog%+/poY\Xlog :;le

X PX X Y|X PYlX
:/p IOgﬁ+/p P | IOgﬂY\X

= KL(p™ || 7%) + Epx [KL(pY X || 771%)]

B.2.2 Hamiltonian Monte Carlo as an LCP scheme

We now describe that HMC is an instance of the LCP scheme on the space of probability distributions.
Note one step of HMC from z, to 241 can be described as follows:

L. Lift: lift pf € P(R?) to po(z,y) x pgf (z) - exp (—3ly[?) € P(R? x RY).

2. Conserve: run Hamiltonian flow from an initial point (xg, yo) ~ po with an integration
time 7 to get (2, yy,) = HF,, (20, 70) ~ p77

3. Project: marginalize p, (z,y) to get pn = [ py(z,y)dy.

In the above, if z1, ~ p{f, then along HMC, xj 1 ~ pf]( where 1 = 1 is the integration time.

In the initial lifting, since p} "~ = ¥ 1X = A(0, ), by Lemmawe have KL(pg || v) = KL(po || 7).
Then we have ¥ .

KL(py [v) < KL(py [[7) = KL(po [| 7) = KL(pg [|¥),
where the first inequality follows from Lemma [5]and the next equality follows from Lemma [4]

This shows HMC is an instance of the LCP scheme, and that it is a descent method in KL divergence.
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C Optimization and sampling: algorithms and connections

In this section, we review foundational algorithms in convex optimization and log-concave sampling,
with a focus on their theoretical convergence behavior and structural similarities. We first review
the convergence guarantees of optimization algorithms for minimizing strongly and weakly convex
functions. We then review sampling algorithms commonly used for generating samples from log-
concave distributions. Based on these algorithms, we draw connections between optimization and
sampling, emphasizing both their algorithmic parallels and the fundamental gap in convergence
guarantees—most notably, the presence of acceleration in optimization and its absence in current
sampling algorithms. These insights motivate our development of randomized Hamiltonian-based
methods that aim to unify and extend ideas from both domains.

C.1 Review of optimization algorithms with convergence rates

In this section, we revisit some classical optimization methods (for minimizing f) along with
their convergence rates. The classical greedy methods in optimization are gradient flow (GF) in
continuous-time and gradient descent (GD) in discrete-time with stepsize 1 > 0, given by

X = -V f(Xy), (GF)

Tpy1 = Tk — NV f(xg). (GD)

The classical accelerated methods in optimization are accelerated gradient flow (AGF) in continuous-
time [Su et al., 2016, [Wibisono et al., [2016]] and accelerated gradient descent (AGD) in discrete-
time [[Nesterovl, 1983 [2018]] with stepsize n > 0, given by

X+ Bt)X; + VF(Xe) =0, (AGF)

{Ik+1 =yx — NV f(yx),
Yrt+1 = Tht1 + B (Try1 — xk),

where 3(t) > 0 is the damping parameter and 85 > 0 is the momentum parameter.

(AGD)

C.1.1 Convergence under strong convexity or gradient domination

Now we review the convergence guarantees of the methods mentioned above for strongly convex or
gradient-dominated functions. Notably, strong convexity implies gradient domination, and thus any
convergence guarantee under gradient domination also holds under strong convexity.

Continuous-time flows.
Theorem 6. Assume f: R? — R is a-gradient-dominated. Let X; € R? evolve following (GF)) from
any Xo € R%. Then for any t > 0, we have

f(Xe) = f(2") < exp(=2at)(f(Xo) — f(27)).

Proof. Taking the time derivative of f(X;) — f(z*), we obtain

SO = 1) = (VA0 %) =~V F)I? < ~2a(f(X0) — F(a")),

where the inequality follows from «-gradient domination. Applying Gronwall’s inequality completes
the proof. O

Theorem 7. Assume f: R — R is a-strongly convex. Let X; € R? evolve following (AGF) with
B(t) = 2y/a from any Xy € R%. Then for any t > 0, we have
2)

L

X_*
NCEE

)

Xo +

J(X0) = (a*) < exp(—vat) (f(Xo) - f@)+ 5

Proof. Define the continous-time Lyapunov function:

£, = exp(/at) (f(Xt) S+ S HX e
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We can show &; < 0 along (AGF) with 3(t) = 2y/a for t > 0. For a complete proof, see the proof
of Wilson et al.| [2021}, Proposition 3]. O

Remark 1. Comparing Theorem @ and Theorem |Z we observe that (GF) converges at a rate of
exp(—2at) under a-gradient domination, which also holds under a-strong convexity. In contrast,

achieves a faster rate of exp(—+/at) under a-strong convexity. Since \/a > 2« for small
o < 1, this demonstrates the acceleration effect of (AGF) compared to (GF).

Discrete-time algorithms.
Theorem 8. Assume f: R? — R is a-gradient-dominated and L-smooth. Then for all k > 0, along
(GD) with n < + from any z¢ € R?, we have

flar) = f@*) < (L —an)*(f(zo) — f(a)).
Proof. Define the discrete-time Lyapunov function: Ey, = (1—an)~*(f(x1)— f(z*)). We can show
Ej41 < Ej for all k > 0 along (GD)). SeeWilson|[2018, Appendix B.1.1] for more details. O

Corollary 3. Assume f: R? — R is a-gradient-dominated and L-smooth. To generate x i satisfying
f(zr) — f(z*) <e, it suffices to run (GD) with n = 1 and from any xo € R for
f(@o) — f(x*)>

KZm-log<
€

Theorem 9. Assume f: R® — R is a-strongly convex and L-smooth. Then for all k > 0, along

(AGD)) with By, = 1_\/@, n < 1 from any xg = yo € RY, we have

fow) = F@*) < (1= yan)* (f(wo) = (") + 5 llao = 2*[12)

Proof. A complete proof can be found in the proof of|d’ Aspremont et al.|[2021} Corollary 4.1.5]. [

Corollary 4. Assume f: R® — R is a-strongly convex and L-smooth. To generate x i satisfying
f(zx)— f(z*) <, it suffices to run (AGD) with (3}, = \\/Fg: n = + and from any xo, yo € R? for

f(xo) — f(z*) + Sllwo — JJ*||2>

3

K>\/E-10g<

Remark 2. Comparing Corollaryand Corollary we observe that @) improves upon @
by reducing the iteration complexity from O(klog(1/¢)) to O(y/rlog(1/¢)), where k = L/« is the
condition number. This demonstrates the acceleration effect of @ over for strongly convex
functions.

C.1.2 Convergence under weak convexity

Now we review convergence guarantees of the aforementioned methods for weakly convex functions.

Continuous-time flows.

Theorem 10. Assume f: RY — R is weakly convex. Let X; € RY evolve following (GF)) from any
X, € RY. Then foranyt > 0, we have

| X0 — a*||?

JX0) = f@7) < =0

Proof. Define the continuous-time Lyapunov function: & = 3| X; — 2*||> + t(f(X;) — f(z*)). We
can show S’t < 0 along (Kin fort > 0. See|Wilson|[2018}, Appendix B.2.2] for more details. O

Theorem 11. Assume f: R — R is weakly convex. Let X; € R? evolve following (AGF) with
Bt) = %fmm any Xo € R% and X, € R%. Then for any t > 0, we have
< 2Xo - ey

7X0) = f(a) =
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Proof. Define the continuous-time Lyapunov function:
2

£ = 2(f(X)) — f(a*)) +2 ‘ X, + gxt g

We can show &; < 0 along (AGF) with 3(t) = 3/t for t > 0. A complete proof can be found in the
proof of Su et al.|[2016, Theorem 3]. O

Remark 3. Comparing Theorem[10|and Theorem! we observe that (GF) achieves a convergence
rate of O(1/t), while (AGF)) improves this to O(1/t?). This confirms the acceleration effect of (AGF)

over (GF) for weakly convex functions.

Discrete-time algorithms.

Theorem 12 Assume f: R? — R is weakly convex and L-smooth. Then for all k > 0, along (GD)
withn < ¢ L from any xo € R?, we have

o — ]2

o)~ fa) < F0

Proof. Define the discrete-time Lyapunov function: Ey, = % ||z), — 2*||? + nk(f(zx) — f(z*)). We
can show Ej1 < Ej, along (GD) for all k > 0. A complete proof can be found in [Wilson| [2018],
Section 2.1.2]. ]

Corollary 5. Assume f: R? — R is weakly convex and L-smooth. To generate xy satisfying
f(zr) — f(a*) <e, it suffices to run (GD) with n = 1 from any o € R for
L||zo — z*|?
. .
Theorem 13 Assume f R? — R is weakly convex and L-smooth. Then for all k > 0, along (AGD)

K >

with B, = k+2’ n < Lfrom any xo, yo € R% we have
oy < 2llwo — 2|
fxg) — f(2") < T
Proof. A complete proof can be found in the proof of |Su et al.[[2016, Theorem 6]. O

Corollary 6. Assume f: R? — R is weakly convex and L smooth. To generate xy satisfying
flxx) — f(a*) < e, it suffices to run (AGD)) with B, = k+2, n = 1 and any xo, yo € R? for

_ px|]|2
K> [z =T
5

Remark 4. Comparing Corollary[5|and Corollary|[6] we observe that to reach an e-accurate solution,

(GD)) requires O(L/¢) iterations, while (AGD)) only needs O(+/L/¢) iterations. This confirms the
accelerated convergence of (AGD)) for smooth and weakly convex functions.

C.2 Review of sampling algorithms

A natural greedy dynamics for sampling v oc e~/ is the Langevin dynamics (LD) in continuous-time:

dX; = —Vf(X;)dt + v2dBy, (LD)

where By is the standard Brownian motion. A simple discretization of (LD) is called the unadjusted
Langevin algorithm (UCA):

i1 = @ — 0V f (@) + /206, (ULA)

where & ~ N(0,1) is an independent Gaussian noise, and n > 0 is stepsize. However, (ULA)
is a biased algorithm, which means for each fixed step size 7, it converges to a biased limiting
distribution [Roberts and Tweedie, |1996]. There have been many results on the biased convergence
guarantee of ULA [Dalalyan| 2017alb, |Durmus and Moulines, 2017, |(Cheng and Bartlett, 2018]

32



Durmus et al.} 2019, |[Vempala and Wibisonol 2019} |(Chewi et al.,|2024], but due to the bias, it does
not have a matching convergence rate with the continuous-time Langevin dynamics.

An alternative, unbiased discretization of (LD) is the Proximal Sampler (Prox-S) [Lee et al.} 2021].
Given the stepsize n > 0, the update is given by:

{ i | 2 ~ 71X 2) = N (@, nl),

Tt | ye ~ 75 (] yn),

(Prox-S)

where D(z,y) o« exp (—f(a:) - %Hx - y||2) . The Proximal Sampler has been shown to have
convergence guarantees that match the Langevin dynamics convergence rates from continuous time;
see e.g. Lee et al.| [2021], |Chen et al.| [2022], Mitra and Wibisono|[2025], [Wibisono| [2025]]. Note that
HMC] (Algorithm E]) with g, = h is also a greedy sampling method in discrete-time assuming we can
simulate (HF) exactly.

Accelerated methods for sampling remain an active area of research. A natural candidate is the
underdamped Langevin dynamics (ULD):

dX, =Y, dt,
dY, = —BY;dt — Vf(X,) dt + /28 dB,,

where 8 > 0 is the damping parameter. [Lu and Wang| [2022]] show that (ULD) has accelerated
convergence rate in x2-divergence in continuous time. However, establishing similar acceleration
in KL divergence remains challenging. Furthermore, standard discretizations of (ULD) suffer from
being biased [Ma et al.l 2021} Zhang et al.| 2023]] and thus do not exhibit acceleration.

(ULD)

Another candidate to achieve the same acceleration as (| in KL divergence and 2-Wasserstein
distance is the accelerated information gradient flow (A [Wang and Li, 2022, |Chen et al., [2025]):
X, =Y,
L (AIG)
Yy = —BY; — Vf(X:y) — Viog i (Xe),

where i, is the law of X;. However, discretizing the AIG flow as a concrete algorithm poses
significant challenges: the implementation is hindered by the unknown score function V log j;, and
the analysis is further complicated by the non-smoothness property of the entropy functional under the
Wasserstein metric. Thus, both the development of accelerated sampling methods and the improved
analysis of existing methods to show acceleration are still largely open.

C.3 Connection and comparison between optimization and sampling

Langevin dynamics (CD)) can be interpreted as the Wasserstein gradient flow of the Kullback-Leibler
(KL) divergence. More precisely, consider the target distribution v(x) o exp(—f(x)). Then the
Fokker-Planck equation of (LD), which corresponds to the evolution of the law of (LD) is

O =V - (Vg ),

where iy = Law(X;) and Vy, KL(p||v) = =V - (uV log &) is the Wasserstein gradient of the
functional KL (u||v) with respect to the 2-Wasserstein metric in the space of probability distributions
P, (R%). This interpretation, originally developed by Jordan et al.| [1998] and later formalized in the
language of optimal transport by |Otto| [2001]], provides a variational characterization of Langevin
dynamics and connects sampling algorithms with the theory of gradient flows in metric spaces; see
also [Wibisono, [2018]] for a discussion on the algorithmic guarantees.

We summarize the convergence and mixing rates of the aforementioned optimization and sampling
methods in Table T|under the following assumptions:

(SC) f is a-strongly convex <= v is a-strongly log-concave <= KL(- || /) is a-strongly convex.
(WC) f is weakly convex <= v is weakly log-concave <= KL(- || v) is weakly convex.
(Sm) f is L-smooth <= v is L-log-smooth.
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Method Assumption Optimization Sampling

Greedy (cont.) (WO 1/t LDt 1/¢
(SO) exp(—2at) LD} exp(—2at)
Greedy (disc.) (WE+(Sm) 1/(nk) Prox-St 1/(nk) .
(SC)+(Sm) (1 — an)* HMG} (1 — ah?/4)
(WC) AGF} 1/t2 AIGE 1/t2
Accel. (cont.)
(SCO) AGFT exp(—+/at) AIGE exp(—+/at)
Accel. (disc.) (WC)+(Sm) AGD} 1/(nk?) —: missing
(SC)+(Sm) AGDy (1 — \/@)k —: missing

Table 1: Comparison of convergence rates for optimization and sampling methods under different
assumptions omitting constants, where ¢ denotes the continuous time; k£ denotes the iteration count; 7
denotes the stepsize and h denotes integration time of HMC.

Under Assumption (A1), the convergence rates are given in squared distance for optimization (e.g.,
|zx — 2*||?) and 2-Wasserstein distance for sampling (e.g., W3 (pux, ). Under Assumption (A2),
the convergence rates are given in sub-optimality gap for optimization (e.g. f(xx) — f(z*)) and KL
divergence for sampling (e.g., KL(ug||v)).

Table T highlights the structural parallels between optimization and sampling methods under various
convexity and smoothness assumptions. In both continuous and discrete-time settings, classical
greedy methods exhibit matching convergence behavior: gradient flow (GF) corresponds to Langevin
dynamics (LD), and gradient descent (GD) aligns with the proximal sampler (Prox-S) or Hamiltonian
Monte Carlo (HMC). Similarly, accelerated gradient flow (AGF) and the accelerated information flow
(AIG) achieve analogous accelerated rates in continuous time. However, an essential gap emerges
in the discrete-time setting: while accelerated optimization methods such as accelerated gradient
descent (AGD) are well established and enjoy fast convergence rates, their counterparts in sampling
are notably absent.

D Hamiltonian flow with short-time integration

In this section, we show that HF-opt (Algorithm|[T)) achieves the non-accelerated convergence rate
with short integration time 7, for gradient-dominated and weakly convex functions. These rates
matches the convergence rate of gradient descent (GD) (with = h2) under the same assumptions.
We first show a descent lemma for HF-opt similar to that of GD.

Lemma 6. Assume f is L-smooth. Then Algorithmwith e =h < % satisfies

h2
Flanan) < fla) = IV F @)l

Before proving Lemmal[6] we introduce the following lemmas that are useful to the proof.

Lemma 7 (Lee et al. [2018] Lemma A.5). Given a continuous function y(t) and positive scalars
m, L such that 0 < y(t) < m + Lfg(t — 5)y(s) ds, we have y(t) < m cosh(v/Lt).

We can show the following bound on the velocity along Hamiltonian flow.

Lemma 8. Assume f is L-smooth. Then along (HF) from any X, € R? with Yy = 0, we have

[Yell < ¢V f(Xo)|| cosh(VLt).
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Proof. Note that along (HF), we have
(Y, V(X)) _ [IVEVX

d
Vil = = |V f(Xy)]- 9
Furthermore, we have
d (VX)) V(X)) 2
Integrating (10) yields
t
VAR < IV + L [ (an

Integrating (9) and applying (TT)) yields
t t
1% < 1%l + / IVF(Xa)] ds < ¢V F(Xo)] + L / (t - 5)|Ya] ds.

Suppose ¢ < h. Then we have ||Y:|| < ||V f(Xo)||+L fg(t—s)HYsH ds. By Lemma we conclude
that for0 <t < h:

Y2l < BlIVf(Xo)|| cosh(VLE).
Choosing t = h completes the proof. O

We can also show the following lower bound on velocity along Hamiltonian flow for short time.
Lemma 9. Assume f is L-smooth. Then along (HF) with 0 < t < % from any X, € R? with
Yo = 0, we have Y| = [V £(Xo)]|

Proof. Note that along (HF), we have
Xi =Y, Yi=-Vf(Xy), YVi=-Vf(X)V.
Therefore, by Taylor expansion around ¢ = 0, we have
V; =Yy + Yo + Ry = —tV f(Xo) + Ry,
where Ry =Y; — (Yo + tYO) is the remainder term which can be written as
t s t t
R =/ / Y, drds = / (t—s)Y,ds = —/ (t —8)V2f(X,) Yy ds.
0 Jo 0 0
Thus we have
¢ t
IRl < [ (6= 9) [TV ds < L [ (¢ o)) ds
0 0
Applying Lemmawith V3]l <tV f(Xo)|| cosh(v/Lt), we obtain

IR <L / (t — )]V f(Xo) | cosh(VEs) ds

gL||Vf(X0)Hcosh(th)/O (t —s)sds

< —t3L||V f(Xo)]| cosh(V'Lt).

| =

Ift < %’ then we have

t2L cosh(V'Lt) < cosh (1) < 6 (1 - %) .
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Therefore, by triangle inequality,
Vel = eV f (Xo) || — [ R

> 1V (o)l ~ £ LIV (Xo) | cosh(VE)
—t (1 - éﬁLcosh(th)) IV £(Xo)|l

> %nwm)n.

Proof of Lemma[6, We are now ready to prove Lemma6]

Proof. Let (zx41,Yk+1) = HF(zk, 0) be the solution of (HF) at time A starting from (xy, 0). By
Lemma we have f(zy11) = f(zr) — 3|lyks1]|>. Applying Lemmaﬁwith h < % we obtain

h2
Flonan) < flan) = IV F @)l

O
D.1 Proof of Theorem[T]
Theorem Assume f is L-smooth. Along Algorithmwith e =nh < \%L from any xy € R%:
1. If f is a-gradient-dominated, then f(xy) — f(z*) < (1 — %oth)]~C (f(zo) — f(x)).
4 k|2
2. If f is weakly convex, then f(xy) — f(z*) < W
Proof. If f is a-gradient-dominated, using Lemmal 6] yields
Oéh/2 * * ahz *
Flanen) < Fan) = S5 (Fla) = F@) = flan) = f@) < (1= 55 ) () - fa),

which implies

ah?

s = 16 < (1= 2 (e

Theorem 2 in [Wilson et al.| [2019] establish the convergence rates for weakly convex functions
based on a descent lemma similar to Lemma|[6} Thus we directly invoke that theorem to prove our
Theorem If f is weakly convex and h < %, then Theorem 2 in|[Wilson et al.[[2019] implies

< 320 — 2*||* + 41?(f (x0) — f (7))

2 _ ex||2
flox) — f(2") o < (32 +2Lh%)[|xo — 2™

h2k
34||xg — x*||?
- h2k

D.2 Implementation of HF-opt via leapfrog integrator as GD
Let Leapfrog;, : R? x R? — R? x R? denote the leapfrog integrator map with stepsize h > 0,

which is a numerical approximation of HF;. More specifically, if we denote (zx11,Yyrr1) =
Leapfrog,, (zk, yx ), then it satisfies

h
Yk+i = Yk — Evf(ﬂ%)y (12a)
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Th+1 :xk—i-hykJr%, (12b)
h
Ykl = Yprl — §Vf($k+1)- (12¢)

Replacing yj,, 1 in and (I12¢) with with (I2a)), we can rewrite as

h2
Tyl = Tk + hyr — ?Vf(q:k), (13a)

Per = Ui — 5 (V1) + VS (i) (13b)

Thus if we replace HF,, (z,0) in Algorithm (HF-opt) with Leapfrog, (zx,0), we obtain

which is equivalent to gradient descent with stepsize 7?7 /2. Note that we refresh yj1 to be zero
before the next iteration, and thus we only focus on the update of x. This shows that we can view
gradient descent not only as a discretization of gradient flow, but also as a discretization of HF-opt
with a one-step leapfrog integrator.

E Examples of HF-opt and RHF-opt on quadratic functions

Example 1 (Quadratic functions). Consider the quadratic function f(x) = %xTAx, where A €

R4 js symmetric and o < A < LI, then HF-opt with . = h < 2\% satisfies

k
ah?
o =71 < (1= %) oo = 27

Ifh = ﬁ the total integration time to achieve ||x i —x*||? < ¢ satisfies K -h >

Example 2 (RHF-opt for quadratic functions). Consider the quadratic function f(z) = 22T Az,
where A € R? is symmetric and ol < A < LI, then RHF-opt with v(t) = v > 0 satisfies

8VL llzo—a*||?
= log —.

B (o - o) < (1= 75z ) Elllo - a"]?).

If v = 2y/q, the expected total integration time to achieve E [||vgx — 2*[|*] < e is K - E[r;] >

To—x* 2
% log M, matching that of accelerated gradient flow with refreshment and HF-opt with

Chebyshev-based integration time [[Wang, 2024|]. Note that the expected total integration time of
RHF-opt is smaller than the total integration time of HF-opt shown in Example

Before proving the conclusions in Examples [[|and[2] we first invoke two lemmas from Wang| [2024]:

Lemma 10 (Wang| [2024] Lemma 2.2). For quadratic function f(x) = %xTAsc, RHF-opt (Algo-
rithm2)) satisfies

K—1

T —x = (H cos(nk\/Z)> (ko — x¥),
k=0

where \/ A is the matrix square root of A, i.e., VAVA = A.

Lemma 11 (Wang| [2024] Lemma A.4). The eigenvalues of the matrix HkK:1 cos (nk\/Z) are

Aj = HkK:_Ol cos (nk\/(Tj), j € [d], where 01,09, ...,04 are the eigenvalues of A.

Proof of Example ]|
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we obtain

Proof. Using Lemmasnand. 1f e =nh< 2@ 2f

2

K—1
|l —2*||* = H (H cos(hﬂ)) (xg — ™)
k=0

K—1
< (max cos (hf)) lzo — z*||?

J€(d]

ah?\* .
<(1-°F) leo-aPP

Thus the total integration time to generate a solution satisfying ||zx — 2*||? < e is

4 1 4 1.8 1
h-K=h- log — = —~1g7>£ g -,
ah € €
where the equality holds when i = m. O
Lemma 12. If 7 ~ Exp(7), then we have E[cos?(\/oT)] = 1 — 722_“_’40.
Proof. See the proof of Proposition 2 in Jiang| [2023]]. O

Proof of Example 2]

Proof. Using Lemma[I0]and taking the expectation, we obtain

K-1
( 11 cos(fk\/Z)> (zo — %)
k=0

K-1
< <max E[cos? (mf)]) E|zo — z*|°

2

Elog — 27| =

Jeld
K
20
= (1 min -2 E|zo — 2*||?
i€ld v? + 4o
20, K
< exp n 9= ) Bz — ¥,
Je[d] 72 +4o;
where the second equality follows from Lemma[T2] Thus the expected total integration time is
2+ 40, 1 1 2+ 40, 1 2 1 2 1
Ejrg] - max 1t 3% qog L 2L 4% 0, 1 <7+> Jogts 2 qogt,
J 0 € v jeld 204 € 200 7y € o €
where equality holds when v = 2./« O

F Convergence analysis of the randomized Hamiltonian flow

Let ITy denote the operator that maps a function ¢: RY x R? — R to IIy ¢: R? x RY — R given
by (IIy¢)(z,y) = ¢(x,0). Then we provide the following continuity equation for any smooth test
functions along the randomized Hamiltonian flow (RHF) defined in Section 3] which is the essential
tool for establishing its convergence.

Lemma 13. Let Z; = (X;,Y;) ~ pZ evolve following RHF. For any smooth ¢ : R*? — R,

d Toer
&E[@(Ztﬂ =E B

where b(Z;) = (Yz, =V f(X4)) is the Hamiltonian vector field.

(Z1) +(Voue(Z1), 0(Z1)) + () ((My @) (Ze) — de(Ze)) |, (14)
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Proof. The time derivative can be expressed as taking the limit:

d . Elpeyn(Ziyn) — 01(Z4)]

—E[¢:(Zy)] =1 .

dt [p¢(Z1)] hli)% A

Thus we first study the short time behavior of RHF. Using the interpretation at the beginning of
Section |4} the probability of a refreshment occurring in a small interval with width & is close to ~y(¢)h.

Thus the RHF from ¢ to ¢ 4+ h can be approximated by the following procedure for small h:

« Run (HF) with deterministic integration time h: Zy, = (Xion, Yian) = HF1(Z).

« Acceptrefresh: Zy.) — Zoin with probability 1 — ~()h,
o (Xt+n,0) with probability ~(t)h.

We can decompose E[o 1 (Zi11) — ¢e(Z)] as

Eltrn(Zin) — 00(Z0)] = Elbrsn(Zean) — ¢e(Zian)] + Elbde(Zirn) — ¢¢(Z1))]

+E[6:(Zin) — 61(Zisn))-
For the first two terms on the right hand side, we perform Taylor expansion and obtain

Bidvsn(Zisn) = 1(Zesn)] = E [155 (Zean) + O02)

E[¢i(Ze4n) — ¢+(Z:)] = E[M(V$(Z:),b(Z:)) + O(h?)].
For the last term, we obtain by the probabilistic accept-refresh step

El¢¢(Zi+1) — ¢¢(Zi4n)) =E [(1 — () - $(Zegn) + YOO - My ¢e)(Zegn) — (Zign)

= Y(Oh - E [(TIyé1)(Zesn) = ou(Zsn)]

Thus we obtain

d . Epz[den(Zign) — ¢e(Z1)]
ag et 1201 = i, h
By (WG (Zian) + B{VOZ0.0Z)) + 2O (v 00)(Zetn) — 61(Zesn)) + OC2)]
S 3

— By | Gt (20 + (V620020 + 10Ty 6020 - 6120)|.

F.1 Proof of Theorem 2] (convergence of RHF under strong convexity)

Theorem 2} Assume f is a-strongly convex. Let (X;,Yy) evolve following (RHF) with the choice
v(t) = /132, from any Xo € R® with Yy = 0. Then for any t > 0, we have

E[£(X:) = f(z")] < exp (_@;) E[£(Xo) = f@*) + 15 X0 — 2] -

[0}

2
] . Apply the chain rule, and we have

Proof. We construct the following Lyapunov function:

fo=ew (([2) B 7000 - )+
X, —a* + /2%,
St = \/gexp (\/gt) gt + exp (\/§t> gt.
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In order to show &, < 0, it suffices to show gt < —\/%g‘t Apply Lemmaby taking ¢ = E;, and
we obtain

£ =E <Vf<Xt>,Yt>+< g(Xtm*ﬂ/EYt)) ( i )>

VE(X—am+ /2 —VIXy
¢ 5
2O ix, — a1 = |l — o+ \/7Yt
10 a

B[\/5e - % v+ (£ -a0y/2) ot —ev + (/5 - 22 e
-2 000 - 1) - =1 - B - vy - [E e
--/2a- E[nxtx*n%?;%xt 2 Y0 + 5 e

o R o P R I R RS
VS e
<28,

where the first inequality follows from a-strong convexity:
* * « *
(" = X;, V(X)) < fa") = f(X0) = 1K =27

Thus we have & < &y, which implies

2

IN

E

BIACE) - )] < exp (= 3) B [£000) - 7a) + 55 1% -]

F.2 Proof of Theorem [3|(convergence of RHF under weak convexity)

Theorem [3| Assume f is weakly convex. Let (Xy,Y;) evolve following (RHF) with the choice
~y(t) = Hil,from any Xo € R% with Yy = 0. Then for any t > 0, we have
5-E[£(Xo) = f@*) + | X0 ="

E[f(X:) — f(2")] < (t+1)2

Proof. We construct the following Lyapunov function:

t+1

& =E 5

1 (f(Xt)_f<x))+2HXt_x

||X - 2] (16)
Apply Lemma|[13|by taking ¢; = &;, and we obtain

2
o[ kv + 5 00 - s

(( el 7 ) (o )+ (“Xt‘x”Z‘HXt‘x o

1 A7
2
L ot+1 1 3 i

&=

+E

)
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Yi, 5% — ——Vf(Xy)

]E|:(t+1)2 t+1

@ sex ) + e - en] ve [ (e + S S - leson)]

. . 2
B | 10D - o vy - 0L e e |3 <th*,yt>}

R e e e R e AT

4 8

+ IR (X)) — o) + (o — X0 VA <0,

where the inequality above follows from the choice of y(t) and weak convexity:
(27 = Xy, V(X)) < f27) — f(X0).

Thus we have & < &y, which implies

5E [ £(Xo) = f(2) + 1 Xo — "

E[f(X:) — f(2")] < (t+1)2

G Discretization analysis

G.1 Randomized proximal Hamiltonian descent

Based on the implicit integrator formulation (3), we propose the randomized proximal Hamiltonian
descent (RPHD) algorithm:

Algorithm 5 Randomized Hamiltonian Proximal Descent (RPHD)
1: Initialize zy € R% and yo = 0. Choose refreshment parameter 7y, > 0, step size h > 0.
2: fork=0,1,...,K —1do
3: Tpyl =Tk ~+ hyy,
4: Tpy1 = Proxhzf(xk+%)
5 Uk+1 = Yk — hV f(2h41)
~ [Ur41  with probability 1 — min(y;h, 1)
Y170 with probability min(yxh,1)

7: end for
8: return x g

G.1.1 For strongly convex functions

We now state the convergence rate of RPHD for minimizing strongly convex functions.

Theorem 14. Assume f is - strongly convex. Then for all k > 0, RPHD (Algorithm [3) with
0 < h <1,y =+/aand any xo € R? satisfies

E[f(we) = f(a")] < (1+ ”) T [£l@o) = (@) + 5 llao —a*|17] -

Proof. We construct the Lyapunov function:

2
Ek:(l—‘rﬂ) E f(l'k)_f(x*)+% xk_$*+%yk ]
We also define )
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In order to show Ey41 — E), < 0, it suffices to show Ly 1 — L < _@LkJ’,l. By the accept-refresh
step, we have
2]

6 _
Tpt1 — "+ —=Trt1

Lit1 =1 —h)-E [f(ﬂckﬂ) —f(ff*)+% Ja

«

+wh B [ flop) = @) + o5 owsn — "))

72
2
* « * 6 .
=E | f(zps1) — flz )+ﬁ Tpy1 — T +ﬁyk+1 1
a3/2 2 . 6 _ 2
+ 7 E ||(Ek+1—.’b H —||Tk+1 — @ +ﬁyk+1 .

Note that we hide E in the calculation below for simplicity. Taking difference between Ly ; and
Ly, and applying Lemma|[T3] we obtain
2)
2)

o 6 N 6 _
= f(@rg1) — flar) + 36 \ TRl ~ Tk + ﬁ(ykﬂ —Yk), Thy1 — " + ﬁyk+1
|

2 i} 6
Tk — 2"+ =y
«

7

o N 6
Lit1— Ly = f(xr1) — flaw) + > ( Tyl — T + ﬁykJrl

3/2
a’?h
’ <lek+1 —a*|® -

6
T — "+ —7
™ k+1 + \/aykJrl

6 2

- ah
Th4+1 — Tk + ﬁ(yk—kl - Yk)

a . - ah
Iy <$k+1 - ,yk+1>—THyk+1||2-

T2

1T
For |, we apply a-strong convexity and update (2a) to obtain

@ . ah? |
| <(Vf(Trs1), Thyr — Tx) — §||=’17k+1 —apl]* = MV f(@hs1), Grgr) — T”yk+1H2'

For II, we apply updates (Za) and (Zb)) to obtain

ah 5 6 * 6 ~
=< <yk+1 - ﬁvf(xk+1)axk+1 -z + \/ayk+1>
oh Vah

. . ah . .
= %<yk+17$k+1 —z") + fT||yk+1||2 + T<Vf(xk+1)7$ = Zpy1) — MV f(@ht1), Trr1)-

For |11, we apply updates (Za) and (2ZB) and expand to obtain

ah? 6
= —ﬁﬂykﬂ - ﬁVf(:ckH)HQ

ah? . ah? . h?
= il + YT ) ) — IV F )
Combining the calculation above, we obtain
ah? . ah  37ah?\ | _ Sah .~
Liy1 — Li < va (Vf(@r+1), Ges1) — Yah + ) Tk l1? = o (@hpn — 2%, Grya)
6 3 72 36
ah . h?
YOG ) 0" — i) — IV pn)
ah? _ ah  3Tah?\ | _ Sah . -
< fT<Vf(xk+1)ayk+1> - <\/; T ) 1 Grral” = %(xk—kl — ", Y1)
ah, . . o’?h h?
FY ) ) - S et mal? - D@ a)
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Since Ly consists of f(z*) — f(zxt1), we can write f(2z*) — f(2gy1) in terms of Ly 4q:
2

f(@*) = f(eie) = ~Lio + 25

6 _
Tpy1 — "+ ﬁykJrl

Oza/Qh %112 % 6 - 2
T [Tkt — 2" = ||Th4r — @ +ﬁyk+1
a ah -
=Lyt + *||90 — e |® + (\GF - 6) (Trr1 — 2", Uryr)
1 Jah\, .
+ (2 - 2) [y
Substituting f(z*) — f(zx+1) in (I7) with the relation above, we obtain
h 35a%°h o .
] L Y
43ah N h?
( 5 ) sl = 519 o)
a*2h?
<Vf(9€k+1) Ger1) = g (Tht1 = 27, G- (18)

Now we control (T8). Applying Lemma|[T6]and assuming o < 1 and h < 1, we have

ah? . a’?h? . -
\/; <Vf(f€k+1)ayk+1>— 36 (g1 — ", Urg1)

3/2h2 . a3/2h2 _
S ||Vf(99k+1)||2+ ||yk+1|| + 7 |2 — zppa ||* + 7 Gk

7ah H 2+ a’h
Yk+1 7

[E e

< EIIVf(ka)IIQ + -

Plugging this into (I8), we obtain

ah 29a°*h a *
Lk:+1 — L < —\F Lk+1 - WHQE - $k+1||2 - ?<$k+1 - 7yk+1>
Vah — ah?\ | . 5h?
- (L 2 P - S 10 sl
Vah a’h ah . -
< _TLIC+1 — 7”97 — w1 — j(xkﬂ — ", Jrg1) — T Hyk+1||2
Vah o’/2h 3
= —7L _— _r* _—
6 k+1 27 Tp41 — T + 2\/ayk+1
ah
< —\/; L.
Thus we have E}, < Ej, which implies
—k
. ah " o} .
Blfo) ~ fe)] < (14 Y00 ) B [fan) - )+ Syl - 7]
O

G.1.2 For weakly convex functions

We now state the convergence rate of RPHD for minimizing weakly convex functions.
Theorem 15 Assume f is weakly convex. Then for all k > 0, RPHD (Algorithm[3) with h > 0,
Vi = 2(k+9)h and any xo € R? satisfies
45E [[|lzo — z*||?]
4h2(k 4 8)2

E[f(zx) — f(z")] <
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Proof. We construct the following Lyapunov function:

h2(k + 8)?
9

. (k+8)h |7
Ty —X +Tyk

B
B =E +Jm—xWL

(Flow) — 1) + 5

we derive Ej, by accept-refresh step:

Eri1=(1—h) - E w(ﬂxkﬂ) — f(=")) + % Ty — 2"+ @ﬂkﬂ 2 + %Hﬂfkﬂ - w*||2]
s [PEL (1) = 1)) 4 G s =27+ Sl — o]
=E L(kjg—i_ 9)* (f(xg41) — f(2%) + % Ty — 2" + (k+ 9h —gg)hﬂkﬂ 2 + ZH%H - 35*2]
+ ﬁ]E lzpr1 — 2% = || eppr — 2" + @ﬂk+l 21 :

Note that we hide E in the calculation below for simplicity. Taking difference between Ej1 and
E};, and applying Lemma|[T5] we obtain

h2(k +9)? ; h2(k + 8)? )
Eyp1 — Ei = %(f(l’kﬂ) = f(@")) - %(f(xk) - f(z7))
1 . (k+9n_ | ., (k+8)h_
+ = || Thy1 — 2 + Yk+1|| — =z ||z — 2" + —F——Yk
2 3 3
3 a2 3 . 17 . o ket On |
+ Z||ffk+1 - - Zka — | + ) <||1'k+1 — o — ||zpp — 2 + %ykJrl )
E+9)2h%  (k+8)2h? . k + 8)%h?
= (B - D) (o) - 1) + P (i) - 1)
, I
k+9)h _ k+8)h . (k+9h
+( Tht1 — Tk + ( ) Y41 — ( ) Yk, Thy1 — 2 + (7)3/“1
3 3 3
if
k+9)h k+8)h |* 3 .3
T || TR T TR + %ykJrl - %yk + §<$k+1 = Tk, Thp1 — XT) — ZHmk“ — x|
v v
17h . - 17(k +9)h? | _
_T<xk+l =&, Pt1) — %H%HHQ
For |1, we apply weak convexity and update (Za) to obtain
k+ 8)2h? k+ 8)2h? _
< %(Vf(wkﬂ)’xkﬂ —xp) = %<Vf($k+1)ayk+1>-
For |11, we apply updates (Za) and (Zb) to obtain
_ h . k + 8)h? . (k+9)h_
= <hl/k+1 + gk — %Vf(l”kﬂ)wkﬂ -+ (3)yk+1>
4h o Ak+9)R? k + 8)h? .
= P an — 2+ T e B G ) 2 — )
k+ 8)(k 4+ 9)h® _
- %<Vf(xk+l)ayk+l>'
For IV, we apply updates (2a) and (2b) and expand to obtain
8h? 4(k +8)h? _ k+ 8)2h*
V= =S g+ I ), i) — 9 sl
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For V, we apply update (22) to obtain

3h 3h2
V= 5 A Uks1s Thpr —27) — T\|yk+1||2

Combining the calculation above, we obtain

Epp1 — B < 2k + 10N (f(@r41) — f(27)) + %(Vﬂxkﬂ),x* — Tpg1)
+ @<Vf($k+l)vgk+l> - ((/f gg)hZ + 52?) sl — %Hvﬂxkﬂ)”z
< % (f(@41) — f(2") + WWWHQJ* — Zpt1)
B G ). i) = 2 e |2 = EE 2
= wwﬂxkﬂ)vﬂmﬂ) on ||l/k+1H2 (kiﬂl\w(zm)ll
= %2 ((k + 8)hV f(@k+1), Yr+1) — 59h2 ||yk+1||2 w||vf($k+l)||
S %va(xk+l)”2 - %HV]E(IMJ)‘P + 2| Grsr |I> — %HMHH
= ngﬂllvﬂwm)nz - %Hykﬂﬂ

where the second inequality follows from Lemmal[I7} the third inequality follows from weak convexity,
and the last inequality follows from Lemma([T6] Thus we have Ej, < Fy, which implies
45 [on — x*||2]

E[f(zr) — f(z")] < 4h2(k + 8)2

G.2 Approximation error

Starting from z;, +1.Werun proximal point update with stepsize h? to obtain 1 and run gradient
descent with stepsize h? to obtain x; ;. The following proposition bound the error under smoothness.
Proposition L Let &4 = Proxpep(2py1) and wpyr = 241 — hQVf(x,H%). If f is L-smooth

and h < 1/8f then

R 2I%h8
[@pg1 — Brga ] < Wﬂvf(%ﬂ)ﬂ ,

Proof. We use the following updates to prove this proposition.

Erpr = Tpp1 — W2V f(Er4), (19)
Th1 = Ty — RV (@44), (20)
IVf(x) = ViW|? < L2z - yl|,, 21)

where (20) follows from RHGD (Algorithm 3] and the last relation follows from L-smoothness of f
for any z,y € R%. Subtracting (T9) from (20}, we obtain

laker — dnal = KUV F ) — Vs )2 2 2200 as — 2y 12 @ L2059 )P,
Using (@0) in Lemma|[T8] we have
IV (@rer)|? < 20V (@r1) = V@) II° + 20V F (2rs0) 2

n .
< 2L%||Epr1 — Thpa | + 2V S () [
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Thus we have
[@rt1 — Bog1ll? < 2L 03| & kg1 — psr I + 2L2R3 ||V f (zrpa) |1

Ifth < TR \F’ then rearranging the relation above yields
. 2L%h8
kg1 — Erga | < Wﬂvf(fﬂkﬂ)n :

G.3 Convergence analysis of RHGD

Since we lose update (2a) for RHGD we construct two dummy iterates #j+1 and §x+1 satisfying
Th1 — Tk = Wk, (22)
Uks1 — Yk = —hV f(Zpy1)- (23)
Substituting §11 in @2) with §x41 = yi — hV f(&441) from @3) yields 41 = Proxhzf(xk+%).
We define the error term G, ;| as
Gryr = Trg1 — Erg1 + h(Ges1 — Tetr)-
Then we can write
Thtl — Tk = Tpg1 — Tk + Tpg1 — Thp1
@ hik+1 + The1 — Tr1
= hik+1 + Th1 — Tot1 + A(Gk+1 — Jrt1)
= hijkt1 + Gy 24
The next lemma controls the error term G ,’; 1

Proposition 2. If f is L-smooth, then we have |G| ||* < 2(1 + L*h*)||wp1 — g2

Proof. Using updates dT_B[) @ and L-smoothness of f, we have
||gl?+1||2 = |lzht1 — Tor1 + h(Grs1 — G|

< 2z — E |F 4+ 207 [ Grr1 — G |12

= 2llwks1 — T |? + 204V (@rt1) = V)P

<2l ek — Epp [|? + 2020 [@p i — B |2

=2(1+ L2h")|wps1 — Trsa ||

G.3.1 Proof of Theorem[d] (convergence of RHGD under strong convexity)

Theorem@ Assume f is a-strongly convex and L-smooth. Then for all k > 0, RHGD (Algorithm|[3)
with h < 4\f Y& = v/a and any xy € R? satisfies

Elf (ox) = f(a")] < <1+ ”) e [£(@o) = (@) + 5 llao —2*I17] -

Proof. Consider the following function
6
T — 2"+ —=Yk

2
Lsz[f(xk)—f(x) = v ] (25)

We will bound L1 — Ly, in terms of Ly, 41, similar to the proof of Theorem [I4]in Section[G.1.1}
We follow the calculation in Section[G.1.1]and hide E below for simplicity:
2)

2

Tl — ¥+ —=79 T — 2"+

\/ayk-‘rl

L1 — Ly = f(@r+1) — flaw) + % ( %yk
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)
— fon) = fa) + 5 (o + Sl — whon — 2"+ i)
= k+1 k 36 k+1 — Tk \/E Yk+1 — Yk ) Tht1 \/aykJrl

6
Tpt1 — 2+ ﬁykﬂ

0[3/2h 112
+ 7 lTrq1 — 2™ [|" —

2 ah

6 .~ ah | .
I <9Uk+1 - ayk+1>_T”yk+1”2-

« ~
Th1 — Tk + ﬁ(yk-i-l )

72

For |, we apply a-strong convexity and (24) to obtain
a
| <V F(zrin), wipr — 2i) = S llowsn — 2l

_ .
= (Vf(@r+1), hrt1 + Gpyr) — §||hyk+1 + Gl

_ ah? 5
=V f(@r+1)s Gr1) = =5 [Gn1] (26)
~ (0%
+(Vf(zrs1), gl’cl+1> — ah(Jr1, gi?+1> - §||gl}cL+1||2- (27)
For II, we apply (24) and (Zb) to obtain
ah 6 y 6 _
= 36 <yk+1 + gk+1 ﬁvf(karl)vkarl —x*+ \/ayk+1>
_ah ah . ah N -
= i i — ) L |2+ YT i), 2~ i) — BT ), Goen)
(28)
o o _
+ 36 (Gt ohi — 27 + %@Zﬂ,yﬂn. (29)

For III, we apply updates (24) and (2b) and expand to obtain

ah? | 1 6
M= == 1Gk+1 + Egl}:—&-l - ﬁvf(zk+l)”2

- Oéh ||yk+1H2 \/ihQ (Vf(Zhg1), Gogr) — h;HVf(JUkH)HQ
- 0%2 <2§k+1 - %Vf(fcml)v ;gﬁ+1> - %HQQHHQ

= ah ||yk+1H2 \/ih2 (VFf(Tra1), Jea1) — %2||Vf(xk+1)H2 (30)
_ g—g@kﬂ,glﬁﬁ + @(Vf(xkﬂ),g,@rl) _ %llglg+1||2~ 31)

Note that (26)), (28) and (30) keep the same as upper bounds of I, Il and 11l in the proof of Theorem|[14]
(see Section Ei | . | , and thus we have

h 130°2h% ah ah®\ -
@+ @+ <~ Yo Lo — o e = (Y4 25 ) leal?

5h2
7 IVf@en)l*.
7). 29) and (BT) can be viewed as the error terms. Collecting the error terms, we obtain
ah
@D+ @ + G = (V). Gh) + YO T F 1), G) 62
ah .

o, _
+ %@kﬂ, Grq) — ah(fig1, Glr) — %<yk+1a Gry)  (33)
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o 3Ta
+ oz 36 <gk+1,xk+1 ) — ﬁ”gfﬂug 34

Applying Lemma|[T6] we can upper bound (32)), (33) and (34) respectively:

D = (V5 (k4. Gl) + 5 09 (@11), VG

AN

h? 2 2 on 2 h? 2, Yo g2
< T IVF @)l + 1982 + IV @)l + TGk

5h2 2 o
DIV el + (4 55 ) 6Ll

B = Y2 (s, Gin) + (s, G + ()1, Gl
< Y 1P+ LGP + O s I? + @Gl + S |7+ G
- (2R B g + (th ot 55 )10kl
6 = 55 (/h Gl 0" by — 7)) = TG
N

2 * 2 2
< WH%HH t lz* — zpqall” — ﬁ”gkﬂn :
Since v; - h = /ah < 1and a < 1, we have

ah  19ah?\ | _ o’ h?
@+ @+ @D < SV o)l + (Yo + 0 el +

+ <h2 +—+£+ f)llg;iulll?

[|lz* — $k+1||2

24h ~ T2h?

5h2 2, Vah 19ah?\ | ., a’?h?
= DIV )P+ (Yo 4 B0 gl + 2
144 + 42ah? + 3\/ah + /a 2

2, vah 19ah?\ ., a’?h?
P19 )+ (Y + 0 sl +

™ = @

™ = @ ||?

_24

o2
+W||gk+1|| .

Combining the upper bounds of 26) + (28) + (30) and + (29) + (BI), we obtain
70°’/2h? 170h? 5h2

L U L Y T
+ eGP
<Y Gl I P 35
For RHGD, we first choose h < TRUT \F Then applying Propositionand Propositionyields

1 6L2h8
182 <2 (14 5) bowss = P < Bl = dunll € g T IV ) P

2,4 .
If we choose h < ——, we have —22L 2 < 5 Thus we obtain from :
4L 6(1—2L%h%) 24

ah 5 95L2h4 Jah
L~ L S_\FTE’““ " (24 6(12L4h8)) IV @) < =56 Lasa,
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which implies

—k
E[f(zx) — F(@")] < Ly < (1 + \/(f") ‘o

G.3.2 Proof of Corollary|]
Proof. If we choose h = ﬁ, then we obtain from Theorem
-K

K
Blfen) - fl < (14500 5) L= (14 507) 4o
where Lo = E [f(z0) — f(z*) + Z||wo — z*||*] . Let

sien) - 101 < (1452 ) 60 (1 i) e ()

which solves

c
K > (24v/k + 1) log ?0

G.3.3 Proof of Theorem 5] (convergence of RHGD under weak convexity)

Theorem|[S} Assume f is weakly convex and L-smooth. Then for all k > 0, RHGD (Algorithm[3)
with h < s = ﬁ and any zo € RY satisfies

14-E [on — x*||2]

E[f(zr) — f(z")] <

h2(k + 8)2
Proof. Consider the following Lyapunov function
_ h2(k + 8)2 1 . (k+8)h |7 3 .
Bo= |8 g g 45 o —an+ EE L a2

‘We will bound Ekﬂ — Ek in terms of Ek+1, similar to the proof of Theoremin Section
We follow the calculation in the proof of Theorem[I5]and hide E below for simplicity:

_ ~ 2 2 2 2
By - B =" () - £ - I () )
1 . (k+9n_ P 1 . (E+8)h_
T ||FRr— 2 JrTka T JFTyk

. k+9)h .
Thy1 — X + %ykﬂ

3 * (|2 3 * (12 17 *[12

)

k+9)2h?  (k+ 8)2h? . k + 8)%h?
= (B - B (o) - @)+ B (o) - )
, I
k+9)h _ k+8)h . k+9)h _
+<$k+1—$k+( 3 ) yk+1_( 3 ) Yk Tht1 — T +(3)yk+1>
11
k+9)h E+8)h |* 3 .3
—g |[@ert — 2+ %ykﬁ-l - %yk + §<-73k+1 — Tk, Tl — ) — ZkaH — a||?
v v
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17h 17(k +9)h?  _ 9
*T<$k+1 =%, Ukt1) — TH%H” .
For |, it simplifies to

CEE IO (i) ~ 1)),

For II, we apply weak convexity and (24) to obtain

(k +8)2R3
9

(k + 8)2h2

21,2
1< EE 9 f ), i — ) = (9 f(win), o) + G ), Gl

For IIl, we apply (24) and (Zb) to obtain

"= <h,7]k+1 + QQ_H + ggk+1 - wvf@kﬂ),zkﬂ -+ (k—’_gg)h?jk-i'l>
- 4; (Jr+1, Ty — 27) + Zl(k%g)hz”ﬂkﬂuz + %(Vﬂxkﬂ),x* — Tht1)
IO  a), ) + Gl — )+ TGl ).
For IV, we apply updates (2a) and (2b) and expand to obtain
V= =l O G s ) - E 0 s

4h _ k + 8)h? 1
=Gt i) + TG V) — LG

For V, we apply update (2Za) to obtain

3h 3h% 3 . 3h - 3
V= 9 — (Ukt1, Ty — ™) — T||yk+1|\2 + §<gig+1»$k+1 — ") — 7<gl}cl+layk+1> - *HQZHHQ-

Note that we obtain the same terms as in the proof of Theorem [I3](see Appendix [G.I) and the error
terms involving G k. 1- For the error terms, we apply Lemma (16| to obtain

k 2h2
err — %@@DW(I;@H» +

17h 5 . 5
6 <gk+1ayk+1> §<g}g+1,xk+1 —z") - 1||g,’g+1||2

_(k 458) (ke + 8)GL 1, B2V f(41)) + %Wﬂ +9)Gks1, hik 1)

3
17 _ 5 . 5
+ g O ) + 5 (49001, g o =27 ) = 16 2
(k + 8)2ht

A(k + 8)2 1682 + (k + 8)2h*
9 k1 144 144

(k+9)2
6

(k + 8)h?
3

(k+9)h

3 (G i1, Tt

<gl}§+1v Vi(zrer)) +

<gl’cl+17 h2vf(mk+1)> +

L
k+9

IN

IV £ (@)1

25(k +9)2
12

IV £ (rsa)l* + 411G 12 +

17h?

h 2
= 19 a1

+ —— Tk l® +

h? 17
1GE 11 + G I + - 1G0 I* +
sz D
o e (/81

23h2

3
+ WH%H
k+ 8)2h4
< B 9 o)+ 2
_ (k+8)%nt
=T
_ (k+8)%nt
=T

i Ak +8)%  9(k+9)?
g M9l + +7) Gkl

9 + 4
1 - 40(k + 8)?
(k +9)2 Er+1+ ( 9 + 7> 1G4 117

23h% 1 - 41(k + 8)?
2 2 -
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1 .
92 By + (
23h2

2
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h
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where the third inequality follows from the relation: £+ 9 < (k + 8) and the last inequality follows

from the relation: 7 < @ for k > 0. Thus, combining the calculation in the proof of Theorem
and the calculation above, we obtain

= - k+8 23h? k—+9)h* _
B~ B < -0 b - B g - EEO e e
(k+8) ht 2 41(k+8)% ., 1o 1 ~
< - 77||Vf(33k+1)|| f”gmrl 1<+ mEk-&-L (36)
Applying Propos1t10nslandlw1th the choice h < - \F < moE \F’ we have
1(k + 8)2 2 164(k + 8)2 9.4 L2h8 )
7Hgk+1” #‘(LFL h )'m'”vﬂxkﬂ)”
82(k + 8)%h* L2h* 9
< . .
k+8)*h
siff—wWﬂmHm
where the second inequality follows from h < AT \f and the third inequality follows from h < ﬁ‘
Combining with (36)), we have
- = 1 Epi (k+9)?
Eyi1—E — _F = — < .
e Bes (k+9)2 E. ~ (k+8)(k+10)
Taking the product, we obtain
- 3 5 B - 2 2 2 B
B (e B B g (UG ),
Er_1 FEr_o Ey (k+7)(k+9) (E+6)(k+8) 8-10
9 _ .
kS p 9p
8(k+9) 8
This implies
Ef(a) — f(7)) € sy 2 - B
F “h2(k+8)2 8 °
9 9 64h? 5
- Z.E _ * v k2
= mErer s | g Vo)~ Fa) + v —a|
_ E[1202(f(w0) — f(27) + 13l}z0 — 2]
- h2(k + 8)?
E [36Lh?||zg — * || + 13|z — 2*|?]
- h2(k + 8)2
14 -E [||lzo — 2*|?]
- h2(k + 8)2 ’

where the third inequality follows from L-smoothness of f and the last inequality follows from
h < O

_1_
= 7L’
G.3.4 Proof of Corollary 2]
_ 1 :
Proof. If we choose h = T We obtain from Theorem

636L - E [[lzo — z*|?]
(K +8)2

Elf(rx) = f(z7)] <

Let

686L - E [||lzo — 2*[?] < 686L - E [||lzo — 2*[?]

Elf(ax) ~ 1)) € = e < -

<e

)
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and the last inequality is satisfied whenever

. k|2
K>\/686L E [z — = [?].
g

H Additional experimental details

In this section, we provide some experimental details as a supplement of Section[5} All experiments
were implemented in Python 3.10.12 and executed with the default CPU runtime. No GPU or
specialized hardware was used. Most experiments complete within one minute, while some high-
condition-number or fine-resolution runs (e.g., quadratic minimization with x = 107) take up to
5-6 minutes. The total compute required is modest and can be reproduced on standard CPU-based
environments.

H.1 Quadratic minimization

To generate a symmetric positive semi-definite (SPSD) matrix with a prescribed condition number,
we construct a matrix A = QAQT, where Q € R4*¢ is a random orthogonal matrix obtained via
QR decomposition of a standard Gaussian matrix, and A = diag(A1, ..., Aq) is a diagonal matrix
with eigenvalues linearly spaced between o and L. This construction ensures that A is SPSD with
spectrum controlled by the given maximum and minimum eigenvalues.

H.1.1 Comparison with baseline algorithms

In the main paper, due to space constraints, we reported only a subset of the experiments for quadratic
minimization: (1) & = 107 with exact o, (2) k = 107 with overestimated o = 0.01, and (3) o = 0
with L = 500. Here, we include the complete set of experiments to provide a more comprehensive
evaluation. Specifically, we consider:

s (1) k € {103,10%,107}, L = 500 with exact o = L/k;
* (2) k € {103,10°,107}, L = 500 with overestimated & € {0.01,0.1,1};
s 3)a=0with L € {5 x 102,5 x 10%,5 x 10*}.

These results allow us to evaluate how the performance of each algorithm scales with different
condition numbers and parameter estimation errors.

Figure ELshows the convergence results for setting (1) with exact o under condition numbers s €
{103,10°}. RHGD consistently outperforms GD while being comparable to AGD and CAGD.

Figure E] presents the results for setting (2), where @ € {0.1,1} is overestimated. We observe
that while the performance of AGD and CAGD degrade significantly when « is poorly estimated,
RHGD maintains robustness across different values of o, demonstrating its practical advantage under
parameter uncertainty.

Figure E] provides the‘results for setting (3), i.e., when a = 0 (weakly convex), with smoothness
constants L € {5 x 103,5 x 10*}. RHGD outperform AGD and CAGD in late iterations while being
noticeably faster than GD.

H.1.2 Refreshment behavior

To better understand the structure and dynamics of our randomized algorithm, we visualize the
objective values as a function of Poisson time, reflecting the continuous-time intuition behind velocity
refreshment.

In the case of a homogeneous Poisson process, the refreshment probability is constant across iterations,
i.e., v = y/a. This corresponds to the strongly convex setting, where refreshment occurs at a uniform
rate. We simulate this process by drawing independent inter-arrival times AT} ~ Exp(yx) with

fixed rate v, = \/a, and define the cumulative Poisson clock as T}, = Zle AT;. We then plot the
objective value against 7}, rather than the iteration index. In contrast, the inhomogeneous Poisson
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Figure 3: Comparison between GD, AGD, CAGD, and RHGD (ours) on minimizing quadratic
functions with x € {103, 10°} and optimal stepsizes via grid search. All algorithms use exact c.
Each plot shows results averaged over 5 runs.
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Figure 4: Comparison between GD, AGD CAGD and RHGD (ours) on minimizing the quadratic
function with with x = 107 and optimal stepsizes via grid search. All algorithms use misspecified
& € {0.1, 1}. Each plot shows results averaged over 5 runs.

process reflects the weakly convex setting, where the refreshment probability decays with iteration.
Specifically, we consider a time-varying refreshment rate v, = m, and simulate the process

using non-stationary exponential samples with rate -y, i.e., AT ~ Exp(+x) and Ty, = Zle AT;.
This mimics the decaying refreshment frequency used in the weakly convex regime.

In the strongly convex setting, we choose x = 107 with L = 500, and h = /1/L. In the weakly

convex setting, we choose L = 500 and h = /1/L. Then we plot the objective value at each
iteration versus the accumulated Poisson time 7}, thereby aligning our discrete-time algorithms with
their continuous-time interpretations. We also overlay the actual refreshment events as markers on
the plot, which allows us to visually compare the algorithm’s progress with the stochastic timing of
velocity refreshment. These visualizations confirm that our refreshment mechanisms closely match
the intended Poisson-driven behavior and provide an intuitive connection between the discrete-time
algorithm and their continuous-time limit flow.

H.1.3 Choice of stepsize

When a > 0, we fix the smoothness constant (largest eigenvalue) to be 500, and choose the optimal
stepsizes via grid search summarized in Table 2] When @ = 0, we evaluate different smoothness
constant L, and choose the optimal stepsizes via grid search summarized in Table[3]

H.2 Logistic loss minimization

The feature vectors a; € R? are generated with i.i.d. standard normal entries, and the ground-truth
parameter vector z* € R? is also sampled from standard Gaussian. Binary labels are assigned
according to b; = sign(a; x* 4+ 0.1 - &;), where & ~ N(0, 1) adds Gaussian noise to simulate label
uncertainty.
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Figure 5: Comparison between GD, AGD CAGD and RHGD with their optimal stepsizes via grid
search for minimizing quadratic functions with & = 0 and L € {5 x 103, 5 x 10*}. Each plot shows
results averaged over 5 runs.
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o
1024 RHGD R RHGD
1024
1024+ e Refresh (actual) ‘ » Refresh (actual)
lo-od  See Homogeneous Poisson Jump 10714 Inhomogeneous Poisson Jump
o o o "
21071 . 2 10 \
o | 9 )
510714 te 5 107 L}
| e
10-154 | TN e . © W
Pooe. evees 10717 TN
1022 1TY\h.
1072 107134 b
e - o - .
0 1000 2000 3000 4000 0 10 20 30 40
Time=iteration x stepsize Time = iteration x stepsize h

Figure 6: Comparison of actual refresh events in RHGD with theoretical Poisson jump times. Left:
vk = v/« vs. homogeneous Poisson process with rate \/a. Right: v, = m vs. inhomogeneous

Poisson process with rate y(t) = 5157 The a-axis shows time ¢ = kh with h = +/0.002. Blue
dots: actual refreshes; gray dashed lines: Poisson jumps.

In the main paper, we only report the results of o € {107%,0}. Here we provide the remaining
results corresponding to {1073,107°}. The setting & = 10~2 corresponds to a commonly used
regularization level in practice, providing a well-conditioned objective. In contrast, & = 107> yields
a more ill-conditioned problem, which serves as a stress test for the algorithms but is less typical
in real-world applications. Figure[7) presents the convergence behavior of GD, AGD, CAGD, and
RHGD under both settings. We observe that RHGD consistently outperforms GD and remains
competitive with AGD and CAGD across both values of «. Notably, RHGD using v, = 2/«
consistently achieves faster convergence than y; = /. These results further confirm the robustness
and practical efficiency of RHGD under varying degrees of strong convexity.

H.3 Details of baseline algorithms

For each method, we assume the objective function f is L-smooth and a-strongly convex, where
setting o = 0 corresponds to weakly convex functions.

K GD AGD CAGD RHGD
10° | n=1¢ =1 n=1 h=_
107 | n=1 w=¢ n=1 h=_

Table 2: Stepsizes of GD, AGD, CAGD and RHGD in the strongly convex setting (« > 0) under
different condition numbers x with fixed L = 500.
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L GD AGD CAGD RHGD

5 x 102 n=+ n=+ n=+ h:%
3 _ 1 _ 1 1 1
5x10° | m=g M= M= = VI
4 _ 1 1 _ 1 _ 1
5x10° | m=g M= M= = VI

Table 3: Stepsizes of GD, AGD, CAGD and RHGD in the weakly convex setting (o« = 0) under
different smoothness constants L.

10°

10-34
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Iteration k Iteration k

Figure 7: Comparison of GD, AGD, CAGD and RHGD on logistic regression with a €
{1072,1075}. We run each algorithm using adaptive stepsizes. For RHGD, we evaluate v;, = v/a

and v, = 2y/a.

Parameter formulas of Algorithm The update rules in Algorithm |7| depend on parameters
Bk, which differs depending on whether the objective is strongly convex (o > 0) or weakly convex

1—-,/an .
, ifa>0,
(a = 0). The specific formula is as follows: [, = { }Cfvl an %f “ 0
ifa =0.

k+27

Parameter formulas of Algorithm[8] The update rules in Algorithm [8|depend on parameters 6y,
¢, and n;, which differ depending on whether the objective is strongly convex (o > 0) or weakly
convex (o = 0). The specific formulas are summarized in TableEl

Adaptive variants. To improve robustness in practice, we also implement an adaptive stepsize
scheme for GD, where the stepsize 7y, is adjusted multiplicatively based on the observed decrease in
objective value:

_ L, if flaesn) < flae) — BV ()2
Mhe+1 0.67, otherwise

The same mechanism can be applied to AGD, CAGD and RHGD variants. We present the adaptive
variants of GD, AGD, CAGD and RHGD below, which are called Ada-GD, Ada-AGD, Ada-CAGD
and Ada-RHGD. For all logistic regression experiments, we initialize 779 = 1 and hg = 1. When
a > 0, the momentum parameter (3 is computed using the updated stepsize 741 as B, = ;\/i Vz;]:i,
which reflects the dependence of acceleration on the current stepsize. When o = 0, the momentum

parameter simplifies to 5 = ﬁ—:_é, which is independent of the stepsize and follows from Nesterov’s

acceleration for weakly convex functions.

Algorithm 6 Gradient Descent (GD)
1: Initialize z(. Choose stepsize 0 < nn < 1/L.

2: fork=0,1,...,K —1do
3: Lt1 = Tk — an(:rk)
4: end for

5: return x g
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Algorithm 7 Accelerated Gradient Descent (AGD)

1: Initialize xo and yo. Choose stepsize 0 < n < 1/L.
2. fork=0,1,..., K — 1do

3 Trr1 = Yk — NV f(yx)

4: Ykt1 = Thy1 + Br(Trg1 — ox)

5: end for

6: return g

Algorithm 8 Continuized Accelerated Gradient Descent (CAGD)

1: Initialize z¢ and Ty = 0. Choose stepsize 0 < n < 1/L.
2: fork=0,1,..., K — 1do

3: Sample 7, ~ Exp(1) and set Tj,41 = T} + 7

4 yk:xk—&-ek(zk—xk)

50 @k =Yk — V. f(yk)

6: 21 = 2k + 0 (yk — 21) — 6V f (yk)

7: end for

8: return x g

Parameter ‘ a>0 a=0
2
O 1 (1 —exp(—2yanm)) | 1— (Tfil)
05, tanh (,/ar 7%) 0
i . 5

Table 4: Parameter choices in Algorithm [8]for different regimes of c.

Algorithm 9 Adaptive Gradient Descent (Ada-GD)

1: Initialize xo and stepsize 79 > 0.
2: fork=0,1,..., K —1do
3: i’k—&-l =T — ﬂka($k)

4 if f(@r) < flzx) = B[V f (k)] then
5: Ne+1 = 1.1 - mg

6: Tht1 = Thy1

7: else

8: Me+1 = 0.6 - ng,

9: Tk+1 = Tk

10: end if

11: end for

12: return g

> Increase stepsize
> Accept trial step

> Decrease stepsize
> Reject trial step

Algorithm 10 Adaptive Accelerated Gradient Descent (Ada-AGD)

1: Initialize xg, yo, and stepsize ny > 0.
2: fork=0,1,...,K —1do
3: Trp1 = ye — V.S (Yr)

4 i f(Zeer) < flye) — FIVF(yr)|? then
5: 77k+1::’[v_1.17k

6: Th4+1 = Tht1

7: else

8: N1 = 0.6 - 0,

9: ij_,’_l = T

10: end if

1 ypyr = Tpgr + Br(Trr — o)

12: end for

13: return x g

> Increase stepsize
> Accept trial step

> Decrease stepsize
> Reject trial step
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Algorithm 11 Adaptive Continuized Accelerated Gradient Descent (Ada-CAGD)
1: Initialize xg, 290 = xg, 1o = 0, and stepsize g > 0.
2: fork=0,1,..., K — 1do
3: Sample 7, ~ Exp(1) and set Tj,41 = T} + 7
4: Compute 0y, using 1y, T, T) and Ty 1 as shown in Table
5: Yk = Tk + 0 (21 — xg)
6: Ty =y — WV f(Yr)
7:
8

if f(Ze41) < fye) = BV f(yx)|? then

: N1 = 1.1 - > Increase stepsize
9: Thtl = Thtl > Accept trial step
10: else
11: N1 = 0.6 - 0, > Decrease stepsize
12: Thtl = Tk > Reject trial step
13: end if

14: Compute 6}, and 7, using updated 7,11, 7 and Ty, as shown in Table
15: 21 = 26 + 03 (k. — 26) — eV f (Yi)

16: end for

17: return x g

Algorithm 12 Adaptive Randomized Hamiltonian Gradient Descent (Ada-RHGD)

1: Initialize xg, yo = 0 and hy > 0. Choose refreshment parameter ~y; > 0.
2: fork=0,1,..., K —1do
3: Tpid =z + hryk

4 Try1 = T — WiV f(2p41)
2
50 i f(@he1) < f(ogey) — FVF(@51)]? then
6: his1 = V1.1 - hy > Increase stepsize
7: Thtl = Tht1 > Accept trial step
8: else
9: higt1 = V0.6 - hy, > Decrease stepsize
10: Thtl = Tk > Reject trial step
11: end if

122 Gr1 = Yk — M1 VF(Th41)

. _ {;&;H_l with probability 1 — min (yxhgy1, 1)
© YRIT0 with probability min (Yahysr, 1)

14: end for

15: return Ty

I Helpful lemmas

Lemma 14. Let t — vy € R? be a family of vector fields and suppose that the random variables
t — Z; evolve according to

Zt = ’Ut(Zt).
Then, the law p; of Z; evolves according to the continuity equation
Osps +V - (psvg) = 0. 37

Proof. Given a smooth test function ¢ : R? — IR, we obtain by the chain rule:

< Blo(2) = E [(V6(20). 2)] = E{V(Z). 0(2)].
For the left hand side, we can write
GEE) =5 [ a0 4z = [ o) e
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For the right hand side, applying the integration by part, we have

E[(Vo(Z1), ve(Z4))] = /<V¢(Z)7vt(2)>ﬂt(2) dz = —/V “(pe(2)ve(2))p(2) dz.
Thus we have
[ow@06)d: =~ [ 9 (pu@)o() de
Since this holds for every test function ¢, we obtain d;p; + V - (pivy) = 0. O
Lemma 15 (Three-point identity). For all z,y, z € R?, we have

lz =yl = llo — 21 = —2{y — 2,2 — ) — lly — 2| (38)

Proof. Expanding the squared norm and rearranging yields the claimed identity. O

Lemma 16 (Young’s inequality). For all z,y € R? and p > 0, we have

1
<amSme+1gmﬁ (39)

Proof. We have
2

1
2 2
p—iy =pllzl|* + —ly||* = (=,y) >0,

which implies the conclusion. O

Lemma 17. Forall k > 0, we have %%" < %.

Proof. 1t suffices to show 2’;15 < 3. Since k+8 < 1, we have Zis =2+ k+8 <3. O

Lemma 18. For all x,y € RY, we have

o+ vl < 2lje]> + 21|y (40)
Proof. ||+ 12 — Qllel2 + 20yl = — (212 — 2(e,9) + [y][2) = ~ [l — g <. =

Lemma 19. For0 <z < %, we have cos2(a:) <1- %

Proof. Let g(x) = cos?(z) 4+ 22® — 1. Then ¢/(z) = —sin(2z) + z an ( ) = —2cos(2z) + 1.
Since 0 < z < § < T, we have cos(2z) >  which implies g”(z) < 0 f € [0, 3]. Thus ¢/(x)
is monotonically decreasing for 2 € [0, 3], which implies ¢'(z) < ¢/(0) = Thus g(z) is also

%)+% —1<4(0) =0,

monotonically decreasing for z € [0, 3]. Then we have g(z) =
which implies cos?(z) <1 — % O
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