Zero-to-Hero: Enhancing Zero-Shot Novel View
Synthesis via Attention Map Filtering
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Figure 1: Novel views generated from a single source image (far left column) at a specific target
view angle, compared between Zero123-XL [[14] and our Zero-to-Hero method. Operating during
inference, our method achieves significantly higher fidelity and maintains authenticity to the original
image, all while ensuring realistic variation in the results (e.g. variations in chair backs in the top
row). The ground-truth target view is displayed in the far right column.

Abstract

Generating realistic images from arbitrary views based on a single source image
remains a significant challenge in computer vision, with broad applications rang-
ing from e-commerce to immersive virtual experiences. Recent advancements in
diffusion models, particularly the Zero-1-to-3 model, have been widely adopted
for generating plausible views, videos, and 3D models. However, these models
still struggle with inconsistencies and implausibility in new views generation,
especially for challenging changes in viewpoint. In this work, we propose Zero-
to-Hero, a novel test-time approach that enhances diffusion-based view synthesis
by manipulating attention maps during the denoising process of Zero-1-to-3. By
drawing an analogy between the denoising process and stochastic gradient descent
(SGD), we implement a filtering mechanism that aggregates attention maps, en-
hancing generation reliability and authenticity. This process improves geometric
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consistency without requiring retraining or significant computational resources.
Additionally, we modify the self-attention mechanism to integrate information
from the source view, reducing shape distortions. These processes are further
supported by a specialized sampling schedule. Experimental results demonstrate
substantial improvements in fidelity and consistency, validated on a diverse set of
out-of-distribution objects. Additionally, we demonstrate the general applicability
and effectiveness of Zero-to-Hero in multi-view, and image generation conditioned
on semantic maps and pose.

1 Introduction

The pursuit of realistic image synthesis at arbitrary views, given only a single source image, has
long been a cornerstone challenge in computer vision and graphics. This technology can cater to
countless applications, such as interactive product inspection, robot-scene interaction, and immersive
virtual experiences. In this work, we aim to advance this important line of research by improving
the generation of novel views that are plausible and faithful to the input image. A recent, promising
approach, Zero-1-to-3 [[14] has developed a foundation model to synthesize novel views based on a
single source image and a target view angle. By leveraging a pre-trained, image-conditioned stable
diffusion model backbone [3]], fine-tuned with target camera poses, and trained on paired source
and target views from a vast collection of 3D models [8, [7], Zero-1-to-3 can generalize beyond its
training set and generate plausible novel views. As a result, this model has quickly gained popularity,
inspiring subsequent work in 3D and 4D scene generation [6} 111} 20, [15L 113112} 250 117,122} [19, [10].

While Zero-1-to-3 [[14]] has achieved substantial progress in novel view synthesis, several common
issues limit its practical application. Firstly, the generated images might not fit real-world distributions,
resulting in implausible and unrealistic outputs (e.g., first row in Fig[T). Secondly, the target image
may appear plausible but be inconsistent with the input image in terms of shape or appearance
(e.g., fifth row in Fig[I)). Previous works have tried to mitigate these issues by retraining diffusion
models with more data [7]] or by generating multiple views [20, 12} [13,[11116,[15]. Despite substantial
improvement, both approaches are resource-intensive due to the required re-training on large-scale
3D datasets.

In this work, we propose Zero-to-Hero, a novel test-time technique that addresses view synthesis
artifacts through attention map manipulation. By drawing an analogy between the denoising process
in diffusion models and stochastic gradient descent (SGD), we implement a filtering mechanism that
aggregates attention maps, thereby enhancing generation reliability and authenticity. This process
improves geometric consistency without requiring retraining or significant computational resources.
Additionally, we modify the self-attention mechanism to integrate information from the source view,
reducing shape distortions.

Our main contributions are as follows:

* To address the main limitations of the Zero-1-to-3 model, we perform an in-depth analysis and
identify self-attention maps as the main candidate for correcting generation artifacts.

* We establish a conceptual analogy between model weights in stochastic gradient descent-based
network training and the role of attentions map updates during generation of a denoising diffusion
model. Based on this, we propose a simple yet powerful attention map filtering process resulting
in enhanced target shape generation. We supplement our filtering technique with identity view
information injection.

* Our method requires no additional training, and it avoids the overhead of external models or
generating multiple views.

2 Method

We analyze the roles of self- and cross-attention layers in the model, and their contributions to the
generated views.

Global pose conditioning through cross-attention. We first investigate cross-attention layers, as
they are the only components in the model through which the target pose is injected. In the original
text-to-image Stable Diffusion, the generation is conditioned on a prompt with multiple tokens. As



a part of stable diffusion cross-attention mechanism, Softmax is applied to the similarity scores
between the latent elements and the text tokens, for normalization.

However, in Zero-1-to-3 the condition is a single embedding: a CLIP [18]] embedding of the input
image is concatenated with the relative transformation [R|7] and mapped to the original CLIP
dimension to form a single pose-CLIP embedding. Consequently, the Softmax operation is leading
the post-softmax attention maps to be a degenerated constant all-ones matrix, as the summation of
the Softmax is always 1 and there is a single condition. A visual demonstration is presented in Fig.[2]
The post-softmax attention map is used to compute a weighted sum over the values matrix, obtained
by a transformation of the condition. Since the attention matrix is an all-ones matrix, we conclude
that the cross-attention operation in Zero-1-to-3 degenerates into a global bias term, lacking spatially
aware operations. While in principle it is possible to improve the global bias term by additional
optimization objectives and extra training overhead, we focus on the self-attention layers to enhance
the results and mitigate the consistency issues while avoiding retraining the model.
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Figure 2: Cross-Attention in Zero-1-to-3. (Left) The cross-attention map before applying softmax.
(Right) The degenerated all-ones attention map, produced by applying softmax on the left map. This
behaviour holds across all UNet layers and timesteps.

Key observation: Spatial information flow through self-attention. Given the insight about the
spatial-degeneracy in the cross-attention layers, we hypothesize that the self-attention layers preserve
the information about the structure and geometry of the generated image, through the similarity
scores between different elements in the latent vector. By monitoring the self-attention layers during
the generation process, we observe that random noise introduced to the latent representation also
introduces randomness to the attention maps. This randomness, while promoting generation diversity,
can often lead to undesired strong correlations, that are misaligned with the true target. These strong
correlations may persist through the denoising process, resulting in accumulated errors and visual
artifacts.

From SGD to Diffusion Models: Attention Map Filtering as Weight-Space Manipulation.
Recognizing attention maps as crucial for latent predictions, we hypothesize that enhancing robustness
in attention maps predictions can significantly reduce generation misalignment. To achieve this, we
draw an analogy between the denoising process in diffusion models and stochastic gradient descent
(SGD) optimization of neural networks. Leveraging this analogy, we adapt techniques from SGD to
enhance prediction consistency in diffusion models.

SGD is a fundamental tool in network training [4], designed to navigate the weight (network
parameter) space towards local minima. For a neural network F'(x;#) with parameters 6, SGD
samples training data points x; and their corresponding labels y;, and computes the gradient of the
loss function L(F(x;;0), y;) with respect to 6 to update the parameters. In practice, aggregation of
gradients and network weights during training is often performed to reduce variance and improve
convergence. Gradient aggregation typically involves averaging gradient values over a batch, while
weight aggregation accounts for the history of the weights in each update.

In this work, we view the generation (denoising) process as an unrolled optimization, with attention
maps as parameters of a score-prediction model. Inspired by gradient aggregation and weight-
averaging techniques that improve prediction robustness, we propose a filtering mechanism to
enhance attention map reliability. We relate network weights that predict local gradients at each



optimization step, based on sampled training examples and labels, to the denoising network’s attention
maps that predict latent representations from sampled noise at each denoising step.

Robust View Generation via Attention Map Filtering. Our attention map filtering comprises of
three parts:

* Minibatch via Resampling: Inspired by previous studies [16, 2], we implement per-step resampling
throughout the image generation process. Through resampling we progressively generate R
attention maps with different noise patterns. We propose to leverage these intermediate maps to
further boost performance through in- and cross-step attention map manipulations.

* In-step update: Aggregating attention maps within the same denoising steps, generated through
resampling. Specifically, a self-attention map is refined based on previous maps created at the same
timestep. We find element-wise min pooling operation to work best for in-step updates.

* Cross-step update: averaging attention map across denoising steps. We pass the refined self-
attention map at time ¢, to the next step in the denoising process, and aggregate the maps using
exponential moving average (EMA).

The result is more reliable maps, particularly during the early denoising stages when coarse output
shapes are formed, leading to more plausible and realistic views. A visual example of our attention
map filtering mechanism in action is presented in Fig[3]

The attention map filtering described above significantly boosts plausibility and realism in generated
views. Yet, we observe it is sometimes insufficient to enforce consistency with the input shape and
appearance. To further promote consistency with the input, we propose to utilize mutual self-attention
to propagate information from the input to the generated view [23, 15, [1} 25]]. We modify the self-
attention operation by running a parallel generation branch using the identity pose as target (in order
to generate the input view), incorporating its keys and values into the attention layer of the target
view. Unlike previous applications of this technique [5} 16, [1]), we find it beneficial in view synthesis
to limit its use to the early denoising stages, preventing shape distortions.

-
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An overview of our method is presented in Fig[4]
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Figure 3: Attention map filtering in action. We compare the attention scores of Zero123-XL (top)
and Zero-to-Hero (bottom) wrt the region marked with a purple circle at different denoising steps.
Both methods are initialized with the same seed. We observe that the strong correlation values in
the upper right corner lead to exaggerated content creation (note the unrealistically elongated neck).
Conversely, through filtering, Zero-to-Hero mitigates these artifacts, leading to robust view synthesis.

3 Results

We evaluate Zero-to-Hero against Zero-1-to-3 and on Zero123-XL. In Tab. [T]we report various metrics
for the original models using 25, 50 and 100 DDIM steps, and for our method applied to both models.
We include the number of sampled timesteps T and the total number of network evaluation NFE
(accounting for resampling). For the evaluation, we render random views from a challenging subset
of Google Scanned Objects [9]]. We report the standard image quality metrics PSNR, SSIM [24] and
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Figure 4: Zero-to-Hero main modules. (Left) Two denoising steps of the generation process of both
the source (top) and target views (bottom). Each denoising step is iterated R times (“resampling”).
(Right-top) Attention map filtering: Robustifying attention maps via an aggregation of same step
and previous steps attention maps. (Right-bottom) Mutual self-attention: Guiding target shape
through the keys and values of the source generation branch.

LPIPS [27]. As these metrics are sensitive to slight color variations, we segment the generated targets
and their corresponding real images, and report the Intersection Over Union (IoU) score.

Through comprehensive experiments on out-of-distribution objects, we demonstrate that our technique
robustifies Zero-1-to-3 and its extended version, Zero123-XL, leading to views that are more faithful
to both the input image and desired camera transformation. Our results show significant and consistent
improvements across both appearance and shape evaluation metrics.

Table 1: Quantitative evaluation on a challenging subset of Google Scanned Objects [9]. Zero-to-
Hero consistently improves performance upon baselines.

Name T NFE PSNRt SSIM{ LPIPS| IOU*t
Zero-1-to-3 25 25 1727 0851  0.173 73.5%
Zero-1-to-3 50 50 1724 0850  0.173 73.5%
Zero-1-to-3 100 100 1721 0850  0.173 73.4%
Ours (Zero-1-t0-3) 26 66  17.67  0.859  0.163  752%
Zero123-XL 25 25 1772 0854  0.163 76.4%
Zero123-XL 50 50 1771 0854  0.162  76.4%
Zero123-XL 100 100 17.68  0.854  0.163 76.4%

Ours (Zero123-XL) 26 66 18.35 0.864 0.153 78.3%

4 Attention Map Filtering Beyond Novel View Synthesis

Although our work addresses the core limitations of single view synthesis models, the condition
enforcing effect of our Attention Map Filtering (AMF) is more general. We have conducted several
preliminary experiments which demonstrate promising results.

Conditional image generation. A brief study of ControlNet models [26] demonstrated that they
suffer from similar limitations as Zero-1-to-3 and its follow ups. Namely, lack of condition enforce-
ment and frequent appearance of visual artifacts. We implemented our proposed AMF module for
two pre-trained ControlNet models (for Pose- and Segmentation-conditioned image generation) and
found that it robustly mitigates artifacts across various prompts and seeds, as shown in Fig.[3]

Multi-view synthesis. We integrate AMF into MVDream [21]], a text-to-multiview model, and find
that it helps to mitigate the same issues as in the single view case. In Fig.[6] we provide qualitative
results.
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Figure 5: Qualitative results for ControlNet, without and with AMF. Both methods are initialized with
the same seed. (Left) pose-conditioned ControlNet. (Right) Segmentation-conditioned ControlNet.
In both cases, AMF leads to results that are more plausible and better aligns with the conditions.
White arrows are used in some examples to highlight areas that don’t align with the condition.
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Figure 6: Qualitative results for MVDream. Qualitative results for MVDream, without and with
AMF. Both methods are initialized with the same seed, and we provide results with two random seed
per prompt. AMF leads to results that are more plausible and spatially consistent, while also better
align with the conditions.

5 Conclusions

In this paper, we introduced Zero-to-Hero, a training-free method to boost the robustness of novel
view synthesis. We enhanced the performance of a pre-trained Zero-1-to-3 diffusion model using two
key innovations: a test-time attention map filtering mechanism that enhances output realism, and an
effective use of source view information to improve input consistency.

Limitations. Our method, operating at test-time, is limited by the generative capabilities of the
pre-trained model. If Zero-1-to-3 is not capable of correctly generating the target pose, our method
may not enhance the output.
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