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Abstract

Enabling large language models (LLMs) to001
read videos is vital for multimodal LLMs. Ex-002
isting works show promise on short videos003
whereas long video (longer than e.g. 1 minute)004
comprehension remains challenging. The ma-005
jor problem lies in the over-compression of006
videos, i.e., the encoded video representations007
are not enough to represent the whole video.008
To address this issue, we propose Long Video009
Chat (LV-CHAT), where Frame-Scalable En-010
coding (FSE) is introduced to dynamically ad-011
just the number of embeddings in alignment012
with the duration of the video to ensure long013
videos are not overly compressed into a few014
embeddings. To deal with long videos whose015
length is beyond videos seen during training,016
we propose Interleaved Frame Encoding (IFE),017
repeating positional embedding and interleav-018
ing multiple groups of videos to enable long019
video input, avoiding performance degradation020
due to overly long videos. Experimental results021
show that LV-CHAT significantly outperforms022
existing methods by up to 27% in accuracy on023
long-video QA datasets and long-video cap-024
tioning benchmarks. Codes and data will be025
released upon publishing.026

1 Introduction027

Recent works have been proposed to enhance the028

multimodal capabilities of large language models,029

extending their power beyond text to other data030

modalities such as images (Touvron et al., 2021;031

Bao et al., 2021; He et al., 2022) and audio (Hassid032

et al., 2023; Borsos et al., 2023; Sicherman and Adi,033

2023). Among them, videos offer a unique medium034

through how humans perceive the real world (Li035

et al., 2023). To leverage this, recent efforts on036

augmenting LLMs’ video comprehension have fo-037

cused on finetuning LLMs with video instruction038

data such as VideoChat (Li et al., 2023), VideoChat-039

GPT (Maaz et al., 2023), VideoLlama (Zhang et al.,040

2023).041

Figure 1: Previous video language models may suffer
from over-compression for long video modeling (e.g.,
T > 60s ) since a limited number of video tokens are
used in LMs. In contrast, LV-CHAT demonstrates su-
perior performance on long videos by modeling more
video tokens.

While previous video-language models have 042

demonstrated promising results, particularly with 043

short videos, their performance on videos longer 044

than one-minute is observed to be challenging (Li 045

et al., 2023). We believe (and empirically prove it 046

in our experiments) that the inability to comprehend 047

long videos comes from the over-compression of 048

video content. For example, VideoChatGPT (Maaz 049

et al., 2023) models a video of T seconds by sam- 050

pling (F frames). These frames, along with a prefix 051

of 256 tokens designated for global information, 052

are then compressed into a total of 256 + F to- 053

kens. This compression strategy is insufficient for 054

longer videos, where the complexity and informa- 055

tion density exceed the representational capacity of 056

the allocated tokens. On the other hand, mainly fo- 057

cusing on short videos, VideoChat (Li et al., 2023) 058

and Video-Llama (Zhang et al., 2023) convert Fs 059

sampled frames into a fixed tiny number of embed- 060

dings (96 embeddings), regardless of the video’s 061

duration, resulting in inadequate information for 062

effective long-video representation. 063

In this work, we focus on the long video un- 064
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derstanding scenario and propose a novel video065

language model LV-CHAT. LV-CHAT has two key066

components: Frame Scalable Encoding (FSE) and067

Interleaved Frame Encoding (IFE). To tackle the068

over-compression problems, we design FSE, a new069

feature extraction strategy that scales the number of070

tokens with the video length T . Specifically, every071

16 frames are compressed into 96 tokens to ensure072

the video information is mostly maintained dur-073

ing the mapping. The model is then fine-tuned on074

these compressed ⌈ T
16⌉ ∗ 96 embeddings. To over-075

come the out-of-distribution (OOD) problem en-076

countered during inference when videos are longer077

than those seen during training, we introduce IFE, a078

novel interleaving strategy to repeat positional em-079

beddings and interleave multiple groups of videos080

to enable long video input and avoid OOD issue.081

We evaluate LV-CHAT in the tasks of long-video082

question answering (QA) and long-video caption-083

ing. We observe that existing video benchmarks084

(Li et al., 2024) primarily annotate a short clip of085

the entire video where the ground truth label is lo-086

cated (with such annotation, previous works only087

input the clip instead of the entire video). Since088

such annotation requires human effort to locate the089

answer, in our work, we investigate a more practi-090

cal setup where such timestamp annotation is not091

available. To this end, we develop a long-video092

QA benchmark by randomly concatenating real093

video segments in MVBench (Li et al., 2024) with094

distractor videos, along with a long-video caption-095

ing dataset TACoS (Rohrbach et al., 2014) where096

we manually create the ground truth captions ac-097

cording to human-annotated subtitles for its long098

videos. We also test LV-CHAT on EgoSchema099

(Mangalam et al., 2023), a challenging long-video100

QA benchmark. The experimental results show101

that LV-CHAT largely improves the accuracy over102

baselines in our curated long-video QA task (600s)103

even with FSE only (up to 21% improvement in ac-104

curacy) and adding IFE further improves accuracy105

(up to 27%), highlighting the potential of LV-CHAT106

and shedding light on future advancements in long-107

video language models.108

2 Related Work109

2.1 Long Context Modeling110

There are lots of long context modeling techniques,111

among which modifying positional embeddings re-112

sembles our method the most. The most similar one113

to Interleaved Frame Encoding is Self-Exntending114

LLMs (Jin et al., 2024). Other works include 115

adopting relative positional embedding (Press et al., 116

2021), positional interpolation (Chen et al., 2023) 117

and positional extrapolation (Sun et al., 2023). As 118

mainly focus on text domain, these works are or- 119

thogonal to our use cases with multimodality data. 120

2.2 Video Question Answering 121

Video Question Answering (VideoQA) has been a 122

popular task for evaluating the model’s ability to 123

understand videos. Typical works pretrain a video- 124

text model and perform a successive fine-tuning on 125

VideoQA (Zellers et al., 2021; Bain et al., 2021; 126

Miech et al., 2019; Wang et al., 2022; Fu et al., 127

2021; Zeng et al., 2022; Li et al., 2022). These 128

works are focused specifically on video question 129

answering, and large language models are not intro- 130

duced here, which might limit the interpretation of 131

the video content and the application of the model. 132

2.3 Enabling LLMs to Process Videos through 133

Descriptive Textualization 134

A foundational approach towards equipping LLMs 135

with video understanding capabilities involves 136

the extraction of information from each frame 137

of the video, subsequently converting this data 138

into a textual format for LLM processing. No- 139

table implementations of this strategy include 140

ChatVideo (Wang et al., 2023a) and VideoChat- 141

Text (Li et al., 2023). These methods are limited by 142

their reliance on textual conversion, which might 143

pose problems when there are scenes beyond text 144

descriptions. 145

2.4 Enabling LLMs to Process Videos via 146

Adapters 147

An emergent trend in recent research focuses on 148

introducing adapters to bridge the gap between 149

visual representations and the textual embedding 150

space of LLMs. Some works take the first step 151

on images such as VC-GPT (Luo et al., 2022), 152

VisualGPT (Chen et al., 2022), Mini-GPT4 (Zhu 153

et al., 2023) and LlaVa (Liu et al., 2023), which 154

proposes the adapters to map the visual encoder 155

outputs into the word embedding space, enabling 156

direct processing of image data with LLMs. Based 157

on these models with image understanding capabil- 158

ities, VideoChat-Embed and VideoChat2 (Li et al., 159

2023) propose to encode the videos into the embed- 160

dings with an extra adapter, where the visual en- 161

coder and the adapter is trained using video instruc- 162

tion datasets. Similarly, VideoChatGPT (Maaz 163
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et al., 2023) initializes from LlaVa and is trained on164

another comprehensive video instruction dataset.165

Video-Llama (Zhang et al., 2023) add audio modal-166

ity into the instruction finetuning, enabling LLM to167

both see and hear. FrozenBiLM (Yang et al., 2022)168

adapts a pre-trained BiLM to multi-modal inputs169

and introduces a set of additional modules includ-170

ing adapters, which are trained on video-text data.171

These methods show promising results in terms of172

short video understanding, but they may struggle173

with managing long videos (typically longer than174

1min). Our work is built based on the backbone175

VideoChat2 (Li et al., 2023) but with additional176

fine-tuning and design of FSE and IFE, improving177

long video understanding.178

3 Method179

3.1 Preliminary180

Following VideoChat2 (Li et al., 2023), assume181

we are generating captions for a given video V =182

[Ii]i=1,2,··· ,F , where F is the total frames of the183

video, with Ii being the i-th frame. Then we need184

to convert the video V into embeddings E:185

E = fvid(V). (1)186

Here fvid denotes the video encoding model. Since187

we aim to enable the LLM to understand the video,188

E is usually trained to align the distribution of word189

embeddings in the LLMs fllm. The next word is190

predicted following the equation:191

P = fllm(E,W≤t), (2)192

where W≤t is the word embeddings of previous193

words generated in the sentence and P is the next-194

word probability distribution over the vocabulary.195

For the instantiation of the visual encoder fvid196

and the large language model fllm, we follow197

VideoChat2 (Li et al., 2023), where UMT-L (Liu198

et al., 2022) followed a pretrained QFormer and an199

extra linear adapter is used as fvid to map the video200

frames into embeddings E (in the space of the word201

embeddings) and Vicuna-7B-v1.0 (Chiang et al.,202

2023) is used as fllm.203

3.2 Frame-Scalable Encoding204

We observe a limitation in previous approaches that205

potential over-compression on given (long) videos206

can happen. To address this issue, we propose a207

novel encoding strategy, Frame-Scalable Encod-208

ing (FSE), based on the intuition that the number209

of embeddings allocated for video representation 210

should be sufficient to cover the information within 211

the video. The framework is shown in Figure 2. 212

Specifically, given a long video V, FSE requires 213

the video to be segmented into a series of clips 214

V1, · · · ,Vn, each bounded by a predefined maxi- 215

mum frame count. Then each clip is converted into 216

a designated number of embeddings with Eq.(1): 217

E1, · · · ,En = fvid(V1), · · · , fvid(Vn) (3) 218

Here each embedding Ei ∈ RN×d, i ∈ {1, · · · , n}, 219

where d is the hidden dimension of the LLM. Then 220

we concatenate all embeddings E1, · · · ,En into 221

the final representation EFSE ∈ R(n∗N)×d. Thus 222

the representation EFSE comprises n ∗N embed- 223

dings. When the video gets longer, we could obtain 224

more clips (n would increase), leading to more 225

embeddings and effectively mitigating the risk of 226

over-compression. To determine how many clips 227

we need, we propose the following equation: 228

n = ⌈T/K⌉ (4) 229

where T denotes the video’s duration (measured 230

in seconds), ensuring a minimum of one frame 231

per second is utilized. As the backbone model 232

VideoChat2 is trained with the embeddings E ∈ 233

RN×d (i.e., only N embeddings), it may strug- 234

gle with our embeddings EFSE which comprises 235

n ∗ N embeddings. Thus we fine-tune the back- 236

bone model with the FSE embeddings. During 237

training, due to the limitation of the resources and 238

the constraint of maximal positional embeddings, 239

we specify a maximum number of clips nm and 240

only sample nm clips when videos get long, result- 241

ing in nm ∗K frames. During inference, for longer 242

videos, we can keep the strategy from training, i.e., 243

only sample nm clips. However, we propose a 244

more optimal solution and explain mode details in 245

the subsequent section. 246

3.3 Interleaved Frame Encoding 247

Although Frame-Scale Encoding (FSE) could miti- 248

gate the over-compression to some extent, it may 249

introduce another challenge: when FSE is applied 250

to excessively long videos, we may obtain an un- 251

wieldy number of embeddings from Eq.(3). When 252

there are overly many embeddings, it may sur- 253

pass the maximum positional embeddings of the 254

LLM. It may also encounter a problem that the 255

embeddings during the inference is longer than the 256
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Figure 2: Illustration of Frame-Scalable Encoding. The
process begins by segmenting the video into several
clips. Subsequently, each clip is transformed into a set
of N embeddings. These embeddings are then con-
catenated sequentially, forming a comprehensive input
stream for the Large Language Model (LLM).

embeddings seen during training, leading to out-257

of-distrubition (OOD) problems. As discussed in258

§ 3.2, a suboptimal solution could be limiting the259

clip numbers to be less than nm, but this approach260

may still suffer from over-compression identified261

in § 1 as the number of embeddings is not scal-262

able w.r.t. the video length, thereby limiting the263

effectiveness of FSE.264

To tackle this challenge, we propose Interleaved265

Frame Encoding (IFE). IFE employs a repetition266

factor, γ for the positional embeddings. Therefore,267

the positional embeddings are repeated at a prede-268

fined interval, γ, so that the sampled embeddings269

are within the range of training length, mitigat-270

ing the OOD issues or potential risk of surpass-271

ing maximum positional embeddings of the LLM.272

The process of IFE is depicted in Figure 3. As273

shown in the figure, we split the video into γ groups274

V1, · · · ,Vγ . Each group is converted into embed-275

dings EFSE,1, · · · ,EFSE,γ using FSE techniques.276

These embeddings are fed into the LLM with the277

same positional embeddings applied to each group.278

One property we wish to include is that even when279

one group of the video is processed in isolation,280

without interleaving, IFE should align with using281

FSE with nm clips. To achieve this, the video is282

divided into γ groups in an interleaved way (shown283

in the Figure 3). Then each group is encoded into284

embeddings independently. After this encoding285

phase, all embeddings are interleaved before being286

fed into the LLM. As illustrated, maintaining only287

one group (e.g., removing the right part in Figure288

3) effectively simulates the FSE scenario, sampling289

only the frames in one group (green frames in the290

example). Incorporating additional groups is intu- 291

itively expected to enhance the understanding of 292

the video. 293

For IFE, we determine the interleaving factor γ 294

by the following equation: 295

γ = ⌈⌈T/K⌉/nm⌉. (5) 296

The intuition behind Eq.(5) is to make sure the num- 297

ber of clips in each group is less than nm while 298

maintaining the total amount of frames sampled 299

could cover the whole video. Then we could sam- 300

ple Fs frames from the given video: 301

Fs = ⌈⌈T/K⌉/γ⌉ ∗ γ ∗K (6) 302

Thus the number of the clips would be: 303

ni = ⌈⌈T/K⌉/γ⌉ ∗ γ (7) 304

With this strategy, we could sample Fs frames from 305

the video which could cover the whole video, as 306

a result to have more than one frame per second, 307

ensuring effective representation of the video. 308

4 Experiments 309

4.1 Implementation Details 310

We initialize our model from VideoChat2 (Li 311

et al., 2023). We set the learning rate as 312

2e-6, with warmup epochs=0.3, num_epochs=1, 313

scheduler=cos, optimizer=AdamW. The fine- 314

tuning is performed on 4 NVIDIA-RTX-A6000 315

GPUs. For FSE, we finetune our model on 316

the instruction dataset collected for training 317

VideoChat2 (Li et al., 2023) with the detailed 318

datasets shown in Appendix §B.1. 319

For LV-CHAT, we use Eq.(4) to determine the 320

number of frames to sample, and encode every K 321

frames into N embeddings, where K = 16, N = 322

96. During the training, we specify nm = 10. Thus 323

if the video length T is shorter than nm ∗K = 160, 324

we do not need IFE and only FSE is turned on, 325

whereas if the video length T is longer than 160, 326

we determine the interleaving factor γ with Eq.(5) 327

and then perform the IFE process. 328

4.2 Experimental Setups 329

We compare LV-CHAT with the following models: 330

VideoChat2 (Li et al., 2023): The backbone of our 331

model without FSE and IFE. We follow the imple- 332

mentation1 in VideoChat2 and sample 16 frames 333

1https://github.com/OpenGVLab/
Ask-Anything/blob/main/video_chat2/
mvbench.ipynb
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Figure 3: Illustration of Interleaved Frame Encoding (IFE). We show the example with interleaving factor γ being
two. We first split the whole video into γ groups. Then we convert each part into embeddings separately. With all
the embeddings, we interleave them with every γ embeddings sharing the same positional embedding.

from the given video regardless of the video length.334

Video-Llama (Zhang et al., 2023): We exclude the335

audio modality here for fair comparison. Follow-336

ing the setting from the original implementation2337

model, we use the Video-LLaMA-2-7B-Finetuned338

checkpoint and sample 16 frames from each video.339

Video-ChatGPT (Maaz et al., 2023): We use the340

same setup as in the official demo3 and samples341

100 frames from each video.342

For the benchmarks, we adopt MVBench (Li343

et al., 2024) and extend the videos with the Street-344

Scene (Ramachandra and Jones, 2020) dataset to345

specific lengths (see §B.3). We select the following346

4 out of 20 test sets from MVBench: Action Se-347

quence(AS), Action Prediction(AP), Unexpected348

Action(UA), Object Interaction(OI), following the349

criteria detailed in Appendix§ B.2. The average350

length of the videos from these subsets is 25.5 sec-351

onds. We extend the original videos to 100s, 300s,352

and 600s respectively. All models are evaluated un-353

der the same protocol proposed in MVBench. The354

prompts used are summarized in Appendix §B.5.355

We also report the performance on all subsets of356

MVBench in Appendix §C.1.357

4.3 Overall Performance Comparison358

We report the overall performance comparison in359

Table 1. From this table, we can observe that LV-360

CHAT outperforms the previous methods signifi-361

2https://github.com/DAMO-NLP-SG/
Video-LLaMA

3https://github.com/mbzuai-oryx/
Video-ChatGPT/blob/main/docs/offline_
demo.md

cantly on almost all datasets and in almost all set- 362

tings. The results demonstrate that LV-CHAT could 363

better extract the important information from the 364

video even when the video becomes as long as 365

600s. We also summarize the average results of 366

all datasets w.r.t. different video length in Figure 367

4. As shown in the figure, our model can achieve 368

a compatible performance in terms of short videos 369

but significant improvements on long videos. 370

26 100 300 600
Video Length

30

40

50

60

Ac
cu

ra
cy

LV-Chat
VideoChat2
VideoLlama
VideoChatGPT

Figure 4: Average accuracies w.r.t different video
lengths. “26" is the average duration of videos across
four datasets. The IFE technique is not applied when
videos are of lengths 26 and 100.

4.4 Ablation Study of LV-CHAT 371

We aim to study the effects of the finetuning of 372

FSE (§ 3.2) and the IFE technique (§ 3.3). Thus we 373

exclude these two parts in LV-CHAT to check the 374

performance on the benchmarks. The results are 375

reported in Table 2. From the table, we can observe 376

that without IFE and FSE, the performance of LV- 377

CHAT dropped, demonstrating the necessity of both 378
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100s 300s 600s
AS AP UA OI AS AP UA OI AS AP UA OI

VideoChatGPT 30 23 34 27.5 27.5 25.5 28 26 26 27 30 26.5
VideoLlama 24 23.5 39 27 25.5 23.5 38 26 23.5 25 37.5 26
VideoChat2 38.5 33 46.5 57.5 30.5 29 45 39.5 28.5 23 41.5 39

LV-CHAT 53.5 45.5 47 66 42.5 37.5 37 52.5 37 34 38.5 48.5

Table 1: Results on QA datasets extended from MVBench. The interleaving factor γ is set to be 2 for videos of
length 5 min and 4 for videos of length 10 min. All models are evaluated using MVBench’s protocol.

100s 300s 600s
AS AP UA OI AS AP UA OI AS AP UA OI

LV-CHAT 53.5 45.5 47 66 42.5 37.5 37 52.5 37 34 38.5 48.5
w/o IFE - - - - 41 38.5 38.5 47 34.5 30.5 38.5 46
w/o IFE, w/o FSE 35.5 33.5 36.5 43 32 28.5 28.5 39 27 28 28 35.5

Table 2: Ablation Study. We exclude IFE and FSE from LV-CHAT to study the effectiveness of these techniques.

FSE and IFE in terms of long video understanding.379

4.5 Model Analysis of LV-CHAT380

As the performance of LV-CHAT across the Ac-381

tion Sequence (AS) and Object Interaction (OI)382

datasets are most pronounced, we focus on these383

two datasets to study the efficacy and properties of384

LV-CHAT.385

4.5.1 LV-CHAT can handle more embeddings386

Our investigation aims to evaluate the performance387

difference between LV-CHAT and our backbone388

about the number of clips, n. For this purpose,389

experiments were conducted with n ranging from390

1 to 20, under a consistent video duration of 600391

seconds. For instance, when n = 4, we sample392

K ∗ 4 frames out of the entire video. The find-393

ings, illustrated in Figure 5, reveal two key insights:394

(1) LV-CHAT consistently surpasses the baseline395

performance across all tested clip counts, which396

demonstrates the robustness and enhanced capacity397

for longer video understanding; (2) We noticed that398

as we increase the number of clips, LV-Chat’s per-399

formance gets better up to a certain point. Specif-400

ically, the model performs best with 6 clips. If401

we keep adding more clips beyond this number,402

up to 12, the performance barely drops. However,403

once we go over 12 clips, the performance begins404

to drop. This trend suggests that having too many405

clips doesn’t always help as the model is trained406

with limited number of clips. This finding sup-407

ports our earlier discussion about the challenges408

of matching the model’s training experience with 409

its usage in real-world scenarios, where the data it 410

encounters can vary widely. 411
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(a) Action Sequence
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(b) Object Interaction

Figure 5: Accuracies w.r.t. the number of tokens

4.5.2 Effectiveness of IFE 412

To assess how well Interleaved Frame Encoding 413

(IFE) works, we tested it on videos of varying 414

lengths: 100s, 200s, 300s, 400s, 500s, and 600s. 415

For each video length, we adjusted the interleaving 416

factor γ from 1 to 6, respectively. This setup aligns 417

with our previous finding that LV-CHAT shows op- 418

timal performance with up to 6 clips (as detailed in 419

§ 4.5.1). The results, summarized in Figure 6, indi- 420

cate a clear trend: incorporating IFE improves the 421

model’s performance. Notably, as the video length 422

increases, the benefit of using IFE becomes even 423

more pronounced. Detailed performance metrics 424

across four datasets are provided in § C.2. 425

4.5.3 Varying K in FSE 426

As shown in our main experiments (§ 4.3), the 427

number of frames per clip is set as K = 16. We 428

aim to show converting 16 frames into N = 96 429
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100s 300s 600s
AS AP UA OI AS AP UA OI AS AP UA OI

LV-CHAT (K = 8) 48.5 44.0 42.5 61.0 43.5 37 33.5 50 34 32 34.5 49
LV-CHAT w/o IFE (K = 8) - - - - 42.5 35.5 36 49.5 34 32 34.5 49
LV-CHAT (K = 16) 53.5 45.5 47 66 42.5 37.5 37 52.5 37 34 38.5 48.5
LV-CHAT w/o IFE (K = 16) - - - - 41 38.5 38.5 47 34.5 30.5 38.5 46

Table 3: Ablation study with different K on long-video question answering benchmarks. Bold: best results.

TACoS(287s) EgoSchema(180s)
Rouge1 Rouge2 RougeL RougeSum Accuracy

VideoLlama 0.269 0.0490 0.196 0.193 0.284
VideoChatGPT 0.263 0.0567 0.188 0.188 0.260
VideoChat2 0.261 0.0675 0.195 0.196 0.500
LV-CHAT 0.360 0.0920 0.244 0.246 0.554

LV-CHAT w/o IFE 0.364 0.0931 0.244 0.245 0.560

Table 4: Evaluation on long-video caption generation datasets. Bold: best results.

100 200 300 400 500 600
Video Length

30
35
40
45
50
55
60
65

Ac
cu

ra
cy

LV-Chat
LV-Chat w/o IFE
VideoChat2

Figure 6: IFE effectiveness on QA datasets.

embeddings is not over-compression by checking430

the performance of LV-CHAT when we map every431

K = 8 frames into N = 96 embeddings. The re-432

sults with K = 8 are reported in Table 3. From the433

table, we can see that K = 16 performs better than434

K = 8, showing that K = 16 may have not led to435

over-compression as K = 8 could not mitigate the436

potential over-compression problem. This obser-437

vation is also partially observed in VideoChat2 (Li438

et al., 2023) where extracting 16 frames from the439

video and mapping them into 96 tokens generally440

perform better than extracting 8 frames.441

4.6 Real World Datasets442

In this section, we evaluate the performances of the443

baselines and LV-CHAT on two real-world datasets444

(by real-world, we mean the videos are naturally445

long videos, instead of extending short videos with446

unrelated ones):447

TACoS (Rohrbach et al., 2014): This is a dataset448

comprising 127 videos averaging 287s and human- 449

annotated captions of critical timestamps in the 450

video. We use OpenAI’s GPT-4 (OpenAI, 2024) 451

to generate a reference summary from the labeled 452

captions and conduct a human inspection (detailed 453

in §B.4). Then all models are prompted to generate 454

detailed descriptions and the ROUGE scores are 455

calculated against the reference. 456

EgoSchema (Mangalam et al., 2023): Derived 457

from Ego4D (Grauman et al., 2022), it is a long- 458

form video question-answering dataset with an av- 459

erage length of 180; 500 samples with public re- 460

leased answers are used for evaluation. 461

For TACoS description generation, all models gen- 462

erate up to 100 new tokens using greedy search. For 463

EgoSchema evaluation, we use the same settings 464

as MVBench. The results are reported in Table 465

4. From the table, we can observe: (1) LV-CHAT 466

outperforms all the other baselines by a large mar- 467

gin. Note that we have not done any fine-tuning 468

on the datasets being tested (2) Although IFE does 469

not provide any improvement over EgoSchema, we 470

think one potential reason is that the lengths of the 471

videos from this dataset are not sufficiently long 472

(160 frames are sampled when IFE is not used, 473

which is close to the average duration 180s.) 474

4.7 Case Study 475

We compare LV-CHAT against the baselines on 476

the TACoS and show results in Table 5. For each 477

video, we choose two representative scenes and 478

match them with the captions from the TACoS. 479

7



Captioned scenes Results

He cut off ends of cucumbers.

He put cucumber on plate.

LV-CHAT: “The video shows a man standing in a kitchen and cutting a
cucumber on a cutting board. He then places the cucumber on a plate and
walks away. The kitchen has a counter with a sink and a refrigerator. The
man is wearing a black shirt and is standing in front of a black and white
fridge. The video is shot from an overhead angle, giving a bird’s eye view of
the kitchen...”

VideoChat2: “The video shows a man cutting a cucumber on a cutting
board.”

VideoChatGPT: “The video shows a person cutting vegetables on a counter-
top in a kitchen.”

VideoLlama: “1. A man is standing in a kitchen with a black countertop and
a wooden table. 2. He is wearing a black shirt and a black jacket. 3. He is
preparing food in the kitchen. 4. He is using a knife to cut a piece of meat. 5.
He is cutting the meat on a cutting board. 6. He is using a spoon to stir the
food. 7. He is standing in the kitchen”

The man slices the broad beans.

The man continues to stir the beans as
they cook.

LV-CHAT: “In the video, we see a man standing in a kitchen and preparing
food. He is wearing a blue shirt and a white scarf around his neck. He is
cutting vegetables on a cutting board and placing them in a pan. He then adds
some oil to the pan and starts cooking the vegetables. The man is standing in
front of a counter with a black and white marble top. There is a microwave
oven on the counter, and a white bowl...”

VideoChat2: “The video shows a man cutting vegetables on a cutting board.”

VideoChatGPT: “In the video, a woman is standing in a kitchen and preparing
food. She is using a knife to chop vegetables on a cutting board, and she is
also using a spoon to stir something in a bowl. The video also shows her
using a spoon to stir something in a bowl.”

VideoLlama: “The video shows a man and a woman in a kitchen. The man is
standing in front of a stove while the woman is standing in front of a counter.
They are both wearing blue shirts. The kitchen has a black countertop and
a black stove. There is a brown wooden table in the kitchen. The man is
holding a knife and the woman is holding a plate. They are both preparing
food.”

Table 5: Two cases on the TACoS dataset of LV-CHAT compared with the baselines. The lengths of the two videos
are 2 min 46 s and 11 min 11 s respectively. The highlighted parts are correct descriptions of actions.

We observe there are a number of cases where480

VideoChat2 can only summarize the whole video481

in one sentence without any further detail. And482

VideoChatGPT suffers from the same issue. While483

VideoLlama generates longer answers generally, it484

often has strong hallucinations on the details of the485

video and gives far-off descriptions. In contrast, our486

model captures much more details, including the487

actions of the subject and the environment where488

the video was shot. In the cases we show, we also489

highlight the correct action descriptions that these490

models generate. All three baselines fail to cor-491

rectly capture the actions of the person from both492

two scenes while LV-CHAT succeeds in describing493

both. More comparisons between our model and494

VideoChat2 are shown in Appendix D.495

5 Conclusion 496

In this study, we introduced Long Video Chat (LV- 497

CHAT), a novel approach aimed at enhancing the 498

comprehension capabilities of large language mod- 499

els (LLMs) for long video content. LV-CHAT 500

has two innovative encoding strategies: Frame- 501

Scalable Encoding (FSE) and Interleaved Frame 502

Encoding (IFE). These techniques address the fun- 503

damental challenge of over-compression in video 504

representation, a notable limitation in existing mul- 505

timodal LLM frameworks when processing videos, 506

particularly those exceeding one minute in dura- 507

tion. We evaluated LV-Chat’s performance in long 508

video comprehension tasks, utilizing both curated 509

datasets and real-world benchmark. Our findings 510

demonstrate that LV-Chat consistently surpasses 511

previous methods in these settings. 512
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6 Limitations513

One limitation of LV-CHAT lies in the fine-tuning514

stage with the IFE enabled, which, contrary to ex-515

pectations, did not yield any enhancements. This516

may be attributed to the insufficiency of long videos517

in the current video instruction dataset. Conse-518

quently, future work includes the development of519

datasets with longer videos to achieve better per-520

formances via fine-tuning. Another limitation is521

that LV-CHAT is based on VideoChat2 which uses522

Vicuna-7B-v1.0 as the LLM, which may be inferior523

than the most advanced LLMs such as Vicuna-7B-524

v1.5. Thus another future work is to train a larger525

model with more advanced LLMs, enhancing the526

understanding capabilities.527
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A Notations724

All the notations are provided in Table 6.

Symbols Meanings

T duration
F total number of frames
K number of frames in one clip
N number of tokens per clip
Fs number of sampled frames
n number of clips
nm max number of clips
γ number of interleaved times
ni number of clips in interleaved setting

Table 6: Notations

725

B Experiment Settings726

B.1 Instruction Tuning Dataset Details727

To fine-tune our model with FSE, we adopt the728

dataset collected by VideoChat2 (Li et al., 2023),729

where there is 1.9M video instruction data in to-730

tal4. However, due to that some datasets are not731

accessible, we use a subset of this dataset:732

• VideoChat (Li et al., 2023), collected from733

InternVid (Wang et al., 2023b).734

• VideoChatGPT (Maaz et al., 2023), the origi-735

nal caption data is converted into conversation736

data by (Li et al., 2023).737

• NExTQA (Xiao et al., 2021), a multi-choice738

question answering dataset.739

• CLEVRER (Yi et al., 2020), an action predic-740

tion, multi-choice question answering dataset.741

B.2 Datasets Selection Criteria742

By manually looking at the examples, we compiled743

a few rules that a valid set of data should satisfy:744

1. The baseline’s performance drops as the target745

length of the extended video increases.746

2. The baseline’s performance should be better747

than random guesses.748

3. Questions in the subset should not be greatly749

affected by video from Street-Scene.750

4https://github.com/OpenGVLab/
Ask-Anything/blob/main/video_chat2/DATA.
md

4. Video should not be too short compared to our 751

target length. 752

5. The questions in the subset should be answer- 753

able by a visual-only model. (i.e., the an- 754

swers should not be all in the subtitles or the 755

captions, leading to unanswerable questions 756

based on visual data only) 757

By applying these rules, we select four datasets 758

(Action Sequence, Action Prediction, Unexpected 759

Action, Object Interaction) that are valid for testing 760

long video-language models. 761

B.3 Dataset Extension 762

Despite the variety of videos that MVBench(Li 763

et al., 2024) has. The average length of the four se- 764

lected datasets are merely 25.5s, which can barely 765

benefit from the capability of long-video models. 766

To make use of these videos, we extend them with 767

a second video sampled from the Street-Scene 768

dataset(Ramachandra and Jones, 2020). The Street- 769

Scene dataset contains 91 videos with 15 frames 770

per second, and we select the first 54000 frames 771

from the dataset, totaling an 1 hour video from 772

which we sample the second video. 773

The extension process is as follows: 774

1. Set a target length of video T that the model 775

should see. 776

2. For a original video v of length L(v) < T , we 777

applies a hash function H (see below) to the 778

file name Nv of the video v to get a integer 779

t0 that is between 0 and 3600, which will be 780

used as the starting time of the second video. 781

The hash function in python is: 782

def hashstr(s: str) -> int:
return sum(ord(c) * 31 ** (i % 3)

for i, c in enumerate(s))

3. Draw a second video from the Street-Scene 783

dataset that starts at t0 = H(Nv) and ends at 784

t0 + (T − L(v)). 785

4. Choose a time point t1 = H(Nv + ":insert") 786

in the second video where we will insert the 787

original video. 788

5. Insert the original video at t1 of the second 789

video and returns the extended video. 790
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B.4 GPT-4 TACoS summarization791

We use the following content to query the “GPT-4”792

API from OpenAI on Oct.9th, 2023. The context793

is composed of human-labelled captions and their794

starting times. The template we use for prompting795

GPT-4 is:796

You are an assistant answering questions797
based on video contexts. Your798

answer should be based on the given799
contexts, but you can also infer the800
actual video content from the tag801

information and your common sense.802
The timed description is a803
description for the video at the804
given second. When describing,805
please mainly refer to the timed806
description. Don't create a video807
plot out of nothing.808

Contexts for the video: \{context\}809
Question: Could you please describe what810

is happening in the video?811

Here is an example of video s13-d21. The812

prompt for GPT-4 is:813

You are an assistant answering814
questions based on video contexts.815
Your answer should be based on the816
given contexts, but you can also817
infer the actual video content from818
the tag information and your common819
sense. The timed description is a820
description for the video at the821
given second. When describing,822
please mainly refer to the timed823
description. Don't create a video824
plot out of nothing.825

Contexts for the video: """826
Second 9: He took out cutting board827
Second 17: He took out knife828
Second 22: He took out cucumber829
Second 35: He took out plate830
Second 47: He washed cucumber831
Second 57: Cut off ends of cucumbers832
Second 72: He sliced cucumbers833
Second 90: He put cucumbers on plate834
Second 9: person takes chopping board835

out836
Second 17: person removes knife from837

draw838
Second 22: person removes cucumber out839

of refrigerator840
Second 35: person removes plate out of841

cabinet842
Second 47: person then washes cucumber843
Second 57: person then places cucumber844

on plate845
Second 64: perosn then cuts ends off846

cucumber847
Second 72: person then cuts cucumber in848

slices849
Second 90: person then places cucumber850

on plate.851
Second 9: The person gets out a cutting852

board.853
Second 17: The person gets out a knife.854
Second 22: The person gets out a855

cucumber.856

Second 35: The person gets out a plate. 857
Second 47: The person rinses the 858

cucumber. 859
Second 57: The person cuts the tips off 860

the cucumber. 861
Second 96: The person slices the 862

cucumber and puts the slices on the 863
plate. 864

Second 9: The person gets out a cutting 865
board. 866

Second 17: The person gets out a knife. 867
Second 25: The person gets out a 868

cucumber. 869
Second 35: The person gets out a plate. 870
Second 47: The person rinses the 871

cucumber. 872
Second 57: The person cuts off the tips 873

of the cucumber. 874
Second 72: The person cuts up the 875

cucumber. 876
Second 90: The person puts the cucumber 877

slices on the plate. 878
Second 9: The person takes out a cutting 879

board from the drawer. 880
Second 17: The person takes out a knife 881

from the drawer. 882
Second 25: The person procures a 883

cucumber from the fridge. 884
Second 35: The person procures a plate 885

from the cabinet. 886
Second 47: The person washes the 887

cucumber in the sink. 888
Second 57: The person cuts the ends off 889

the cucumber then cuts the body into 890
slices. 891

Second 90: The person sets cucumber 892
slices on the plate. 893

Second 9: The person takes out a cutting 894
board from the drawer. 895

Second 17: The person takes out a knife 896
from the drawer. 897

Second 22: The person procures a 898
cucumber from the fridge then takes 899
a plate from the cabinet. 900

Second 47: The person washes the 901
cucumber in the sink. 902

Second 57: The person cuts the ends from 903
the cucumber. 904

Second 72: The person chops the cucumber 905
into slices on the cutting board. 906

Second 90: The person sets the cucumber 907
slices on the plate. 908

Second 9: The person takes out a cutting 909
board from the drawer. 910

Second 17: The person takes out a knife 911
from the drawer. 912

Second 22: The person procures a 913
cucumber from the fridge. 914

Second 35: The person procures a plate 915
from the cabinet. 916

Second 47: The person washes the 917
cucumber in the sink. 918

Second 57: The person cuts the ends off 919
the cucumber. 920

Second 72: The person slices the 921
cucumber on the cutting board. 922

Second 90: The person sets the sliced 923
cucumber on the plate. 924

Second 9: He goes to the drawer and 925
takes out a cutting board and knife. 926
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AS AP AA FA UA OE OI OS MD AL

VideoChat2 66 47.5 83.5 49.5 60 58 71.5 42.5 23 23
VideoChatGPT 23.5 26 62 22.5 26.5 54 28 40 23 20
VideoLlama 27.5 25.5 51 29 39 48 40.5 38 22.5 22.5
LV-Chat 62.5 47 79.5 44 61.5 56 74 40.5 23.5 27

ST AC MC MA SC FP CO EN ER CI

VideoChat2 88 39 42 58.5 44 49 36.5 35 40.5 65.5
VideoChatGPT 31 30.5 25.5 48.5 29 39.5 33 29.5 26 35.5
VideoLlama 43 34 22.5 45.5 32.5 32.5 40 30 21 37
LV-Chat 82 47.5 39.5 69.5 47 48.5 40 34.5 38.5 60

Table 7: Model Performance on the original MVBench. The results of VideoChat2, VideoChatGPT and VideoLlama
are from the MVBench repository (https://github.com/OpenGVLab/Ask-Anything/blob/main/
video_chat2/MVBENCH.md).

Second 25: He goes to the refrigerator927
and takes out a cucumber.928

Second 35: He goes to the cupboard and929
takes out a plate and places it on930
the counter.931

Second 50: He goes to the sink and932
washes the cucumber.933

Second 57: He then cuts off the ends of934
the cucumber and then slices the935
cucumber.936

Second 72: He picks up the cucumber and937
places it on the plate.938

Second 9: He opens the drawers and takes939
out a cutting board and a knife.940

Second 25: He gets a cucumber from the941
refrigerator and a plate from the942
cabinet.943

Second 47: He sets the plate down and944
washes the cucumber in the sink.945

Second 57: He puts the cucumber on the946
plate and dries off his hands.947

Second 64: He uses the knife to cut off948
the ends of the cucumbers.949

Second 72: He uses the knife to slice950
the cucumber into smaller pieces.951

Second 96: He picks up the pieces of952
cucumber and places them on the953
plate.954

Second 9: The person takes out a cutting955
board from the drawer.956

Second 17: The person takes out a knife957
from the drawer.958

Second 22: The person procures a959
cucumber from the fridge.960

Second 35: The person procures a plate961
from the cabinet.962

Second 47: The person washes the963
cucumber in the sink.964

Second 57: The person chops the ends off965
the cucumber on the cutting board.966

Second 72: The person slices the967
cucumber on the cutting board.968

Second 90: The person sets the sliced969
cucumber on the plate.970

Second 9: He gets out the cutting board,971
knife, plate, and cucumber from972

drawers and the refrigerator.973

Second 50: He washes the cucumber in the 974
sink and puts it on the plate. 975

Second 60: He wipes his hand on the rag. 976
Second 65: He chops the ends off the 977

cucumber. 978
Second 72: He chops the cucumber into 979

pieces with the knife. 980
Second 96: He gathers the chopped 981

cucumbers together on a plate. 982
Second 9: the man is opening the drawer 983
Second 17: the man is placing a knife on 984

the cutting board he got from the 985
drawer 986

Second 22: the man is opening the 987
refridgerator 988

Second 25: he got a cucumber from the 989
refridgerator 990

Second 35: the man is washing the 991
cucumber 992

Second 50: the man is slicing the 993
cucumber width-wise 994

Second 96: then the man arranges the 995
cucumbers on a plate 996

Second 9: The man places a cutting board 997
on the counter. 998

Second 17: The man places a knife on the 999
cutting board. 1000

Second 22: The man gets a cucumber out 1001
of the refrigerator. 1002

Second 35: The man gets a plate out of 1003
the cupboard. 1004

Second 47: The man rinses the cucumber. 1005
Second 57: The man dries his hands. 1006
Second 64: The man cuts the ends off of 1007

the cucumber. 1008
Second 72: The man cuts the cucumber 1009

into slices. 1010
Second 96: The man arranges the cucumber 1011

slices on the plate. 1012
Second 9: The person takes a cutting 1013

board from the drawer. 1014
Second 17: The person removes a large 1015

knife from a drawer and puts it on 1016
the cutting board. 1017

Second 25: The person takes a cucumber 1018
from the fridge. 1019

Second 35: The person takes a plate from 1020
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the cabinet.1021
Second 47: The person washes the1022

cucumber in the sink.1023
Second 57: The person dries his hands1024

with the towel.1025
Second 64: The person slices the1026

cucumber.1027
Second 90: The person places the sliced1028

cucumber onto the plate.1029
Second 9: He places the cutting board on1030

the counter1031
Second 17: He placed the knife on the1032

cutting board1033
Second 25: He got a cucumber from the1034

refrigerator1035
Second 35: The man washed the cucumber1036

in the sink1037
Second 57: The man dried his hands on1038

the towel1039
Second 64: The man cut the cucumber into1040

slices1041
Second 90: The man placed the cucumber1042

slices on the plate1043
"""1044
Question:Could you please describe what1045

is happening in the video?1046

And the response is:1047

The video is showing a person preparing1048
a cucumber. They start by taking out1049
a cutting board and a knife from a1050

drawer. Then, they get a cucumber1051
from the refrigerator and a plate1052
from the cabinet. After that, they1053
wash the cucumber in the sink. They1054
then cut off the ends of the1055
cucumber and slice it into pieces on1056
the cutting board. Finally, they1057

place the sliced cucumber on the1058
plate.1059

We manually inspect the generated responses and1060

query GPT-4 again if there are unreasonable re-1061

sponses or clear hallucinations.1062

B.5 Prompt for different models1063

B.5.1 System Prompt1064

For Video-ChatGPT, we use the system prompt (as1065

used in the original paper):1066

You are Video-ChatGPT, a large vision-1067
language assistant. You are able to1068
understand the video content that1069
the user provides, and assist the1070
user with a variety of tasks using1071
natural language. Follow the1072
instructions carefully and explain1073
your answers in detail based on the1074
provided video.1075

For VideoChat2, Video-Llama, and our own1076

model, we use the same system prompt from1077

MVBench(Li et al., 2024):1078

Carefully watch the video and pay1079
attention to the cause and sequence1080
of events, the detail and movement1081

of objects, and the action and pose 1082
of persons. 1083

B.5.2 Dataset-specific prompt 1084

In TaCoS generation, the user asks the assistant: 1085

Based on your observations, describe 1086
what is happening in the video as 1087
detailed as possible. 1088

In QA datasets (MVBench and EgoSchema), we 1089

use the same format as in MVBench. Following is 1090

an example: 1091

Question: What happened after the person 1092
took the food? 1093

Options: 1094
(A) Ate the medicine. 1095
(B) Tidied up the blanket. 1096
(C) Put down the cup/glass/bottle. 1097
(D) Took the box. 1098
Only give the best option. 1099

C Detailed Results 1100

C.1 Model performance on all subsets of 1101

MVBench 1102

Table 7 shows the results on the original MVBench 1103

and Table 8 shows the results on the augmented 1104

MVBench with Street-Scene. 1105

C.2 Detailed Results for the Effectiveness of 1106

IFE 1107

Table 9 shows the performance of LV-CHAT and 1108

VideoChat2 on the 4 chosen subsets extended to 1109

different lengths. 1110

D Generation Cases 1111

Some other TACoS generation cases are shown in 1112

Table 10. The Reference is the summary of the 1113

captions generated by OpenAI’s GPT4. 1114
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Length 100s

AS AP AA FA UA OE OI OS MD AL

VideoChat2(16*1) 38.5 33 64.5 34 46.5 53 57.5 31.5 23.5 29
VideoChat2(16*10) 35.5 33.5 41.5 29.5 36.5 54.5 43 38 19.5 22
VideoChat2(8*10) 36.5 33 43 28 34.5 54 41.5 38 18.5 23
VideoChatGPT 30 23 54.5 24 34 53.5 27.5 41 24.5 26.5
VideoLlama 24 23.5 42.5 27 39 52.5 27 33 23.5 21
LV-Chat(8*10) 48.5 44 52.5 28.5 42.5 55 61 34 20.5 29
LV-Chat(16*10) 53.5 45.5 59.5 30 47 53 66 36.5 20.5 28

ST AC MC MA SC FP CO EN ER CI

VideoChat2(16*1) 72 43.5 30.5 57.5 54 29 40 31 39.5 43.5
VideoChat2(16*10) 40 39.5 22.5 37.5 58.5 26.5 38 24.5 30.5 39.5
VideoChat2(8*10) 40 38 22.5 37 57.5 27 41 25.5 32 44.5
VideoChatGPT 40 30 29 36.5 48.5 21 36 28.5 29 39
VideoLlama 32.5 29 28 41.5 45.5 29 34.5 30 25 35.5
LV-Chat(8*10) 55 39.5 26 46.5 48.5 31.5 39 37.5 35 39
LV-Chat(16*10) 62 41.5 27 49.5 47.5 28 36 38 37 38

Length 300s

AS AP AA FA UA OE OI OS MD AL

VideoChat2(16*1) 30.5 29 63 31.5 45 53 39.5 32 23 28.5
VideoChat2(16*10) 32 28.5 40.5 24 28.5 55.5 39 39 19 25
VideoChat2(8*10) 32 28.5 40.5 24 28.5 55.5 39 39 19 25.5
VideoChatGPT 27.5 25.5 54 23.5 28 53.5 26 43.5 24.5 29
VideoLlama 25.5 23.5 41.5 26.5 38 52 26 33 21.5 21
LV-Chat(8*10) 42.5 35.5 50 26.5 36 54 49.5 33.5 21.5 29
LV-Chat+IFE(8*10) 43.5 37 48.5 26.5 33.5 56 50 33 21 29.5
LV-Chat(16*10) 41 38.5 54 26.5 38.5 53.5 47 32.5 20.5 28.5
LV-Chat+IFE(16*10) 42.5 37.5 54 25 37 53.5 52.5 32.5 20 29

ST AC MC MA SC FP CO EN ER CI

VideoChat2(16*1) 60 44.5 28.5 58 57.5 27.5 41 33 35 42
VideoChat2(16*10) 36.5 38.5 22.5 37 58 25.5 38.5 25 26 39
VideoChat2(8*10) 36.5 38.5 22.5 37 58 25.5 38.5 25 26 39
VideoChatGPT 38.5 29.5 23.5 28 52 27 38 27 28.5 40.5
VideoLlama 30.5 29 28.5 41.5 47 29 33 32 22.5 34.5
LV-Chat(8*10) 51.5 39 25.5 45 48 29.5 34.5 36.5 30 34
LV-Chat+IFE(8*10) 46 40 28 46 48 29.5 35.5 36.5 29 33
LV-Chat(16*10) 49 37.5 29.5 45 48.5 27 34.5 36.5 35 34
LV-Chat+IFE(16*10) 48.5 39 29 47 48.5 29.5 30 35 32 35

Length 600s

AS AP AA FA UA OE OI OS MD AL

VideoChat2(16*1) 28.5 23 63 32 41.5 53 39 30.5 21.5 28.5
VideoChat2(16*10) 27 28 39 26.5 28 53 35.5 39 19 22.5
VideoChat2(8*10) 30 28 40 24.5 28.5 51 35.5 39 20.5 21.5
VideoChatGPT 26 27 56 25 30 52.5 26.5 40 24.5 25.5
VideoLlama 23.5 25 40 27 37.5 52.5 26 33 21.5 20
LV-Chat(8*10) 34 32 49 27.5 34.5 54 49 33 21.5 30
LV-Chat+IFE(8*10) 34 32 49 27.5 34.5 54 49 33 21.5 30
LV-Chat(16*10) 34.5 30.5 54 24 38.5 54 46 33.5 19 29.5
LV-Chat+IFE(16*10) 37 34 50.5 24.5 38.5 53.5 48.5 32.5 19.5 28.5

ST AC MC MA SC FP CO EN ER CI

VideoChat2(16*1) 51 45.5 28 59.5 56.5 30.5 36.5 33 32.5 43.5
VideoChat2(16*10) 38.5 38.5 22.5 36 57 26 39.5 25.5 25 38
VideoChat2(8*10) 35.5 38.5 23 33.5 59 26 37.5 24.5 25 36.5
VideoChatGPT 38 29.5 31 36.5 49 25.5 38.5 28.5 26.5 39
VideoLlama 28 29 29.5 42.5 47.5 29 33 31 22 33.5
LV-Chat(8*10) 42.5 42.5 26 43 48 30 33 36 29.5 35.5
LV-Chat+IFE(8*10) 42.5 42.5 26 43 48 30 33 36 29.5 35.5
LV-Chat(16*10) 44.5 37 24.5 46.5 48.5 27.5 35.5 36.5 33 35
LV-Chat+IFE(16*10) 47 41.5 24 47 47.5 27.5 37 36 35 33.5

Table 8: Model performance on extended MVBench
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AS AP UA OI Avg

Length 100s

VideoChat2 38.5 33 46.5 57.5 43.875
LV-Chat(16*6) 54 42 48 65.5 52.375
LV-Chat(16*6+IFE) 51.5 44 58.5 64.5 54.625

Length 200s

VideoChat2 35 29.5 44.5 47 39
LV-Chat(16*6) 44.5 42.5 48 60 48.75
LV-Chat(16*6+IFE) 47 43 47 60 49.25

Length 300s

VideoChat2 30.5 29 45 39.5 36
LV-Chat(16*6) 46 34 41.5 56 44.375
LV-Chat(16*6+IFE) 46 39.5 42 56.5 46

Length 400s

VideoChat2 30 26.5 44.5 40 35.25
LV-Chat(16*6) 38 36.5 40 50.5 41.25
LV-Chat(16*6+IFE) 40 38.5 40.5 54 43.25

Length 500s

VideoChat2 28.5 27.5 46 36.5 34.625
LV-Chat(16*6) 38.5 38 41.5 48 41.5
LV-Chat(16*6+IFE) 40.5 36 39 49 41.125

Length 600s

VideoChat2 28.5 23 41.5 39 33
LV-Chat(16*6) 37.5 35 43 47.5 40.75
LV-Chat(16*6+IFE) 43.5 34.5 41 48.5 41.875

Table 9: Accuracy on different video length
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Video Reference LV-Chat VideoChat2

s14-d46 The video is a tutorial on how to properly
cut and prepare a pineapple. The woman
starts by gathering all the necessary tools
and the pineapple. She uses two different
knives, a cutting board, a bowl, and a storage
container. She begins by cutting off the top
and bottom of the pineapple, then proceeds
to cut off the sides using a smaller knife. She
makes sure to remove all the hard spots on
the pineapple’s surface. After the pineapple
is fully peeled, she slices it into rounds and
places them in a stainless steel bowl. After
she’s done cutting, she cleans her knives and
disposes of the pineapple scraps.

The video shows a woman stand-
ing in a kitchen cutting a pineap-
ple on a cutting board. She is
wearing a black shirt and a black
apron. The kitchen has a black
counter and a black sink. The
woman is cutting the pineapple
into slices with a knife. She is
standing in front of a black stove
and a black microwave. The
video is shot from an overhead
angle, giving a bird’s eye view
of the kitchen. The woman is
cutting ...

The video shows
a woman cutting a
pineapple on a cut-
ting board.

s36-d27 The video is a tutorial on how to properly
cut and prepare an onion. The person in
the video starts by taking out an onion, a
cutting board, and a knife. They then cut off
the ends of the onion and peel off the skin.
After that, they cut the onion in half and peel
off any remaining skin. The person then
proceeds to dice the onion into small pieces.
After the onion is diced, they get out a plate
and put the diced onion on it. Finally, they
add some lemon juice to the diced onion.

In the video, we see a man stand-
ing in a kitchen, looking at a
plate of food. He then takes a
knife and begins cutting the food
on the plate. He continues to cut
the food, and we see him cut-
ting the food into smaller pieces.
He then puts the food on a plate
and puts it on the counter. He
then takes a knife and begins cut-
ting the food again. He contin-
ues to cut the food, and we see
him cutting the food into smaller
pieces...

The video shows a
man cutting onions
on a cutting board.

s36-d23 The video is a cooking tutorial where a man
is preparing a carrot dish. He starts by wash-
ing his hands and gathering the necessary
ingredients and tools, including carrots, a
bowl, a cutting board, and a knife. He
washes the carrots, then proceeds to chop
them into small pieces. After chopping, he
washes his cutting board and knife. He then
turns on the stove, takes out a pan, and adds
oil to it. He adds the chopped carrots to the
pan and seasons them with various spices.
He continues to cook the carrots, stirring
them occasionally. Once the carrots are
cooked, he transfers them to a bowl. Fi-
nally, he cleans up his workspace, washing
and putting away the used utensils and equip-
ment.

The video shows a man stand-
ing in a kitchen and preparing
food. He is wearing a black shirt
and a black and white checkered
shirt. He is cutting vegetables
and placing them in a pan. He
then puts the pan on the stove
and starts cooking. The video
also shows a man standing in
the kitchen and cutting vegeta-
bles. He is wearing a black shirt
and a black and white checkered
shirt. He is cutting vegetables
and placing them ...

The video shows a
man in a kitchen cut-
ting vegetables and
frying them in a
pan.

s13-d21 The video is showing a person preparing a
cucumber. They start by taking out a cutting
board and a knife from a drawer. Then, they
get a cucumber from the refrigerator and a
plate from the cabinet. After that, they wash
the cucumber in the sink. They then cut off
the ends of the cucumber and slice it into
pieces on the cutting board. Finally, they
place the sliced cucumber on the plate.

The video shows a man stand-
ing in a kitchen, cutting vegeta-
bles on a cutting board. He then
places the vegetables on a plate
and puts it on a counter. The
man then takes a knife and cuts
the vegetables. He then puts the
vegetables on a cutting board
and cuts them again. He then
puts the vegetables on a plate
and puts it on the counter. The
man then takes a knife and cuts
the vegetables again. He then
puts the vegetables ...

The video shows a
man cutting vegeta-
bles on a cutting
board.

Table 10: TACoS generation cases
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