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ABSTRACT

Large Language Models (LLMs) have revolutionized the construction of multi-
agent systems for complex problem solving, leveraging their prowess in natu-
ral language understanding for semantic parsing and intent recognition, alongside
robust logical reasoning for intricate task execution. Despite these advances, pre-
vailing LLM-based multi-agent frameworks suffer from a critical shortfall: the ab-
sence of explicit, predefined stage segmentation. This leads to pervasive informa-
tion redundancy in inter-agent communications, manifesting as irrelevant discus-
sions without focused topics, and exacerbates decision conflicts in free-discussion
paradigms, where agents of equal status deadlock over divergent opinions, ulti-
mately hindering effective resolutions. To address these limitations, we introduce
WaAgents, a novel multi-agent collaboration framework inspired by the Water-
fall Model in Software Engineering. WaAgents delineates the problem-solving
process into four sequential, interdependent stages: Requirement Analysis, De-
sign, Implementation, and Reflection. In the Requirement Analysis stage, Re-
quirement Analysis Agents parse user intents to produce a structured task specifi-
cation, facilitating downstream processing. Designer Agents in the Design stage
then employ this specification to decompose the task into granular sub-tasks, sys-
tematically assigning them to dedicated Worker Agents. During Implementation,
each Worker Agent executes its sub-task through targeted operations and com-
putations. Anomalies trigger the Reflection stage, where Error Analysis Agents
diagnose root causes, distinguishing design from implementation errors, and en-
act precise repairs, ensuring iterative refinement without disrupting workflow in-
tegrity. This stage-driven, highly structured workflow provides each agent role
with explicit, concentrated objectives, which substantially mitigate information re-
dundancy. Furthermore, by strictly enforcing the predefined flow, WaAgents fun-
damentally eliminates the decision conflicts inherent to free-discussion, thereby
ensuring the coherence and effectiveness of the entire solution process. Empirical
validation across challenging benchmarks, including mathematical reasoning and
open-ended problem solving, confirms the efficacy and marked superiority of the
WaAgents framework.

1 INTRODUCTION

Large Language Models (LLMs) have demonstrated exceptional capabilities in both natural lan-
guage understanding and logical reasoning, establishing a foundational core for constructing multi-
agent systems geared toward complex problem-solving (Li et al., 2024). Specifically, their robust
understanding enables LLM-based agents to perform semantic parsing and intent recognition of user
requirements, while their reasoning faculty empowers them to execute sophisticated tasks.

Recent research has explored various multi-agent collaboration frameworks based on LLMs (He
et al., 2025). A prevalent approach involves context-based communication, where LLM-based
agents, often through role-playing, collaboratively derive solutions via multi-turn dialogue. For in-
stance, methods such as Camel (Li et al., 2023) adopt a two-agent dialogue strategy, where an initial
user request guides the interaction between the two agents to complete the task. Another category
of frameworks, typified by AgentVerse (Chen et al., 2024b), utilizes a strategy of negotiation and
communication among multiple agents, primarily simulating human group brainstorming processes
to resolve problems (Wang et al., 2023). Through continuous interaction, agents contribute to a final
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decision, returning the result upon consensus. However, these existing methods exhibit significant
limitations when tackling complex problem-solving (A detailed example showing the limitations of
existing methods can be seen in section A.1.):

• Lack of Explicit Stage Demarcation: The absence of clear, staged partitioning during the
problem-solving process hinders effective collaboration. Without well-defined discussion
topics for each step, agents are prone to generating a large volume of information redun-
dancy (Han et al., 2024) (i.e., information irrelevant to the problem’s solution), severely
impeding efficiency.

• Vulnerability to Decision Conflicts: The reliance on a free-speech discussion model for
problem-solving is particularly problematic when multiple agents have divergent opinions.
Since agents operate on an equal footing, they may become entrenched in their own view-
points, leading to decision conflicts (Sun et al., 2025) that make it difficult to arrive at a
correct and effective resolution efficiently. Furthermore, ambiguity or hallucination during
the exchange can cause agents to enter endless arguments or discussion loops (Huang et al.,
2025) without the ability to self-diagnose the root cause of the issue, ultimately preventing
a solution from being found (Xi et al., 2025).

To address these challenges, this paper proposes a Waterfall-Inspired Framework for Effective Multi-
Agent Collaboration—referred to as WaAgents. The core conceptual underpinnings of WaAgents
are derived from the engineering methodology of Software Engineering (SE), which emphasizes the
systematic division of complex system development into distinct, sequentially executed stages (Flora
& Chande, 2014). Specifically, WaAgents adopts the classic Waterfall Model (Royce, 1987) from
SE to segment the multi-agent problem-solving process into four sequential stages: Requirement
Analysis, Design, Implementation, and Reflection.

• Requirement Analysis: The Requirement Analysis Agent(s) focus exclusively on under-
standing and parsing the user’s intent. The output of this stage is a structured task specifi-
cation that is easily interpretable by subsequent agents.

• Design: The Designer Agent receives the structured task specification and systematically
decomposes the complex task into a series of sub-tasks, which are then assigned to the
respective Worker Agent(s).

• Implementation: Each Worker Agent executes specific operations and computations based
on the sub-task it has been assigned.

• Reflection: Should an anomaly occur during the Implementation Stage, the system transi-
tions to the Reflection Stage. The Error Analysis Agent is tasked with diagnosing the error
based on the anomaly information, localizing the error (identifying if the fault lies in the
Design Stage or the Implementation Stage), and then initiating the corresponding repair
and correction procedures.

This stage-driven collaboration model provides each stage with explicit objectives, enabling the
agents to concentrate their efforts on the task at hand, which substantially reduces information re-
dundancy (Rasal & Hauer, 2024). Moreover, by strictly adhering to the predefined workflow, the
framework fundamentally eliminates decision conflicts among agents that may arise from a free-
discussion mode, thereby ensuring the coherence and effectiveness of the solution process. 1. The
main contributions of the paper are:

• In terms of theoretical methodology, we propose the WaAgents multi-agent collaboration
framework based on the SE waterfall model, which effectively addresses the limitations of
existing LLM-driven multi-agent systems in complex problem-solving, such as information
redundancy and vulnerability to decision conflicts, through stage division.

• In terms of technical details, in the Reflection Stage, the Error Analysis Agent enables
precise error attribution (locating faults in the Design or Implementation Stage) during
implementation anomalies and initiates targeted repair processes, substantially improving
the robustness of multi-agent systems in handling complex problems.

1This paper involves all the source codes and specific experimental data, which can be found in the anony-
mous repository through https://anonymous.4open.science/r/WaAgents-8887/README.md
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• In terms of experimental evaluation, results across multiple challenging benchmarks, in-
cluding mathematical reasoning and open-ended problem solving, validate the efficacy and
superiority of the WaAgents framework. The framework demonstrates significant perfor-
mance improvements over existing multi-agent methodologies, particularly in task comple-
tion rate and the consistency of the output with the user’s initial requirements.

2 RELATED WORKS

LLM-based Autonomous Agents Since the concept of artificial intelligence was first introduced,
researchers have been committed to developing agents capable of solving problems autonomously
without human intervention (Xi et al., 2025). In recent years, the emergence of LLMs has opened
up new pathways for enhancing the capabilities of such agents (Barua, 2024). Notably, agent archi-
tectures like ReAct (Yao et al., 2023b) and Reflexion (Shinn et al., 2023), which integrate reasoning
with action, have laid important groundwork for the field. Building on this foundation, researchers
have been advancing agent capabilities from various angles (Xi et al., 2025). For example, the work
by Yao (Yao et al., 2023a) focuses on improving agents’ task planning and decomposition abili-
ties through Chain-of-Thought, while Schick (Schick et al., 2023) explores how agents can invoke
external tool APIs to meet specific task requirements. These efforts collectively aim to enhance
the adaptability and practicality of agents in complex real-world scenarios, in order to cope with
increasingly diverse user needs.

Multi-agent System In the real world, teams of people working together are often more efficient and
better at handling complex problems than individuals working alone (Park et al., 2023). This obser-
vation has inspired many researchers to explore multi-agent systems based on LLMs. The main goal
of such systems is to assign different roles and responsibilities to multiple LLM-powered agents,
allowing them to work together to solve complex tasks (Hong et al., 2024). Currently, most research
focuses on building multi-agent collaboration frameworks that rely on dialogue mechanisms (Guo
et al., 2024). For example, CAMEL (Li et al., 2023) is a conversational framework that uses role-
playing to enable collaboration between agents, but it only supports interaction between two agents.
To extend this type of dialogue-based collaboration to more agents and improve problem-solving
capabilities, later studies have developed more advanced group discussion mechanisms (Becker,
2024). For instance, AutoGen (Wu et al., 2024) allows multiple interactive agents to solve problems
through group discussion, while AutoAgents (Chen et al., 2024a) introduces an observer role to bet-
ter guide the discussion process and prevent confusion. However, the performance of these systems
heavily depends on the quality of the discussions among agents. If disagreements arise and no con-
sensus can be reached, the conversation may fall into loops, which can reduce overall collaboration
efficiency.

3 THE DETAILS OF WAAGENTS

This framework strictly divides the problem-solving workflow into four sequential stages: Require-
ment Analysis, Design, Implementation, and Reflection, as shown in Fig 1. Each stage produces a
verifiable intermediate result. This staged approach ensures an orderly and traceable collaboration
process, thereby significantly enhancing the overall effectiveness of the system.

3.1 REQUIREMENT ANALYSIS

User requirements often suffer from issues such as semantic ambiguity and unclear intent, which can
lead to outcomes generated by multi-agent collaboration deviating from the user’s true intentions.
Existing research is increasingly recognizing the importance of clarifying user requirements. To
address this, we first introduce a Clarification Question Expert to identify vague or ambiguous points
in the original requirements and generate a set of clarification questions for the user to answer. After
the user responds to these questions one by one, we leverage a Requirement Optimization Expert to
refine the requirements based on the clarification feedback, producing content that is more logically
precise while eliminating ambiguous and insufficient descriptions.

Gherkin is a structured, natural-language-based requirements specification language. It uses key-
words like Feature, Scenario, Given, When, and Then to describe requirement behaviors. Compared
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Figure 1: The overview of our WaAgents approach

to informal natural language, this structured format offers higher readability and comprehensibility
for agents. The AgileGen framework proposed by (Zhang et al., 2025). also indicates that con-
verting user requirements into structured descriptions using Gherkin effectively enhances semantic
consistency between requirements and generated code. The clarified and optimized user require-
ments are then converted into a standardized Gherkin format. This structured representation not
only removes the inherent ambiguity of natural language but also provides clear task steps for sub-
sequent stages, thereby supporting more accurate task decomposition and code generation.

To fully ensure alignment with user intent, we further validate the Gherkin-formatted requirements
using a User Log. This log, composed of the initial user requirements, the clarification questions,
and the user’s responses, comprehensively reflects the user’s actual needs. If the validation passes,
it indicates a high consistency between the Gherkin requirements and user intent, and the process
proceeds to the Design stage. Otherwise, the Requirement Verification Expert provides reasons for
the failure, and the Requirement Optimization Expert subsequently re-optimizes the requirements
based on this feedback. A more detailed prompt can be found in the appendix A.2.1.

3.2 DESIGN

Although the Requirement Analysis stage effectively addresses the challenge of ambiguous user re-
quirements, directly generating code from Gherkin requirements still presents issues. At its core,
this approach remains reliant on a single agent tackling complex problems directly. When code
generation errors occur, this method makes identifying and rectifying faults considerably more dif-
ficult. To address this issue, we adopt the principle of separation of concerns by dividing the code
generation process into two distinct stages: Design and Implementation. This division enables our
framework to focus separately on task logic design and concrete code realisation, thereby signifi-
cantly reducing the complexity of individual stages, enhancing the precision of error diagnosis, and
improving the maintainability of the entire workflow.

Within the Design stage, we introduce the Task Decomposition Expert. This agent takes the clarified
Gherkin requirements as input and performs task decomposition and worker selection based on a
Worker Profile. Decomposing complex tasks into smaller, more manageable subtasks is a core strat-
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egy for handling requirement complexity. It not only reduces the cognitive load on individual agents
but also facilitates error localization and repair. Related research has confirmed its effectiveness in
multi-agent systems (Park et al., 2023; Sumers et al., 2023). The Worker Profile is a knowledge
base composed of various specialized agents and tools (Deng et al., 2023) within the Worker layer.
In this study, these worker agents are sourced from a curated collection selected from a high-star
open-source project on GitHub. This collection covers multiple domains such as education, finance,
and news. We manually fine-tuned them, enabling capabilities like web search and API calls, to
ensure they adapt to our framework. The Task Decomposition Expert strictly follows the Single
Responsibility Principle, breaking down complex user requirements into a series of subtasks. Each
subtask focuses on a single, clear objective and is assigned to the most suitable worker agent from
the Worker profile for execution.

Next, the Pseudocode Generation Expert is responsible for converting the set of subtasks into pseu-
docode. Pseudocode is a natural-language-based intermediate representation for describing algo-
rithmic logic. Due to its high alignment with the logical flow of tasks, it effectively expresses task
sequences in a form that is easy for agents to understand and process. Furthermore, as an abstrac-
tion layer between design intent and concrete code implementation, pseudocode plays a key role
in effectively decoupling design from implementation. It allows the framework to independently
design and optimize task logic without getting prematurely bogged down in the syntactic details
of programming languages. To ensure the generated design aligns with the user’s original intent,
the Pseudocode Verification Expert validates the generated pseudocode. This expert compares the
pseudocode against the User Log from the requirements analysis stage to verify that its semantics
and logic fully conform to the user’s true requirements. If the verification passes, the process pro-
ceeds to the implementation stage. If it fails, the verification Expert provides Review Results to
the Pseudocode Generation Expert, which then regenerates or revises the pseudocode accordingly.
More detailed prompts can be found in the appendix A.2.2.

3.3 IMPLEMENTATION

In the Implementation stage, we introduce the Code Generation, which is responsible for converting
the pseudocode from the Design stage into executable Python code. Each subtask is implemented
as a specific function, and worker agents are mapped as units that execute these functions. Using
code as the method for multi-agent collaboration offers clear advantages over approaches based on
informal dialogue: code can precisely and unambiguously represent task flows and provide verifi-
able intermediate results for complex tasks. Existing research, such as the “ Code-As-Language ”
paradigm proposed by Schick et al. (2023), also indicates that translating natural language intents
into code behaviors can significantly improve the accuracy and verifiability of task execution.

The generated Python code is executed directly using an embedded Python interpreter. If the code
runs successfully, the output is validated by the Response Verification Expert to ensure it semanti-
cally aligns with the user’s requirements. Should validation fail, it indicates that the outcome fails
to meet user requirements at the semantic level. The issue may stem from Design flaws within the
pseudocode, such as incorrectly defined input-output specifications for the agent. Consequently, the
Pseudocode Generation Expert must revise the pseudocode based on the Review Results. If an error
occurs during execution, the system captures complete error information and transfers it, together
with the corresponding Python source code and Code Execution Log, to the Reflection stage. This
provides full context for subsequent error diagnosis and repair. More detailed prompts can be found
in the appendix A.2.3.

3.4 REFLECTION

If the code execution fails, the process proceeds to the Reflection stage. First, the Error Analyst ana-
lyzes the error information to diagnose the root cause and determine whether the error originated in
the Design stage or the Implementation stage. This step is crucial as it prevents indiscriminate fixes
and ensures that corrective actions are targeted. For example, a Design-level error might manifest
as pseudocode that omits output specifications for a worker agent, leading to abnormal responses,
while an Implementation-level error could be an incorrect reference to an undefined variable during
code generation.

5
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If the error is determined to originate from the Design stage, the Pseudocode Fixer initiates a repair
process. It corrects the flawed pseudocode logic by consulting the complete Code Execution Log,
the Worker Profile, and the Reason for the Error. If the error is confirmed to stem from the Imple-
mentation stage, it indicates that the assigned agents and subtask set are correct, but there is an issue
in the code generation. In this case, the Code Fixer performs the repair based on the Code Execution
Log, the Worker Profile, and the diagnosed error reason. More detailed prompts can be found in the
appendix A.2.4.

4 EXPERIMENTS AND EVALUATION

4.1 EXPERIMENTAL SETUPS

Benchmarks To comprehensively evaluate the performance of WaAgents, we selected three bench-
mark datasets covering different task types, namely MGSM (Shi et al., 2022), BFCL (Patil et al.),
and MT-Bench (Bai et al., 2024). Specifically, we adopt the English subset of MGSM proposed by
Shi et al. (Shi et al., 2022), which originates from GSM-8K (Cobbe et al., 2021) and contains mul-
tiple elementary school-level mathematical problems. This benchmark is mainly used to assess the
logical reasoning and numerical calculation capabilities of the model. BFCL (Patil et al.) focuses
on the tool-use capabilities of LLMs in real-world scenarios, covering single-/multi-turn dialogue
and serial/parallel function calling. It can effectively evaluate the task planning and collaborative
consistency of multi-agent frameworks. MT-Bench (Bai et al., 2024) consists of 80 high-quality
multiturn questions, covering 8 core scenarios including writing, role-playing, information extrac-
tion, reasoning, mathematics, coding, STEM knowledge, and humanities / social science knowledge.
Each scenario contains 10 manually designed challenging questions, which are used to evaluate the
coherence of multi-turn dialogue and the instruction-following ability of the LLM.

Evaluation Metrics Depending on the task characteristics of each dataset, we employ a combina-
tion of automatic2 evaluation and subjective human evaluation for experimental evaluation. For
the MGSM dataset, since its tasks involve closed mathematical problem solving, we use Suc-
cess Rate as the evaluation metric. The Success Rate is defined as the proportion of samples
where the model’s output completely matches the standard answer, which directly reflects the
model’s mathematical reasoning and calculation accuracy. For the open-ended tasks in BFCL
and MT-Bench datasets, we use the Win Rate as the core evaluation metric to quantify the per-
formance advantage of WaAgents over baseline methods such as Camel (Li et al., 2023), Agent-
Verse (Chen et al., 2024b), and AutoAgents (Chen et al., 2024a). The calculation formula is defined
as (Numwin + 0.5 ∗ Numequal)/Numtotal, in which, Numwin refers to the number of sam-
ples where WaAgents outperforms the baseline methods, Numequal refers to the number of sam-
ples where WaAgents performs equally to the baseline methods, and Numtotal refers to the total
number of samples. The determination of the Win Rate is implemented through two evaluators:
FairEval (Sah et al., 2025) and HumanEval. FairEval reduces evaluation biases through multiple
strategies to align well with human judgments. In the BFCL scenario, the win/loss is determined
based on the function calling success rate and user consistency. In the MT-Bench scenario, it is
determined based on usefulness, reliability, accuracy, and detail level. As for HumanEval, we re-
cruit 3 master students with research experience in multi-agent systems to conduct manual scoring
according to the same dimensions as FairEval, and the win/loss is determined based on the scoring
results. These annotators received unified training to clarify scoring criteria (e.g., output quality,
consistency with requirements). During the evaluation, we hide the method names to avoid bias,
and the final score is the average of the 3 evaluators’ ratings to reduce subjective deviation. Through
the two evaluators, we not only verify the reliability of win rate determination via automatic evalu-
ation (FairEval) but also compensate for the limitations of automatic tools in the depth of semantic
understanding.

Foundation Large Language Models To verify the adaptability and performance stability of our
WaAgents, we select two base LLMs with different capability levels: GPT-3.5-Turbo and GPT-4o.
Among them, GPT-3.5-Turbo represents an LLM with a medium capability level, while GPT-4o
represents an LLM with a relatively high capability level. We implement the calling of these two
LLMs by accessing OpenAI’s API. Meanwhile, to ensure the consistency and reproducibility of

2The prompt for the scoring agent are provided in the appendix. A.3
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experimental results, we uniformly set the model’s Temperature parameter to 0, so as to avoid result
fluctuations caused by excessively high randomness.

4.2 COMPARING WITH THE BASELINE METHODS

Table 1: Success rates comparison on the MGSM dataset
Model WaAgents Single Camel AgentVerse AutoAgents
GPT-3.5-Turbo 64.8% 33.6% 84.4% 83.6% 12.8%
GPT-4o 97.6% 61.6% 95.2% 94.8% 89.2%

Table 2: Win Rate of WaAgents against other methods on the BFCL and MT-Bench
Dataset Evaluator Model Single Camel AgentVerse AutoAgents

BFCL
FairEval GPT-3.5-Turbo 54.0% 58.0% 41.0% 84.5%

GPT-4o 63.5% 95.5% 74.5% 57.5%

HumanEval GPT-3.5-Turbo 56.5% 52.5% 44.5% 80.0%
GPT-4o 64.5% 92.5% 72.0% 56.5%

MT-Bench
FairEval GPT-3.5-Turbo 46.3% 45.0% 51.2% 88.7%

GPT-4o 62.6% 53.1% 52.5% 60.3%

HumanEval GPT-3.5-Turbo 48.7% 46.2% 50.8% 86.1%
GPT-4o 58.4% 52.7% 51.1% 58.5%

In this subsection, we compare WaAgents with four baseline methods, namely Single Agent, Camel,
AgentVerse, and AutoAgents. For the Single Agent method, we directly invoke LLMs to generate
results without any collaboration or process optimization, relying solely on the inherent capabilities
of the LLM to complete tasks. The experimental results can be seen in Table 1 and Table 2.

In the MGSM dataset, WaAgents shows efficient adaptability to both LLMs, with particularly promi-
nent advantages on high-performance models. As shown in Table 1, when using the GPT-3.5-Turbo
model, WaAgents achieves a Success Rate of 64.8%, which is significantly higher than the 33.6%
of Single Agent and 12.8% of AutoAgents, and only lower than the 84.4% of Camel and 83.6%
of AgentVerse. This is because the task reasoning chains of MGSM are relatively short, typically
requiring only 2–3 steps of reasoning logic. Camel’s fixed “user-assistant” dual-agent dialogue can
quickly decompose simple problems, and the multi-agent system of AgentVerse can quickly cover
basic problem-solving paths. Although WaAgent’s structured process has shown optimization value
compared with Single Agent, the efficiency of medium-capability models in handling procedural
tasks (such as pseudocode generation and error detection) is limited, and the potential of the pro-
cess has not been fully unleashed. However, when using the GPT-4o model, WaAgent’s Success
Rate increases to 97.6%, significantly outperforming all baseline methods. This indicates that high-
performance LLMs can fully exploit the value of WaAgents’ workflow, while the limitations of
baseline methods become more apparent. Camel lacks dynamic task decomposition ability, mak-
ing it prone to reasoning gaps when faced with multi-step tasks. The negotiation redundancy of
AgentVerse occupies the context window, leading to the omission of key calculation steps. While
the AutoAgents’ feedback mechanism can only fix surface-level errors and cannot avoid deviations
in the initial problem-solving ideas, resulting in inferior performance compared to WaAgents.

As shown in Table 2, on the BFCL dataset, we observe that WaAgents achieves its highest Win
Rate against AutoAgents, with FairEval at 84.5% and HumanEval at 80.0% when using the GPT-
3.5-Turbo model. This is because AutoAgents relies on conversational feedback for behavior
optimization, which tends to introduce ambiguity in instruction invocation, whereas WaAgents’
“pseudocode-to-executable code” workflow precisely aligns with the syntactic and logical require-
ments of function calls. WaAgents exhibited the lowest win rate when competing against Agent-
Verse, with 41.0% on FairEval and 44.5% on HumanEval. The reason lies in the fact that Agent-
Verse’s negotiation mechanism occasionally forms local advantages during step adjustment. How-
ever, such advantages only manifest in simple scenarios involving models with moderate capabil-
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ities. When compared with Camel and Single Agent, WaAgents achieved comparable or slightly
better performance, with FairEval scores of 58.0% and 54.0%, respectively. On GPT-4o, WaAgents’
win rate against Camel increases to 95.5% (FairEval). High-performance models significantly en-
hance WaAgents’ call planning capability, enabling it to automatically generate pseudocode snip-
pets. In contrast, Camel’s natural language conversations still suffer from ambiguity, preventing it
from accurately matching tool-calling requirements. The win rate against AgentVerse increases to
74.5% (FairEval), as the redundancy in AgentVerse’s negotiation process becomes more pronounced
on high-performance models. The win rate against AutoAgents decreases to 57.5% (FairEval), since
AutoAgents’ error intervention ability improves under GPT-4o, allowing it to quickly detect issues
such as missing parameters. However, due to the inherent limitations of its conversational feedback
mechanism, it still cannot match the precision of WaAgents’ structured workflow.

On the MT-Bench dataset, WaAgents’ workflow advantages contribute to its increasing competitive-
ness when using high-performance models. With GPT-3.5-Turbo, WaAgents achieves a high Win
Rate against AutoAgents, with a FairEval score of 88.7%. However, its win rates against Camel and
AgentVerse are relatively close, at 45.0% and 51.2% respectively on FairEval. This is because MT-
Bench tasks are more based on human-like interactive naturalness. Camel’s dual-agent role-playing
dialogue aligns more closely with human conversational conventions, while AgentVerse’s multi-
agent negotiation enriches dialogue details through role supplementation. In contrast, WaAgents’
ability to optimize coherence is limited on medium-capacity models. WaAgents’ Win Rate against
Single Agent is moderate (FairEval: 46.3%), as the native dialogue capability of Single Agent al-
ready meets basic interactive needs, and WaAgents’ procedural optimization does not yet yield a
significant advantage in this context. When evaluated on GPT-4o, WaAgents’ Win Rate against Sin-
gle Agent increases to 62.6% (FairEval), as the high-performance model improves the WaAgents’
error correction capability during the reflection stage. WaAgents also shows slight improvements in
Win Rates against Camel and AgentVerse, with FairEval scores of 53.1% and 52.5%, respectively.
In contrast, WaAgents’ Win Rate against AutoAgents declines to 60.3% (FairEval).

4.3 ABLATION EXPERIMENTS

To systematically evaluate the necessity and contribution of the core stages in WaAgents, we design
three variant methods by removing the Requirement Analysis stage (w/o RA), the Design stage (w/o
Design), and the Reflection stage (w/o Reflection), respectively. These three variants are applied
to three datasets, and we calculated their Success Rates on MGSM as well as the Win Rates of the
complete WaAgents against each variant on the BFCL and MT-Bench datasets. In this experiment,
we use GPT-4o as the foundation LLM. The experimental results are presented in Table 3.

Across all tasks, the complete WaAgents achieves significantly higher win rates over the w/o RA
variant, with its advantages showing cross-task consistency. On the MGSM dataset, the complete
WaAgents achieves an accuracy of 97.6%, while the w/o RA variant only achieves 70.4%. On
BFCL, the Win Rates of the complete WaAgents over w/o RA are 56.5% on FairEval and 58.0%
on HumanEval. Similarly, on MT-Bench, the Win Rates are 54.4% on FairEval and 57.2% on
HumanEval. These results indicate that the Requirements Analysis stage serves as the directional
guarantee for WaAgents. It can extract key task constraints, such as implicit calculation conditions in
MGSM, function parameter requirements in BFCL, and dialogue objectives in MT-Bench. Without
this stage, the framework tends to deviate in execution direction due to misunderstandings of task
requirements, thereby leading to a decline in performance.

The complete WaAgents also outperforms the w/o Design variant across all datasets, and the stage’s
value is more prominent in structured tasks, highlighting its role in optimizing task execution logic.
On the MGSM dataset, the complete WaAgents’ Success Rate is 9.4% higher than the w/o Design
variant’s 89.2%. This is because the pseudocode generated by the Design stage prevents logical con-
fusion in multi-step reasoning. On the BFCL dataset, the win rates of the complete WaAgents over
the w/o Design variant reach 70.5% (FairEval) and 73.5% (HumanEval). In MT-Bench, the win rates
reach 65.6% in FairEval and 62.7% in HumanEval, demonstrating that the stage’s structural plan-
ning for dialogue enhances information coherence, while its absence tends to result in fragmented
responses.

On the MGSM dataset, the w/o Reflection variant’s 70.0% success rate is 39.4% lower than the com-
plete WaAgents, indicating that the Reflection stage is essential for correcting calculation errors and
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logical flaws. On the BFCL dataset, the complete WaAgents achieves win rates of 72.5% (FairEval)
and 71.0% (HumanEval) over the w/o Reflection variant, demonstrating the stage’s role in verify-
ing whether function call results meet user requirements. On the MT-Bench dataset, the Win Rates
achieve 68.1% on FairEval and 70.3% on HumanEval. These results demonstrate the important role
of the Reflection stage in verifying the validity of invocation results and handling exceptions.

Table 3: Ablation study of WaAgents stages across three datasets
Dataset Evaluator WaAgents w/o RA w/o Design w/o Reflection
MGSM Success Rate 97.6% 70.4% 89.2% 70.0%

BFCL FairEval - 56.5% 70.5% 72.5%
HumanEval - 58.0% 73.5% 71.0%

MT-Bench FairEval - 54.4% 65.6% 68.1%
HumanEval - 57.2% 62.7% 70.3%

5 LIMITATIONS AND DISCUSSION

Limitations of WaAgents Although WaAgents effectively improve the efficiency of multi-agent
collaboration in solving complex problems, their design still has certain limitations. The current
framework relies on the ability of agents to generate pseudocode during the design stage and exe-
cute code during the implementation stage. This dependency means that its performance is closely
tied to the capabilities of the underlying large language model. Experimental results show that when
using relatively weaker models (such as GPT-3.5-turbo), WaAgents may perform even worse than
baseline methods. This is mainly because weaker models tend to produce pseudocode and code
with insufficient logical rigor and accuracy, making it difficult to clearly and precisely express the
problem-solving steps, which ultimately affects the framework’s execution. Additionally, the ex-
periments in this study were only validated using two models, GPT-3.5-turbo and GPT-4o, which
somewhat limits the generalizability of our conclusions. The adaptability of the WaAgents frame-
work to large language models of different sizes and architectures still needs further investigation.
In the future, we plan to apply the framework to a wider variety of large language models to com-
prehensively evaluate its robustness and broad applicability.

Coverage of the Datasets The evaluation in this study is primarily based on three datasets: MGSM
(focusing on mathematical reasoning), BFCL (focusing on tool usage), and MT-Bench (covering
various scenarios such as writing, role-playing, and coding). Although these datasets cover several
important areas and can effectively assess the multi-agent framework’s capabilities on specific tasks,
their scenarios and problem types are still insufficient to fully simulate the complex, ambiguous, and
dynamic needs presented by users in the real world. Real-world problems are often more open-ended
and involve the integration of knowledge across different fields. Therefore, the current experimental
results have limitations in proving the general applicability of WaAgents. An important direction
for future work is to extend the evaluation to broader and more complex domains, such as software
development and programming, to further validate its generality.

6 CONCLUSIONS

This study introduces WaAgents, an innovative framework for multi-agent collaboration. Inspired by
the classic waterfall model in software engineering, WaAgents systematically divides the problem-
solving process into four distinct stages: requirement analysis, design, implementation, and re-
flection. Comprehensive experimental results demonstrate that WaAgents outperforms both single-
agent models and other multi-agent frameworks across a variety of complex tasks involving reason-
ing, comprehension, and tool usage. Ablation studies further validate the critical contribution of
each stage within the framework. By integrating software engineering principles, WaAgents pio-
neers new pathways for multi-agent collaboration. We are confident that this work paves the way
for tackling broader task scenarios and advancing the development of assistive AI.
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A APPENDIX

A.1 LIMITATIONS OF EXISTING METHODS

Which city's university produced the screenwriter who won the
film festival's top award? The capital of the festival's host nation
happens to be the city that once set a single-match scoring
record during a major international sporting eventUser

Generate multi-agent
based on user questions

Agents Team

 Film
historian

Sports 
statistician

Cultural
geographer

Education
expert

Collaborative Decision-
making

Film expert

Failure to clarify requirements
may ultimately result in outcomes
that do not align with user needs.

Error:Does not
meet user

requirements

Without task decomposition, substantial
resources will be expended on

discussion rather than on the process of
step-by-step resolution.

Film festivals include the Cannes Film Festival, the Berlin
International Film Festival, and the Venice Film Festival. if we
consider the Cannes Film Festival, a notable winner is Bong
Joon-ho's "Parasite". 

Education
expert

Bong Joon-ho graduated from Yonsei University in Seoul with
a degree in Sociology.

Cultural
geographer

Cannes, Berlin, and Venice are cities known for hosting major
film festivals. However, Seoul, South Korea, is not known for
hosting a major international film festival like Cannes, Berlin,
or Venice.

Sports 
statistician

However, Seoul is renowned for setting multiple single-match
scoring records during the 1988 Summer 
Olympics—an international multi-sport event.

First
round

Education
expert

Cultural
geographer

Sports 
statistician

Bong Joon-ho graduated from Yonsei University in Seoul, South
Korea. Seoul hosted the Olympic Games in 1988, during which a
single-game scoring record was set. This fulfils the requirement
that the host city of the film festival must be the same city that set
a major international sporting event scoring record. Therefore, the
answer is: Yonsei University in Seoul, South Korea.

We agree!!! Evaluate Answer Quality

Evaluator

False!!!The answer provided is inadequate because it incorrectly identifies
Seoul as the city hosting a major international film festival. Seoul  is not
known for hosting a prestigious film festival like Cannes, Berlin, or Venice.

Second Round

Education
expert

I disagree Film expert.The answer does not adequately
address the requirement that the city hosting the film festival is
the same city that set a single-game scoring record in a major
international competition.

I disagree Film expert.The answer incorrectly identifies Seoul
as the city hosting a major international film festival. Sports 

statistician

Cultural
geographer

I disagree Film expert.The answer needs to accurately identify
a city that hosts a major international film festival and has set a
sports scoring record. Seoul does not fit this criterion.

Multiple
Rounds

Response

The Cannes Film Festival ranks among the world's most prestigious cinematic
events. Bong Joon-ho's film Parasite, which he both directed and wrote,
secured the Palme d'Or at the 2019 edition. Bong Joon-ho graduated from
Yonsei University in Seoul. However, Seoul is not renowned for hosting
international film festivals such as Cannes, Berlin or Venice. The city is
instead widely known for setting a single-game scoring record during the
1988 Olympics. Therefore, the correct answer is: Yonsei University in Seoul,
South Korea.

Film expert

I disagree. In truth, this is not the screenwriter I had
in mind. You have misunderstood my meaning 

User

The previous
logical error

remains
unresolved.

Various redundant exchanges
led to logical inconsistencies in

the answers.

Any misunderstanding will
be magnified in

conversation, thereby
leading to errors.

Logic Error

The absence of authoritative
arbitration makes it easy to become

embroiled in endless debate.

Logic Error

Figure 2: Flowchart of Existing Methods for Problem Resolution

Existing multi-agent collaboration methods based on dialogue mechanisms have been widely stud-
ied. However, these methods heavily rely on the quality of discussion among agents, often leading
to circular debates and difficulty in reaching effective decisions. As shown in Fig 2, we use a spe-
cific example to illustrate the common limitations of such methods. The user’s question is: “Which
city’s university produced the screenwriter who won the film festival’s top award? The capital of
the festival’s host nation happens to be the city that once set a single-match scoring record during
a major international sporting event.”. This question contains several potential ambiguities. For
example, the “international sports event” could refer to different types, such as football or track and
field. If the task is solved directly without clarifying these needs, the result may easily deviate from
the user’s true intention.

In the example, the multi-agent team did not break down the task effectively but started a collab-
orative discussion directly. The film expert and education expert correctly pointed out that Bong
Joon-ho, the director and screenwriter of Parasite, won the Palme d’Or at the Cannes Film Festival,
and that he graduated from Yonsei University in Seoul. However, the cultural geographer mistakenly
assumed that the “ city where the screenwriter’s university is located ” must be the same as the “
city where the film festival was held ” leading to a chain of logical errors. The sports statistician
then argued based on this information, stating that Seoul set a single-game scoring record during the
1988 Summer Olympics, which matched the description in the question. Thus, the team concluded
that the answer was “ Yonsei University in Seoul, South Korea. ”

However, the team failed to recognize the core logical relationship in the question: the city that
hosted the film festival should itself be the one that set the record in the sports event. The goal
was to start from that city and identify the screenwriter and the university they graduated from.
Although the reviewer noticed this logical error during the evaluation, it was not corrected after
multiple rounds of discussion. As a result, the final response did not meet the user’s needs. This
case shows that without structured task decomposition and a clear collaboration process, multi-agent
dialogue systems struggle to handle complex reasoning tasks that involve multiple layers of logic.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

A.2 PROMPT OF EACH STAGE

A.2.1 REQUIREMENT ANALYSIS

Figure 3: The prompt of Clarification Question Expert

Clarification Question Expert During the Requirement analysis stage, we first introduce a Clarifi-
cation Question Expert. Its core function is to analyze the user’s original requirements, identify any
ambiguous or unclear parts, and generate targeted clarification questions. The prompt design for
this agent is shown in Figure 3. In our design, we primarily refer to the requirement clarification di-
mensions proposed by the KPL method, which include: Event, State, Type, Purpose, and Condition.
The Event dimension clarifies the specific action the user wants to perform. The state defines the
condition of the relevant objects when the action occurs. Type categorizes the action or the objects
involved. The purpose aims to uncover the user’s underlying goal or reason for the action. Condition
specifies the prerequisites that must be met for the requirement to be valid. Furthermore, if the initial
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requirements are already clear and unambiguous, the Clarification Question Expert will not generate
any clarification questions.

Figure 4: The prompt of Requirement Optimization Expert

Requirement Optimization Expert After the user provides responses to the clarification questions,
the Requirement Optimization Expert integrates the original user requirements with the clarification
feedback to refine the initial requirement description. This process aims to eliminate ambiguities
in the original requirements while supplementing key details, thereby generating a more complete
and precisely articulated set of user requirements that are easier for downstream agents to accurately
understand. The prompt design for this agent is shown in Figure 4

Requirement Transformation Expert Gherkin is a structured requirements specification language
built on natural language grammar. It uses keywords (such as Feature, Scenario, Given, When,
and Then) to organize and describe feature behaviors, ensuring high readability and machine inter-
pretability. User requirements are converted into the standardized Gherkin format. This structured
representation not only eliminates the ambiguity often found in free-form natural language but also
provides clear task sequences and data dependencies. As a result, it supports accurate subtask plan-
ning and reliable code generation in later stages. The related prompt is shown in Figure 5.

Requirement Verification Expert As shown in the Figure 6, the input includes the processed
Gherkin scenarios and the user’s original requirements. Specifically, the Requirement Verification
Expert compares the expected behavior extracted from the Gherkin scenarios with the original user
requirements. If the verification is successful, the process moves to the design stage. If it fails, the
review result is sent back to the Requirement Transformation Expert to regenerate the requirements.
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Figure 5: Requirement Transformation Expert

A.2.2 DESIGN

Task Decomposition Expert Task Decomposition Expert focuses on breaking down the structured
Gherkin requirements into smaller subtasks based on the single-responsibility principle. Each sub-
task concentrates on one specific functional goal. These subtasks are then assigned to the most
suitable worker agent from the Worker profiles. The related prompt is shown in Figure 7.

Pseudocode Generation Expert The goal of this agent is to convert the set of subtasks into clear
and logical pseudocode. Because pseudocode closely follows the logical flow of the tasks, it makes
it easier for subsequent agents to understand the execution order and function dependencies. As
shown in Figure 8, the input for this agent includes the Gherkin scenario, the task plan, the refined
requirements, and the Agent Documentation(Worker Profile). When generating the pseudocode, the
Pseudocode Generation Expert only uses the primary worker agent assigned to each subtask in the
subtask plan to build the pseudocode.

A.2.3 IMPLEMENTATION

Code Generation Expert The agent converts the pseudocode generated in the design stage into exe-
cutable Python code. This Python code is then directly executed by an embedded Python interpreter.
This agent uses the Gherkin scenarios, refined requirements, pseudocode, and Agent Documentation
as input to generate the executable code, As shown in Figure 10.

Response Verification Expert It primarily checks whether the response generated after code ex-
ecution matches the user’s requirements. As shown in the figure, the input includes the Gherkin
requirements, the refined requirements, and the response produced by the code executed through
multi-agent collaboration,As shown in Figure 11.

A.2.4 REFLECTION

Error Analyst The Error Analyst performs error analysis based on the error messages generated
during code execution. This process has two main goals. First, it aims to determine whether the
error originated from the design stage or the implementation stage. Design-stage errors are typically
caused by unreasonable subtask planning that leads to conflicts. For example, failing to standardize
the output format can result in structural issues like missing data fields or mismatched return for-
mats. In contrast, implementation-stage errors are related to the specific construction of the code,
such as type mismatches or incorrect parameter concatenation. Second, the Error Analyst generates
a concise yet informative error description. This description serves as a detailed record and expla-
nation of the identified problem, clearly stating its root cause. It provides the necessary context for
the subsequent Repair Expert, aiding in more accurate and targeted modifications to the code or
design,,As shown in Figure 12.
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Figure 7: Task Decomposition Expert
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Figure 8: Pseudocode Generation Expert
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Figure 9: Pseudocode Verification Expert

Pseudocode Fixer If the error originates from the design stage, the Pseudocode Fixer will take over.
As shown in the prompt in Fig 13, to support the repair process, we provide it with comprehensive
contextual information. This includes the Worker profile assigned to each subtask during the design
stage, the original pseudocode, and the error description generated by the Error Analyst.

Code Fixer If the error originates from the implementation stage, it indicates that the task plan from
the design stage is sound, and the error lies primarily in the construction of the executable code. As
shown in Fig 14, we provide the Gherkin requirements, agent documentation, the error description,
and the problematic code as contextual prompts to guide the Code Fixer in fixing the issue. The
repair process may involve correcting syntax errors, adding type conversions, or fixing improper
parameter usage.

A.3 PROMPT OF FAIREVAL
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Figure 10: Code Generation Expert
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Figure 11: Response Verification Expert
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Figure 12: Error Analyst
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Figure 13: Pseudocode Fixer
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Figure 14: Code Fixer
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Figure 15: The prompt of FairEval

25


	Introduction
	Related Works
	The Details of WaAgents
	Requirement Analysis
	Design
	Implementation
	Reflection

	Experiments and Evaluation
	Experimental Setups
	Comparing with the Baseline Methods
	Ablation Experiments

	Limitations and Discussion
	Conclusions
	Appendix
	Limitations of Existing Methods
	Prompt of Each Stage
	Requirement Analysis
	Design
	Implementation
	Reflection

	Prompt of FairEval


