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Abstract

Recovery of signals with elements defined on the nodes of a graph, from compressive mea-
surements is an important problem, which can arise in various domains such as sensor
networks, image reconstruction and group testing. In some scenarios, the graph may not
be accurately known, and there may exist a few edge additions or deletions relative to a
ground truth graph. Such perturbations, even if small in number, significantly affect the
Graph Fourier Transform (GFT). This impedes recovery of signals which may have sparse
representations in the GFT bases of the ground truth graph. We present an algorithm
which simultaneously recovers the signal from the compressive measurements and also cor-
rects the graph perturbations. We analyze some important theoretical properties of the
algorithm. Our approach to correction for graph perturbations is based on model selection
techniques such as cross-validation in compressed sensing. We validate our algorithm on sig-
nals which have a sparse representation in the GFT bases of many commonly used graphs in
the network science literature. An application to compressive image reconstruction is also
presented, where graph perturbations are modeled as undesirable graph edges linking pixels
with significant intensity difference. In all experiments, our algorithm clearly outperforms
baseline techniques which either ignore the perturbations or use first order approximations
to the perturbations in the GFT bases.

1 Introduction

Efficient acquisition of data arranged on the nodes of a graph (i.e. a graph signal) may be performed via
the technique of Compressed Sensing (CS) |Candes & Wakin| (2008). Instead of recording the data at each
node of the graph separately, a small number of random linear measurements of the graph signal may be
acquired in a domain-specific manner. CS techniques allow accurate recovery of a high-dimensional vector
from a small number of linear measurements, given sufficient conditions such as sparsity /compressibility of
the signal representation in a known orthonormal basis, and measurement matrix characteristics such as the
restricted isometry property (RIP)|Candes & Wakin| (2008). In some applications, graph signals defined on
the nodes of an undirected, unweighted graph, possess a sparse representation in terms of the eigenvectors
of the Laplacian matrix of the graph, which are also known as a Graph Fourier Transform (GFT) basis for
such graphs in the Graph Signal Processing (GSP) literature |Ortega et al. (2018). Given the sparsity of
this representation, such graph signals may be recovered from the compressive linear measurements using
CS decoding algorithms. Compressive graph signal measurements naturally arise in sensor networks [Zhu &
Rabbat| (2012), group testing with side information such as contact tracing graphs |Goenka et al.|[(2021)), or
in image acquisition if the image is regarded as a graph.

In this work, we consider the case when a graph signal has been compressively acquired, but there is some
uncertainty in the knowledge of the graph on which the signal was defined. A nominal graph is known,
which has the same nodes as the actual (unknown) graph, but has a small number of edge perturbations
(edge additions and/or deletions) relative to the actual graph. Due to this, significant uncertainty is induced
in the GFT basis of the graph, since the perturbation of a few edges of the graph will perturb its Laplacian
matrix, and correspondingly its eigenvectors. Hence the graph signal will not be recovered accurately by
a CS decoding algorithm if the GFT basis of the nominal graph is used, and some alternative approach is
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needed for recovery of the graph signal. In some applications, it may be desirable to recover the actual graph
as well. We refer to the problem of recovery of the actual graph and the graph signal from compressive
measurements as the Compressive Perturbed Graph Recovery (CPGR) problem.

We present a method called Greedy Edge Selection (GES), which solves this problem by refining the nominal
graph one edge at a time, based on the cross-validation (CV) errors of the signals recovered using these
graphs on a held-out set of measurements. The algorithm keeps proceeding as long as the CV errors of the
successive graphs keep decreasing. Finally, the algorithm outputs the refined graph and the graph signal
defined using the GFT basis of the refined graph. To summarize, our main contributions in this work are:

1. We present the novel (to our best knowledge) problem of Compressive Perturbed Graph Recovery
(CPGR), in which there is uncertainty in the orthonormal basis used for CS recovery, due to edge
perturbations in the underlying graph.

2. We present the Greedy Edge Selection (GES) method (Sec. for solving the CPGR problem,
using an approach based on CV errors.

3. We frame the problem of edge-aware recovery of patch-wise compressively acquired images (such as in
Kulkarni et al.| (2016])) as a CPGR problem. As an extension of GES to this special case, we propose
Inferred Linear-Edge Compressive Image Recovery (ILECIR, Sec. , an algorithm which recovers
images simultaneously with linear image edges in the patches of the image via structured/coupled
perturbation of the edges of a 2D lattice graph (unlike unstructured edge perturbations performed
in GEs).

4. Using CV theory for compressed sensing [Zhang et al.| (2014)), we prove high-probability signal and
graph recovery guarantees for a brute-force version of our algorithms (called ‘Brute Force Graph
Selection’ or BFGs). We also provide similar guarantees for solution improvement at each step of
GEs, and also in the ILECIR algorithm.

5. We empirically validate the GES algorithm on signals on a variety of graphs commonly used in the
Network Science literature net| (2024). We also perform simulations on interpolation of signals defined
on perturbed graphs. Likewise, we validate the ILECIR algorithm on 40 images of various kinds —
natural images, synthetically generated piece-wise smooth images, cartoon images, and depth-maps
of indoor scenes (Sec. . Our algorithms outperform the baseline method of using the GFT basis
of the nominal graph or the GFT basis produced by first-order perturbations, in a standard CS
decoding algorithm.

1.1 Applications of CPGR

The CPGR problem is motivated by the following applications (see also Sec. [2| after equation :

1. Compressive Image Recovery: 2D Images can be regarded as signals defined on the nodes of
a grid graph. The 2D DCT is one of the possible GFT bases for such a graph. However, GSP
principles allow this to be generalized to compressive reconstruction of images defined on any other
type of pixel grid, such as hexagonal Middleton & Sivaswamy| (2005)), or on the vertices of a 3D mesh
Lalos et al| (2016]), for which the 2D DCT is no longer the appropriate GFT basis. In all such cases,
the nominal graph is regarded as the perturbed version of the actual graph which allows sparser
image representation. The graph edges (in the nominal graph) to be dropped correspond to edges
between graph nodes that lie on two different sides of an image edge or object-object boundary. See
Sec. @ for more details.

2. Graph Signal Interpolation: A second motivating example is the case where the data values at
only a subset of m out of n graph nodes (m < n) are available, and the remaining are missing and
need to be inferred. This situation comes up in mass testing in a pandemic, where it is impossible
to test each person, and contact tracing information is useful for inferring the health status of
individuals who have not been tested. In this case, note that the sensing matrix is a randomly
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chosen row-subset of the identity matrix (depending on the particular nodes for which signal values
were observed). Each person (or a group of individuals such as a family) is regarded as a node
of the CT graph. The infection status at the node is the signal value, and CT graph edges are
created between different persons who are in contact with each other or between different groups of
people which regularly intermingle. If we assume a diffusion model for the spread of the infection
levels across people who come in contact, we can model the vector of infection levels as being sparse
or compressible in the GFT of the CT graph. But CT graphs are known to contain errors due
to various limitations of Bluetooth or other modalities for acquiring CT information Kleinman &
Merkel| (2020). See Sec. under ‘Signal Interpolation on Perturbed Graphs’ for more details.

3. Pooled Testing using Contact Tracing Graphs: Consider the case of pooled testing in a
pandemic situation |Ghosh et al.| (2021)), using CT graphs |Goenka et al.| (2021). Pooled testing
involves replacing individual tests on n different individuals by tests on m < n pools, where each
pool is creating by mixing small, fixed-volume portions of the samples of a subset (containing r < n
individuals) of the n individuals. The participation of the different individuals in different pools is
encoded by a binary ‘pooling matrix’. The aim is to infer the infection levels of the n individuals
given knowledge of the pooling matrix and the results on the m pools. This can be framed as a CS
problem as in |Ghosh et al.| (2021)). Successful estimation of infection levels requires the n-element
vector of individual infection levels to be sparse, and also requires the pooling matrix to obey certain
properties|Ghosh et al.| (2021]). However additional information is available in CT graphs, which can
be used to improve the inference for the same m, assuming a diffusion model for infection spread.
But CT graphs can contain errors as mentioned previously, and hence this is another important
application of our theory.

Organization of the paper: The remainder of this paper is organised as follows: Sec. |2|defines the CPGR
problem formally and gives an overview of the literature tackling similar problems. Sec. 3] and [4] describe
the methods presented in this paper in detail. Several numerical results for our methods are presented in
Sec.[5] Finally, conclusions and future work are discussed in Sec. [6} A glossary containing various symbols
(variables and algorithm names) used in the main paper is presented in Table S.V of the supplemental
material.

2 Problem Statement

Consider that we are given linear, and possibly noisy, compressive measurements y € R of an unknown
graph signal defined on the vertices of an undirected, unweighted graph Gactual := (V, Eactual) Where the set
of the nodes is denoted by V £ {1,...,n} (and thus |V| = n), and the set of edges is denoted by Eactual-
The graph signal is given by a vector * € R™ with each entry representing the value on the corresponding
graph node. Hence we have

y=®z" +n, (1)

where ® is a m x n ‘measurement/sensing matrix’ with m < n (since we are in the compressive regime),
and 7 is a noise vector, each of whose entries is assumed to be i.i.d. Gaussian with mean 0 and variance
o2. In our setting, the graph Gactual is not known with full accuracy. Instead, we have access to the graph
Grominal = (V, Enominal), which has the same nodes as Gactual, but the set of edges Enominal contains a few
edge perturbations (additions or deletions) relative to Eictual. We now give a few examples of actual and
nominal graphs in practical applications, referring to Sec.[I.I] In compressive image recovery, the nominal
graph is the grid graph in which each node is a pixel and is connected by graph edges to its four neighbors,
whereas the actual (unknown) graph is the one in which certain graph edges (corresponding to image edges)
are dropped. In graph signal interpolation or pooled testing, the nominal graph is the available CT graph
obtained via Bluetooth, whereas the actual graph is the CT graph in which each graph edge represents an
actual contact between two individuals (irrespective of whether or not it was recorded by Bluetooth).

We assume that an upper bound dy on the number of perturbations is known, i.e. |Eactual — Enominal| +
|€nominal — Eactual] < do. For any undirected graph with adjacency matrix W, its Laplacian matrix is given
by L = D — W, where D is the diagonal matrix whose i*" diagonal entry contains the degree of the i*" node.
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For simplicity, we assume unweighted graphs. For undirected graphs, the Laplacian matrix is positive semi-
definite and has real-valued eigenvectors and eigenvalues. Let L,ctual be the (unknown) Laplacian matrix
of Gactual, and let Laciual = chctualAactualV;{mal be its eigen-decomposition. From the GSP literature, we
know that the eigenvectors V, tuya form a GFT basis, with each eigenvector having an associated ‘frequency’
— the eigenvalue — which is a measure of its variation across the neighbouring nodes of the graph G.ctual
(Ortega et all [2018, Sec. IL.LE). We assume that x* is sparse-spectrum, i.e. its GFT (Ortega et all 2018,
Eqn. 14) given by 6* = Vafmalw* has very few non-zero entries. We also assume that Gnominal and Gactual
have distinct eigenvalues. The case of repeated eigenvalues is discussed later in this section. The goal is
to recover the original signal x*, as well as the actual graph G,ctual given just y, ® and Gpominal- This is
formally defined as follows: [Compressive Perturbed Graph Recovery (CPGR) Problem| Given y, ®, Eominal
and do, find «* and E,ctua.  To our best knowledge, this is a novel computational problem, and has not been
explored in the literature. While we are mainly concerned with sparse-spectrum signals as defined earlier,
the model of band-limited signals — a subset of sparse-spectrum signals — has been widely considered in the
literature (albeit not in conjunction with incorrectly defined graphs) [Zhu & Rabbat| (2012); Ortega et al.
(2018). In the band-limited model, the signals are linear combinations of the first s eigenvectors with the
smallest frequencies, with s being the band limit. In the following section, we present a literature review of
closely related work.

2.1 Related Work

Graph Spectral Compressed Sensing: Recovery of graph signals from compressive measurements while
making use of the graph structure via their GFT is sometimes called graph spectral compressed sensing |Zhu
& Rabbat| (2012); [Jung et al| (2018). While these and other works in GSP (e.g. see references in |Ortega
et al| (2018)) focus on band-limited signals, we mainly focus on the recovery of sparse-spectrum signals, i.e.
signals with arbitrary sparse support in the GFT domain. In|Zhu & Rabbat| (2012); |Jung et al.| (2018); Zou
et al.| (2020)), the measurements are the values of the graph signals on a subset of the nodes, and the purpose
of compressive recovery is to interpolate the missing data at other nodes. Our work focuses on compressive
measurements which are random linear combinations of the values at the different nodes, more in line with
traditional CS or group testing |Goenka et al. (2021)), although we also consider graph signal interpolation.
More importantly, we consider perturbed graphs.

Signals over Graphs with Partly Erroneous Topology: Our work is different as compared to a
large body of work in graph learning (eg, [Segarra et al| (2017)) or the references in [Dong et al.| (2019)),
which typically assumes no knowledge of the graph, but an availability of many graph signals defined over
the nodes. Instead, we assume that the graph is known up to a few edge perturbations, and that only
a single graph signal is indirectly observed via compressive measurements. The approach of correcting
a small number of edges has been followed in a small number of papers, albeit in the non-compressive
regime given a single signal vector —|Ceci & Barbarossal (2020)); (Ceci et al. (2020). The work in |Ceci &
Barbarossal (2020) gives an approximate formula to compute eigenvectors of a perturbed graph from those
of the original graph, and uses it in a brute-force algorithm which performs corrections to a graph topology
given a band-limited graph signal with known band limit. A total least squares approach to robust graph
signal recovery given structural equation models is presented in |Ceci et al.| (2020). The work in Miettinen
et al.| (2021)) develops models for perturbations to edges in a graph and examines their effect on graph signal
filtering and independent components analysis. As opposed to this, in our work, we present a method for
robust graph signal recovery from compressive measurements given a small number of perturbations in the
graph topology, and assuming the signal has a sparse, but not necessarily band-limited, representation in
the underlying GFT basis. The work in Mahmood et al.| (2018]) performs joint recovery of an undirected,
weighted, data-dependent graph with nodes representing overlapping patches of a 2-D image along with the
image itself (i.e.,the graph signal) from compressive measurements. This is done by alternately re-computing
the graph from the image, and then invoking graph total variation (GTV) and wavelet-sparsity prior for
tomographic reconstruction. We note that their method is not applicable to our setting, where the graph
is unweighted, and not data-dependent - i.e., it cannot be computed directly from the graph signal. Also,
our technique focuses on recovery of a small number graph perturbations and not the full graph, and is not
restricted to just graphs associated with images. In our setting, the signal is a linear combination of a small
number of arbitrary GFT basis vectors, and hence the signals need not be smooth over the graph, whereas in
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Mahmood et al.| (2018)), the GTV prior assumes piece-wise smoothness of the graph signal. Unlike Mahmood
et al.|[(2018), we also provide sufficient conditions for successful signal and graph recovery using one of our
methods in Sec. 3.3l

Compressed Sensing with Perturbed Models: We now give an overview of techniques in general CS
that deal with model mismatches. Referring to Eqn. [I] we could have perturbations in either the sensing
matrix ® or the representation matrix ¥ or both. The former problem has been explored in terms of
perturbations to specified Fourier frequencies in Fourier sensing matrices in magnetic resonance imaging in
work such as |Pandotra et al.| (2019); lanni & Grissom| (2016]). More unstructured and dense perturbations
to @ are considered in|Zhu et al. (2011); Parker et al.| (2011)); |[Fosson et al.| (2020). The focus of the work in
this paper, however, is related to perturbations in ¥, because perturbations to the graph topology induces
changes in the GFT matrix, which is the signal representation matrix (and not the sensing matrix which is
completely independent). The problem of perturbations in ¥ has been extensively explored in the context
of off-the-grid signal representation in sinusoidal bases such as the Fourier or discrete cosine transform in
Chi et al.| (2011); [Nichols et al.| (2014)); |Tan et al. (2014)), using approaches such as alternating minimization
Nichols et al.[(2014])), modified greedy algorithms like orthogonal matching pursuit (OMP) [Teke et al.| (2013),
or structured sparsity |Zhu et al.| (2011); Tan et al.| (2014). Applications to problems such as direction of
arrival estimation have been explored. In contrast to this, we explore perturbations in the representation
matrix in an indirect manner. That is, we explore methods to correct for perturbations in edge specifications
in the adjacency matrix within our optimization framework. Given changes to the adjacency matrix, the
Laplacian matrix and its eigenvectors are recomputed. We also note that small perturbations in the Laplacian
matrix may lead to large perturbations of some of its eigenvectors — especially in those with high frequency.
Hence the methods which make the assumption of small perturbation in ¥ |Zhu et al.[(2011)) are not directly
applicable to the problem considered in our work.

3 Method

3.1 Recovery using standard CS decoding algorithms

It is well known that a signal * acquired compressively as in Eqn. [I]and sparse in some known orthonormal
basis ¥ may be recovered via LAsso (Least Absolute Shrinkage and Selection Operator) [Hastie et al.| (2015)
as:

LASSO: Flasso = argmin ||y — ®x||2 + p||[ T x|, (2)
x

where p > 0 is a regularization parameter. Suitable choices of matrix ®, such as those whose entries are
drawn independently from a zero-mean Gaussian, satisfy with high probability the Restricted Eigenvalue
Condition (Hastie et al. [2015] Sec. 11.2.2) if mm = O(slogn) or other similar properties sufficient for recovery
of * using Lasso (Hastie et all 2015, Thm. 11.1) or other CS decoding algorithms. The regularization
parameter p is typically chosen via cross-validation (CV)|Zhang et al. (2014]), by holding out some m., < m
measurements, performing recovery using only the remaining m, = m —m., measurements, and choosing the
value of p for which the CV error € (defined below) is minimized. As shown in (Zhang et al., [2014] Thm.
1), the CV error acts as a data-driven proxy for the (unobservable) mean-squared error. This estimator is
represented as shown below:

CVE(y,®, ¥, mey, i) : & = argmin ||y, — ‘I>r:c|\§ + ,uH\IlT:c||1,
x

egv = HyCV - ¢0Vif”§7 (3)
LAsso-Cv(y, ®, ¥, T, mcy) : fi = argmin €/, ,
pel’
:ﬁlasso—cv = argmin ||y - (Dng + ﬂH‘IjT:B”l (4)
x

Here CVE is the CV error computation routine, and LASSO-CV is LASSO with cross-validation. Also, ycy
and ®., are the held out measurements and the corresponding rows of ®, and y, and ®, are the remaining
measurements or rows used for signal recovery. Furthermore, & is the signal recovered using the parameter
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value u, € is the cross-validation error of &#, I' is the set of possible values of p which are tried, { is
the value of u € T" which gives the smallest CV error, and &j.ss0-cv is the final estimate of &* output by
LAsso-Cv. Note that the cross-validation approach does not require knowledge of the underlying signal, or
knowledge of the underlying actual graph or its eigenvectors, in any manner.

Hence an estimate of * could be recovered via LAssO (Eqn.|2) or Lasso-Cv (Eqn. 4] by putting ¥ = V,ctyal,
with recovery guarantees from compressed sensing theory. A naive method of estimating x* when E,ctuar is
not known is to use the GFT matrix of the nominal graph, Vjominal as the orthonormal basis ¥ in LASSO
or Lasso-Cv from Eqn. @] Thus we have the following estimates:

i’actual = LASSO-CV(.% (I), %ctualv F7 mcv), (5)
i’:nominal = LASSO-CV(.% §7 Vnominah Fa mcv)- (6)

We refer to the technique of using the GFT basis in LASSO as GFT-LASso. If the actual graph is used, we
call it AGFT-LASSO, and if the nominal graph is used, it is called NGFT-LASSO. If cross-validation is used to
determine the value of the parameter i, then these techniques are termed GFT-LASSO-Cv, AGFT-LASSO-Cv,
and NGFT-LASSO-Cv, respectively.

Since the set of edges E,ominal differs slightly from E,ctual, the GFT matrix of the nominal graph, Viomina will
be a perturbed version of the actual GF'T matrix V,ciual. Indeed, £* may not even be sparse in Vi omina) if the
perturbation is significant. In the following subsections, we present methods which use the CV error of GFT-
LAssO-CvV to select from potential refinements of the nominal graph. Note that even small perturbations to
the adjacency matrix can lead to large differences between Vctyar and Vieminal, and so we cannot exploit
any sparsity property of ‘/actual - ‘/nominal for deriving ‘/actual'

3.2 Greedy Edge Selection

We present the Greedy Edge Selection (GES) algorithm (Alg. [1) to solve the CPGR problem. The main
idea is to keep refining the edges of a candidate graph — initialized with the edges of the nominal graph — by
perturbing one edge at a time, as long as the cross-validation error of the retrieved signal on a held-out set
of measurements keeps decreasing. The hope is that each greedy refinement of the candidate graph brings
it closer to the actual graph, such that eventually the actual graph as well as the original graph signal are
recovered. The algorithm performs at most dy greedy refinement steps where dy is an upper bound on the
number of edge perturbations. The edges of the candidate graph after greedy refinement step ¢ are referred

to as £V with €% = Epominal- 11 the greedy step ¢ of the algorithm, all graphs which can be

candidate’ candidate
obtained by adding or removing one edge to or from the edge set of the candidate graph E(E;;ji)datc (except
those which have already been perturbed in greedy steps 1, ..., (t—1)) are considered. There are (g) —(t-1)
such graphs. GFT matrices of each of these graphs are computed via eigendecomposition of their Laplacian

matrices. GFT-LASSO-CV (Sec. is performed to find the smallest CV error and the ideal value of y using

each GFT matrix. The edge e{fe)st which gives the smallest value for CV error is chosen and the candidate
graph is updated, provided the CV error decreases by more than a factor 7 € (0, 1] relative to the CV error

for the current candidate graph. Otherwise, the algorithm stops, and an estimate of the signal is returned
g(tfl)

candidate*

by performing LASSO using the GFT matrix and p obtained from

Noise-based stopping criterion: From Eqn. [3|and Eqn. [1} we see that the CV error for the ground truth
signal £* is a sum of squares of m., i.i.d. Gaussian random variables with mean 0 and variance o2, and thus
has mean equal to mc,0? and standard deviation \/2me,02. Hence, before a greedy step begins, the GES
algorithm checks whether the CV error is within a high confidence interval of mc,0? and stops if that is the
case, in order to prevent fitting to the measurement noise.

Brute-force algorithm: A brute-force version of GES (referred to as Brute-Force Graph Selection or BFGs)
is also possible, wherein all graphs which are at most dy perturbations from G,ominal are considered, signals
are recovered using their GFT matrices on m, measurements, and the graph which gives the minimum CV
error on the remaining m., measurements is chosen for final signal recovery. As there are (Z) possible edges,

the total number of graphs enumerated via brute-force is ((g)) + ((%)) + (((;i)) = O(n?%),
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Algorithm 1 Greedy Edge Selection (GES)

Input: y : Compressive measurements, ® : measurement matrix, Eyominal : Nominal graph edge set, o2
variance of measurement noise, I" : values of p for grid search, 7 € (0,1] : CV error improvement factor,
Mmey © Number of CV measurements, dy : maximum number of edge perturbations, g : CV error confidence
interval factor

Output: Estimated graph signal £greedy

1: Initialize: £°

Candldate

PO =, and teg < 0
: fortinl,...,dy do

 Enominal, V@ < Vi minal, {GCV ,u(o)} < {min, argmln}CVE(V(O),My, P, mey),
pel’

2
3: if egfl) < (Meyo? + gv/2meyo?) then
4: . break, to prevent fitting on noise
5 for each possible edge e which is not in P*~1) do
6 Obtain perturbed graph edge set:
t t—1
5( ) — (Ecandldate - {6}) ({6} - IEgamdi)datte)
7: Compute Laplacian matrix Lg) from &E” and GFT matrix Ve(t) via eigendecomposition of L((f)
8 Compute best CV error and p using V;(t):
egi ) min CVE(Ve(t),u\%@ Mey)
ne
( ) argmin CVE(V( ),u|y, P, mey)
pel’
9: 1f mln ecvt) < Tegtv Y then
10: Select edge: eéc)st — arg min egf,’t)
11: Perform updates: P < P(=1) y {ebebt
egf,) — mm e((f,t) Egi)ndlddte E(z) L, VO V(t) pu® ,u(t(l) ,and tegp < ¢
19: else beit best beit
13: || break; insignificant improvement.

14: Estimate $geeqy via LASSO from y, ®, V (est) and plfest) using all the measurements:
Egreedy < argmin [y — @[3 + plled) [V e Ty
xTER™

15: return Zgreedy

Running time: The algorithm performs a maximum of dy greedy steps. In each greedy step, GFT-LASSO
is performed for a maximum of ( ) graphs. Grid search for p is performed over |T'| values. Hence the total
number of GFT-LASSO optimizations performed is O(|T'|dgn?), which is a significant improvement over the
O(|T|n2d0) GFT-LASSO optimizations performed by Bras.

Signal recovery accuracy: While the greedy algorithm is not guaranteed to recover the original graph
and the signal, we find empirically (Sec. that the mean error in the recovered signal is much lower than
that using the nominal graph, and in many cases, the original graph is recovered. In Theorem [3.3] we present
conditions under which the solution is guaranteed to improve at any step of the GES algorithm.

3.3 Recovery Guarantees and Bounds

Let &g denote the signal recovered using GFT-LASSO-Cv with the GFT of graph G. We make the assumption
that each entry of ® is independently drawn from a sub-Gaussian distribution of mean 0 and variance 1.
We present the following recovery guarantee for the BFGS algorithm from Sec. [Brute-Force Algorithm
Recovery Guarantee] If in the BFGS algorithm in Sec. the number of CV measurements m., obeys

2c

m){mﬂ+1n(d0+1)+2dolnn—|—ln%} (1)

Moy > 4(1+
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for arbitrary constants ¢ € (1,00) and ¢ € (0, 1), then its recovery error is bounded as

[#ue — 2*[13 < ¢l|Zactuar — 2[5 + (¢ = 1)0” (8)
with probability more than 1 — §. As a consequence, if

|26 — %13 > c|Zactual — |3 + (¢ — 1)0?, 9)

for all graphs G # Gactual Which are upto dy edge perturbations from Gpominal, then with probability more
than 1 — §, &t = Tactual, and the actual graph is recovered. The proof is provided in the supplemental
material (Sec. ?7?). It is based on a theorem from |Zhang et al.| (2014) regarding how well the CV error
predicts the recovery error for compressed sensing with Gaussian random matricesﬂ We use this theorem
and the union bound to lower bound the probability that the CV error of the signal recovered using GFT-
LAsso-Cv with the actual graph is lower than the CV errors for all signals having a recovery error satisfying
the condition in Eqn. [0}

Discussion on Theorem [3.3t

1. Given compressive measurements for signals defined on an incorrectly defined graph, it is not a
priori clear whether the problem of signal recovery and graph recovery are solvable at all. The
main contribution of Theorem [3:3] is to outline conditions where successful recovery of the signal
is possible (Eqns. [7| and , and where successful recovery of the graph is possible (Eqn. E[) The
result shows that the number of additional measurements needed for cross-validation depends scales
as O(dglogn). Therefore m., < n for appropriate choices of the other parameters, and signal and
graph recovery from compressive measurements is possible under appropriate conditions without too
many additional measurements.

2. There is a tradeoff between the number of CV measurements used and the quality of recovery,
encapsulated by the parameter c. If ¢ is close to 1, the recovery error is close to or equal to that
achieved using GFT-LASSO-CV on the actual graph. However in such a case, m., will be large. On
the other hand, a large value of ¢ will allow for a smaller value of m., — however in that case, the
recovered signal may have error higher than if the actual graph was known. In practice, our method
attains significant reduction in signal error compared to the baseline method of using the GFT of

the nominal graph (Sec. .

3. Dependence of the bound on dy in Eqn. [7] shows that the method works well if the nominal graph
and the actual graph are only a few perturbations away from each other. In particular, if a nominal
graph were not known at all, then the brute-force algorithm must enumerate all graphs, making
do = (g) In this case, me, = Q2(n?Inn), and we are no longer in the regime of CS.

4. The upper bound on ||Zactual — *||3 scales as O(slog(n)/m) (Hastie et al), [2015, Thm. 11.1,
Eqn. 11.15) where the sparsity level s := [|[V.L, @*[|o. For successful compressive recovery, we
typically require O(slogn) measurements. Thus as s increases, the upper bound on || £actual — ||
and the number of measurements needed for successful recovery, both increase. As ||Zps — x*||3 is
upper bounded by ||£actual — |3, the former is also indirectly affected by s.

5. The dependence of the bound in Eqn. [7|on |T'| seems to be an artifact of our proof technique. Our
proof does not exploit the fact that there may be many ‘bad’ graphs in the search space, for which
the recovery error (and the CV error) will be high regardless of the value of u € T" used. Instead, the
proof proceeds by assuming that the CV errors for a ‘bad’ graph with different values of p are not
correlated, leading to an overestimation of the bound for mc,. Perhaps some other proof technique
might be used which removes or weakens the dependence of the bound on |T'|.

IThe theorems in |Zhang et al| (2014) can however be easily extended to handle any sub-Gaussian matrix by using an
appropriate formula for the variance of the particular sub-Gaussian distribution used in Eqn. 50 in |Zhang et al.| (2014), which
will reflect accordingly in the bounds in Theorem @
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6. Remark on Graph Recovery: While the brute-force method is guaranteed to recover the signal
to good accuracy as per Theorem [3.3] we do not know if it always recovers the actual graph, even in
the absence of measurement noise. For example, there might be cases wherein a graph signal has a
sparser or equally-sparse representation in the GF'T basis of a graph which is not the actual graph,
which might get chosen by the algorithm. In particular, it is known that the eigenvectors of the
Laplacian matrix of a graph and its complement grapkﬂ are the same. In general, an edge perturbs
an eigenvector only if the entries of the eigenvector on the two nodes of the edge are not equal (see
Eqn. . The first eigenvector of the graph Laplacian never gets perturbed, since it has the same
value on all nodes. Another example is the case of a graph with more than one connected component,
in which the eigenvectors have non-zero entries in only one component each. Perturbation of an edge
in one component will not affect the eigenvectors which have only zero entries in nodes belonging
to that component. Thus this perturbed edge will not be recoverable if the graph signal was a
linear combination of eigenvectors which only had zero entries in the corresponding component. The
authors do not know if there exist connected graphs which are a small number of perturbations
from each other and share some eigenvectors or have eigenvectors which are the linear combination
of a small number of the eigenvectors of the other graph. Consider another example consisting of
two complete graphs which are joined to each other via a few connecting edges to create a larger
combined graph. Consider a signal created by a linear combination of a few low frequency GFT
basis vectors of the larger graph. The deletion of an edge belonging to one of the smaller complete
graphs will not have much of an effect on the GFT of the perturbed graph. For such perturbations,
the sufficient condition in Eqn. [9 will be violated (because the error ||z* — &¢g||2 for many candidate
graphs G will be very close to ||z* — &actuall|2), even more so under high noise, and hence the actual
graph will not be recoverable. In this way, the structure of G,ctua) affects graph recovery even though
it may not affect signal recovery. Interestingly, the signal recovery bound in Eqn. 8| does not depend
on the structure of the graph — it only depends on mey, o and (indirectly) on s, m,..

7. We have also derived a result analogous to Theorem 1 but using CV errors instead of MSEs. This
result produces a testable condition for signal and graph recovery. It is presented as Theorem S.5 of
the supplemental.

Analogous to Theorem [3:3] we present a theorem for solution improvement using the greedy GES method
(Algorithm . Let ¥ be the estimate by the greedy edge selection algorithm after ¢ steps, and let a?,(fgst

be the estimate with the lowest recovery error amongst the signals recovered at step t.

[Greedy Edge Selection Solution Improvement Guarantee] If in the greedy edge selection algorithm (Algo-
rithm (1)) with 7 = 1 the number of CV measurements m., obeys

2¢ n(n+1) 1
CV>4<1 7){1 I''+In—— +1 7} 10
mev 2 ALH T U I I T 10
for arbitrary constants ¢ € (1,00) and ¢ € (0, 1), then the recovery error after step ¢ is bounded as
180 =275 < claye, — "3+ (— 1o ()
with probability more than 1 — §. As a consequence, if
&0 — @) > el — @3+ (c~ 1o, (12)

then the solution is guaranteed to improve at step ¢ with probability more than 1 — §.  The proof for
Theorem [3.3] is similar to that for Theorem [3.3] and is provided in the supplemental material. The main
difference is in the lower bound for m.., which is due to the different number of perturbed graphs considered
in each algorithm. Theorem outlines conditions under which the solution at the end of each iteration of
GES has a sensibly bounded error, and under which the solution improves from iteration to iteration (where
an iteration consists of perturbing one extra edge over and above the previous iteration). The condition in

2The complement of a graph is a graph in which every edge present in the original graph is absent in the complement graph
and every edge which is absent in the original graph is present in the complement graph.
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the theorem states a requirement of only a logarithmic number of additional compressive measurements for
CV.

Case of Non-distinct eigenvalues: We have so far assumed that the eigenvalues of the Laplacian of the
nominal and actual graphs are distinct. In cases where eigenvalues of the Laplacian are not distinct, there
will be no adverse effect on signal reconstruction if the (randomly generated and sparse) signal support
does not cover eigenvectors associated with eigenvalues having multiplicity greater than one. In case the
signal support does include eigenvectors associated with eigenvalues having multiplicity greater than one,
the compressive reconstruction will still not be affected if the multiplicity is not too much larger than 1. This
is because the effective increase in signal £y norm will be upper bounded by the total eigenvalue multiplicity.

3.4 Alternatives to Eigendecomposition for GFT basis computation

The GEs algorithm requires computing the eigen-decomposition (step 16 in Alg. [1)) of the Laplacian matrix
Lg) of the graph obtained by perturbing the candidate edge set 5c(;;;i)date with edge e, for each possible edge
e, at each time step t. This step may take a long time for large graphs. It may be made more efficient by
using an approximate formula given in (Ceci & Barbarossal (2020), to obtain the eigenvectors of L(et) from the
eigenvectors of Lyominal, and the set of perturbations P~ U{e}, instead of performing eigendecomposition
of L(et). If an original Laplacian matrix L is perturbed by a set of edges P to obtain a perturbed Laplacian
matrix L, and their eigenvectors are v; ... v, and ?; ... D, respectively, then from (Ceci & Barbarossal, [2020,
Eqn. 7 and 11) we have the approximation:

n

ot Y onglonli) —w) S 2=, (13)

- — A=A
{ij}eP iz
where 0; ; = 1 for edge addition, and o; ; = —1 for edge deletion. The approximation for ¥y, is valid only
under the condition that
A1 — e K Z ai7j(vk(z') - vk(j))Q L A1 — Mg (14)
{ijteP

We discuss some intuition behind this approximation from |Ceci & Barbarossa| (2020) and the condition under
which it is valid. First, note that each new edge {i,j} in P introduces a rank-one perturbation of L with

the matrix o, ja; ja] ;, where a; j is a vector with a; (i) = 1,a,;(j) = —1, and the remaining entries of a; ;
are equal to zero. That is, L = L + AL, where the perturbing matrix AL = > Ui,jai,jagj. Note that
{i,j}eP
aZjvk = (v (i) — vi(4)) and hence v} ALvy = > ai,jvaamazjvk = Y o (vp(i) —vk(4))% Ttis
{i.j}eP {i.j}eP

easily verified that if a] ;ur = 0 (i.e. (v(i) —vi(j)) = 0) for all the perturbing edges {i,j} € P, then vy is
also an eigenvector of L. Recall that the normalized eigenvectors of a matrix L are the critical points of the
Rayleigh quotient &7 La on the unit sphere 7« = 1, with the eigenvalue being the value of the Rayleigh
quotient at the corresponding eigenvector. Eqn. [[4 means that the perturbation of the Rayleigh quotient at
v, must be much smaller than the difference in values of the Rayleigh quotient at the closest critical points.
In Eqn. the perturbation of vy by edge {i,j} is negligible if |azjvk\ is small. Similarly, if |aZjvl| is small,
then the perturbation of other eigenvectors in the direction of v; due to the edge {7,j} is small. Finally,
a small eigen-gap Ay — Ag—1 or Axy1 — Ap means that the Rayleigh quotient is relatively flat between the
two critical points, and hence the critical point may be changed easily via a perturbation. We evaluate the
suitability of this approximation to our method in Sec. [5.1]

4 Application: Inferred Linear-Edge Compressive Image Recovery
We now present an application of the Compressive Perturbed Graph Recovery framework, in the domain of

compressive image recovery. In this section, we use the term ‘edge’ as an element of a graph connecting a
pair of vertices, and use the term ‘image edge’ to refer to the entity which separates two regions in an image.

10
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(a) (b) (c) (d)

Figure 1: @ A 5 x 5 2-D lattice graph whose nodes represent pixels of a 5 x 5 patch and whose edges represent
connections between a pixels and its four neighbors. This forms the nominal graph for the problem of compressive
image patch recovery. @ The lattice graph partitioned by an image edge (orange line). The graph edges going
across the image edge are removed (dotted purple lines). Since the image edge is unknown before reconstruction,
the image-edge partitioned graph is the (unknown) actual graph for the problem of recovery of an image patch from
compressive measurements. All 64 2-D DCT basis vectors of an 8 x 8 patch. @ An 8 x 8 patch with a sharp
edge. @ Segmentation-aware basis vectors for this patch, obtained by computing the eigenvectors of the Laplacian
matrix of the graph created by dropping the edges of the 8 x 8 lattice graph whose endpoints lie in different segments
of the patch.

The GES method presented in Sec. [3.2] is a generally applicable technique on any graph. However, if the
graph has some well-known structure to it, it may be possible to select the edges for perturbation in a more
structured manner, instead of greedily one at a time. We present such a method for image reconstruction
from compressive measurements taken using a block-based version |[Kulkarni et al.| (2016) of the Rice Single-
Pixel Camera [Duarte et al.| (2008). That is, for each h x w patch &* of an image, compressive measurements
y obtained via a noisy version of ®x* as in Eqn. [I} are assumed to be available, with @ having dimensions
m X n with n = hw and m < n, and the task is to reconstruct each patch of the image.

Any 2-D (two-dimensional) grayscale raster image can be considered to be a graph signal, with each pixel
being a node and horizontal and vertical neighbours connected to each other via an edge, with each pixel
node mapped to its value in the image. Such a graph is called a ‘lattice graph’ (Fig.[1(a)]). The 2-D Discrete
Cosine Transform (DCT) basis (Fig. [[(c)) is known to form an eigenbasis of the Laplacian matrix of a 2-D
lattice graph (Fracastoro et all |2016, Proposition 1), and thus is a GFT basis for this graph. Piece-wise
smooth images, depth-maps, and natural images have a sparse or compressible representation in the DCT
basis, because the low-frequency basis vectors in DCT model the correlation between neighbouring pixels
well. This fact is heavily exploited in the well known JPEG standard for image compression. Thus, it is
natural to employ LAssO (Eqn. [2)) with the DCT basis in order to reconstruct the image patches.

However, neighbouring pixels on either side of a sharp image-edge will not have correlated values, due to
which DCT-based recovery will not be accurate near an image-edge. In such cases, it may be better to
use some other transform basis whose vectors maintain no correlation in their values across the image edge.
Since the DCT basis is a GFT basis of the 2-D lattice graph, one possible basis is the GFT basis of the graph
obtained by dropping those edges of the 2-D lattice graph which link nodes that are located on two different
sides of an image-edge — see Fig. and Fig. for an example of such a ‘segmentation-aware’ basis.
We may call this graph the ‘image-edge partitioned graph’ (see Fig. if it is constructed using the true
image edges. However, since the image is acquired compressively, it is not straightforward to know the exact
location of the image-edges, and hence the image-edge partitioned graph is unknown. Hence, the problem of
decoding of the compressively acquired image using the GFT of the unknown image-edge-partitioned graph
while knowing only the 2D lattice graph may be formulated as CPGR, i.e. Problem[2] The 2D lattice graph
is the nominal graph, the image-edge partitioned graph is the actual graph, and the set of pixel values is
the unknown graph signal which is sparse/compressible in the GFT of the actual graph. In this application,
we may consider the notion that the ‘actual’ graph that we seek to determine, is simply one that yields a
sparser representation for the image patch, thereby allowing possibly better image reconstruction.

11
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Algorithm 2 Inferred Linear-Edge Compressive Image Recovery (ILECIR)

Input: 1y : vector of m measurements of an h x w patch, ® : m X n measurement matrix with n = hw,
Vber @ 2-D DCT basis vectors of an h X w patch, ¢ : set of linear image-edges connecting boundary pixels
of an h x w patch, Vj,,, : GFT matrices of the partitioned graphs formed by the image-edges in ¢, o2 :
measurement noise variance, I' : values of p for grid search, me, : number of CV measurements, 7 € (0,1] :
CV error improvement factor, g : CV error confidence interval factor.

Output: P : estimated image patch of size h X w

1: Compute CV error and p using DCT:

{€B/CT7 ,LLDCT} ~— {min> argmin} CVE(VDCTa ,U|y; Qa mcv)
per
2. if 2T < (meyo? 4 gv/2meyo?) i.e. close to noise then
3: | Vst < VDT, Hest 6 UDCT
4: else
5: for Each linear image edge i € ¢ do
6: Retrieve corresponding GFT matrix V; € Vj
7 Compute best CV error and p using ¢:
{ef, i} + {min, argmin} CVE(V;, ply, @, mey)
pel
8: if min &) < 7e2CT then
K3
9: t ‘/est — Wa Mest < Ui

10: Estimate the vectorized patch using LASSO: Zijecir +— argmin ||y — ®x||3 + pest || VL 2|1
TER™

11: Convert &jjecir to h X w patch P, assuming row-major order
12: return P

Rather than directly applying the GEs algorithm from Sec. to solve this problem, it is better to exploit
the inherent structure in image-edges to drop graph edges in a systematic way. With this in mind, we
present a variant of GES called Inferred Linear-Edge Compressive Image Recovery (ILECIR) in Algorithm
Each image patch is assumed to either contain no image-edge or at most a single linear image-edge, i.e.,
a straight line with its endpoints at two boundary pixels of the patch. Reconstruction of the patch from
a reconstruction subset of measurements is performed using the GFTs corresponding to each image-edge
partitioned graph as well as DCT, and CV errors on a held-out subset of measurements are computed. The
GFT corresponding to the estimated signal with the lowest cross-validation error is selected, and the final
estimate of the patch is reconstructed using all the measurements. The noise-based stopping criterion from
Sec. [3:2) is employed here.

We now present a theorem (proved in the supplemental material) showing how the ILECIR (Algorithm
solution improves upon the DCT-based recovery (DCT-LASSO-CvV) solution. Let &pest-edge denote the (vector-
ized) patch estimate with the lowest recovery error amongst all the patch estimates in the ILECIR algorithm
for a single patch, and let £4c¢ denote the estimate using DcT-based recovery. Note that Zpest-cdge is un-
observable. [ILECIR Solution Improvement Guarantee| If in the ILECIR algorithm (Algorithm [I)) with 7 =1
the number of CV measurements m., obeys

2c

m){lnm +1n(\¢|+1)+1n1} (15)

Mey > 4(1+ ;

for arbitrary constants ¢ € (1,00) and ¢ € (0,1) and where ¢ is the set of all possible linear image edges in
an h x w patch with endpoints at the boundary, then the recovery error is bounded as

[Ziecir — 13 < ¢l|@best-cage — 7|13 + (¢ = 1)0 (16)
with probability more than 1 — §. As a consequence, if

[ #det — m*H% > CHCEbest—edge - :U*Hg + (c— 1)‘72a (17)

12
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then the solution is guaranteed to improve over DCT-LASSO-Cv with probability more than 1 — 4. For the
case of compressive image recovery, ILECIR is faster than GES (see Sec. S.V of the supplemental for more
details) and also exploits the continuous/linear nature of the image edges unlike GES.

5 Empirical Evaluation

We perform an empirical evaluation of our GES and ILECIR methods, the details of which are discussed in
Sec. p.1] and [5.2] respectively.

5.1 Greedy Edge Selection on synthetic graphs

Experiment Setup: We test GES on the following graphs commonly used in the network science litera-
ture: Planted Partition Model (PPM), Stochastic Block Model (SBM), Erdés-Rényi (ER) Graph, Random
Geometric Graph (RGG), Barabasi-Albert (BA) Graph and Karate Club (KC) graph. All these are random
graph models, other than the KC graph, which is a two-community social network having n = 34 nodes.
More details regarding the random graph models can be found in the supplemental material in Sec. ?7. The
actual graphs used in our experiments are instantiated with n = 100 nodes for the random graph models.
The PPMs have | = 5 communities, each of size r = 20, with p = 0.9 and ¢ = 0.01 (intra-cluster and
inter-cluster edge probabilities, respectively), with the expected number of edges being 895. The SBMs have
[ = 5 communities with sizes {ry,...,75} = {5,10,20,25,40}, and the probabilities p, ¢ are set to be the
same as the PPM. The ER Graphs have p = 4899550. The RGGs have r = 0.27. The BA graphs have r» = 10.
The graph parameters are chosen so that the expected number of edges of the graphs are roughly equal,
except the SBM, for which the edge probabilities are matched with the PPM.

Nominal graphs are generated by perturbing d € {1,2,5,10} edges of the actual graph. The set of edges
to be perturbed — known as the perturbation set w, with |w| = d — is chosen to be a subset of a prior set
Q of 100 “potentially faulty edges” decided at the time of data generation. For each graph, all (g) possible
edges are assigned to different categories, and an approximately equal number of edges from each of these
categories are sampled to form €. The edge categories are based on presence/absence of an edge in the actual
graph, whether the edge is inter-cluster or intra-cluster for community-structured graphs, and whether the
endpoints of the edge are both low-degree or both high-degree or one low-degree and one high-degree node
for the BA graph. This makes a total of 2 categories for ER graphs and RGGs, 4 for PPMs, SBMs and KC,
and 6 for the BA graph.

We generate 10 instances of each graph type described above, with 10 sparse-spectrum graph signals for
each graph, making it a total of N = 100 sparse-spectrum signals for each graph type. The signals are
linear combinations of s =5 (s = 2 for KC) eigenvectors (chosen randomly for each signal) of the Laplacian
matrices of the graphs. We use a measurement matrix of size 50 x 100 or 17 x 34, whose entries are
iid. M(0,1). Furthermore, i.i.d. N'(0,0?) noise is added to each measurement, with o = ﬂ%, with
B €{0,0.01,0.02,0.05}. Corresponding to each signal, a nominal graph is generated as described above.

The algorithm GES is compared with the baseline algorithm NGFT-LAsso-Cv (Eqn. @ and the ideal al-
gorithm AGFT-LASSO-CV (Eqn. [5)) using the RRMSE (Relative Root Mean-Square Error) metric, defined

as RRMSE(&) = Haﬁ;fﬂllz, where & is the estimated signal, and x* is the ground-truth signal. The set

I := {10737 : t € {0,1,2,...,19}} (i.e. 20 values between 0.001 and 1000, evenly spaced in logarithm)
for all algorithms. For GES, the loss improvement factor is set to 7 = 0.99, and the maximum number of
iterations to dy = 2d, for each d € {1,2,5,10}. In practice, the algorithm stops much earlier than the max
number of iterations due to the CV error either increasing in an iteration or being close to the noise variance.
This is also evidenced by the fact that the total number of edge perturbations reported by GEs (Table
sum of correctly detected and spuriously reported edge perturbations) is mostly close to d and much smaller
than dg.

The GES algorithm is run with the following practical modifications: (1) grid search over T' to estimate
the LASSO regularization parameter p is performed only for the candidate graph at the end of a step and
is re-used for the perturbed graphs in the next step in order to speed up the experiments; (2) K-fold (or

13
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Graph | # Edges Perturbed | AGFT-LASSO-Cv | NGFT-LAsso-Cv | GES
1 0.1111 0.0003
2 0.2125 0.0156
PPM 5 0-0000 0.3410 0.1618
10 0.4631 0.3856
1 0.0372 0.0001
2 0.0685 0.0009
SBM b) 0-0000 0.1529 0.0273
10 0.2259 0.1277
1 0.0843 0.0000
2 0.1304 0.0024
ERG 5 0-0000 0.2343 0.1082
10 0.3218 0.2634
1 0.0357 0.0000
2 0.0855 0.0000
RGG ) 0-0000 0.1508 0.0248
10 0.2580 0.1589
1 0.0472 0.0000
2 0.1066 0.0003
BAG 5 0-0000 0.1788 0.0246
10 0.2657 0.1772
1 0.0982 0.0001
2 0.1627 0.0197
KCG ) 0-0001 0.2865 0.1379
10 0.4266 0.3390
Table 1: RRMSE of signal recovered from noiseless measurements (m = 50,n = 100 except for KCG where

m = 17,n = 34) via Greedy Edge Selection (GES), LAssO with the nominal graph (NGFT-LASso-Cv), and LAssO
with the actual graph (AGFT-LASsO-CV), for various number of perturbed edges.

multi-fold) cross-validation (with K = 5) is used instead of single-fold CV to improve accuracy since the
total number of available measurements is small — in K-fold cross-validation, the CV error is computed K

times, each time with a different subset of the m measurements, each subset of size | 7| (with reconstruction
done on the remaining m — | % | measurements), and the sum of the K CV errors is returned; and (3) the

prior set of possible faulty edges © (of size |2] = 100 as specified earlier) is provided to the GES so that
only these edge perturbations are tried, which speeds up the experiments. The latter is justified since in
real-world applications, such prior information may be available. For example, in a CT graph, we could
conclude that two individuals may have come in contact if their phones use the same WiFi access points,
even though Bluetooth-based contact tracing may suggest otherwise (e.g. by being located in the same office
room at a far-enough distance).

Results: The RRMSE of the Greedy Edge Selection (GES) algorithm for recovery of sparse-spectrum signals
from noiseless measurements (o = § = 0) is presented in Table. |1} for each graph model mentioned earlier,
with d = {1,2,5,10} edges perturbed to create the nominal graph. We see that for each graph type, GES
outperforms the baseline method of recovery using the nominal graph, i.e. NGFT-LASSO. As expected, the
RRMSE increases as the number of perturbations are increased. For one or two edge perturbations, the
RRMSE is close to zero or very small, whereas for upto five perturbations, the RRMSE is at most half of
that obtained using NGFT-LASSO, and often much lower than that. Even for ten edge perturbations, the
RRMSE of GEs is significantly lower than that of NGrT-LASSO.

Table [2| presents the fraction of cases in which GES successfully recovers (i.e. recovers with zero error) the
actual graph from the nominal graph. We see that for most graph types, the actual graph is recovered in
close to 100% cases when up to two edges are perturbed. Despite being a greedy algorithm, the actual
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Graph # Edges Frac. Actual Graph Mean # Edges Mean # Spurious
Perturbed Recovered Detected Edges
1 1.00 1.00 0.00
2 0.93 1.89 0.07
PPM 5 0.37 2.60 1.58
10 0.00 1.03 3.06
1 0.90 0.90 0.00
2 0.78 1.75 0.05
SBM 5 0.43 3.62 1.36
10 0.02 3.47 3.54
1 1.00 1.00 0.00
2 0.98 1.96 0.02
ERG 5 0.43 2.03 1.41
10 0.01 1.52 2.99
1 0.98 0.98 0.00
2 0.96 1.96 0.00
RGG 5 0.62 3.94 0.95
10 0.03 2.55 3.80
1 0.97 0.97 0.00
2 0.92 1.91 0.02
10 0.04 2.78 3.93
1 0.89 0.91 0.14
2 0.66 1.42 1.00
10 0.00 0.95 4.19

Table 2: Fraction of actual graphs successfully recovered, mean number of edge perturbations correctly detected,
and mean number of spurious edge perturbations reported by GES, for various number of perturbed edges on different
graph models (m = 50,n = 100 except for KCG where m = 17,n = 34).

graph gets recovered in a significant fraction of cases even when five edges perturbations were performed.
In some cases the actual graph is recoverable via GES even if ten edge perturbations were induced. Table
also shows the average number of edge perturbations correctly detected by GES, and the average number
of spurious edge perturbations reported by it. Close to 100% of edge perturbations are correctly detected
for upto two edge perturbations made to the actual graph, and around 50% to 80% for most graphs when
five edge perturbations are made. The number of spurious edge perturbations reported by GES is close to
zero for upto two edge perturbations, and small for five edge perturbations. With ten edge perturbations,
the number of edge perturbations correctly detected drops and the number of spurious edge perturbations
reported increases. But it is worth noting that the problem of edge perturbation recovery from compressive
measurements of a graph signal is quite challenging due to the eigenvectors of the nominal graph being
significantly perturbed for even a small number of edge perturbations. For example, note that even a small
number of edge perturbations (as low as 1-3) can seriously affect signal recovery — see Table [l for the PPM
graph when 2 and 5 edges are perturbed, where NGFT-LASSO-CvV produces very high errors of 0.21 and 0.34,
but GES reduces them to 0.016 and 0.16, respectively. Algorithms such as GES provide efficient ways of
signal recovery in compressive settings in the face of adverse conditions brought in by (even a small number
of) edge perturbations. For comparison, the work in |Ceci & Barbarossa| (2020) considers recovery of upto
four edge perturbations from a known, uncompressed graph signal with Gaussian priors. For analysis of edge
recovery by category (intra- or inter-cluster), see Sec. S.IV of the supplemental material.

The performance of GES with noisy measurements is shown in Table [3] for the PPM. We find that the
GES algorithm performs well even in the presence of noise. Its RRMSE is significantly less than that of
NGrT-LASs0O-Cv for upto 5 edge perturbations, and is comparable to that of AGFT-LASSO-Cv when the
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Signal Model | Noise Level (8) | # Edges Perturbed | AGFT-LASSO-Cv | NGFT-LASsO-Cv | GES

1 0.1125 0.0082

2 0.2113 0.0145

0-01 5 0-0117 0.3439 0.1772

10 0.4931 0.4355

1 0.1192 0.0156

Sparse- 2 0.2137 0.0247
Spectrum 0.02 5 0.0223 0.3457 0.1792
10 0.4940 0.4441

1 0.1412 0.0396

2 0.2351 0.0579

0.05 5 0-0539 0.3555 0.2180

10 0.4987 0.4464

1 0.0131 0.0092

2 0.0141 0.0096

0.01 5 0-0114 0.0185 0.0137

10 0.0238 0.0191

1 0.0243 0.0179

Band- 2 0.0248 0.0191
Limited 0.02 5 0.0227 0.0278 0.0233
10 0.0320 0.0266

1 0.0559 0.0438

2 0.0551 0.0446

0.05 5 0-0560 0.0586 0.0484

10 0.0598 0.0497

Table 3: Performance of GES with measurement noise of different levels given by 8 € {0.01,0.02,0.05} (m = 50,n =
100).

number of edge perturbations is 1 or 2. Occasionally, we find that GES is able to do slightly better than
AGFT-LASsoO-Cv. We suspect that this is because only 20 different values were tried during grid search for
the LASSO regularization parameter p, due to which GES could find a better graph than the actual graph
for the given values of u for the purpose of signal recovery. A more fine-grained grid search would lead to
the expected behaviour of AGFT-LASSO-Cv performing better than GES.

Comparison between Bfgs and Ges: In Table 4] we now present comparative performance statistics for
GESs versus BFGs for 3 perturbations induced on the KC graph of n = 34 nodes with m = 17 compressive
measurements. We used an 8-fold CV, 20 values of © used for each graph, and a prior list of 10 possibly faulty
edges provided to the algorithms (to make the brute force search more manageable). In total, we perturbed
3 edges from the set of the faulty edges, and nominal graphs were created by adding inter-cluster edges to
the actual graph. Average RRMSE results were computed for 100 signals. We also report the fraction of
times that graph recovery was successful (all edge perturbations correctly recovered). The last two rows of
Table [] present additional results for the same settings as above, but for different methods of choosing u:
(1) For BFGs, a single p for the LASSO estimator was chosen using CV on the nominal graph, and BFGs was
performed using only that chosen value of p. (2) For GES, the value of u was chosen at the beginning of each
tth iteration using CV with the GFT basis of the current graph, i.e. G~ := (V,£¢~1D) and then used
for all candidate perturbations in the ¢** iteration. From Table [4) we see the superior performance of BFGS
over GEs for both settings as expected (albeit for greater computational cost). Both algorithms significantly
lower the RRMSE compared to the baseline of using the nominal graph GFT for recovery (0.0196 and 0.0287
for GEs and 0.0006 and 0.0028 for BFGs, compared to 0.1874 for NGFT-LASsO-CV).

Case of repeated eigenvalues: On randomly generated PPM graphs, we observed that around 96% of
the eigenvectors had eigenvalues with multiplicity of 1. About 0.8% had a multiplicity of 2, and about 0.7%
had a multiplicity of 3 and the remaining had a multiplicity greater than or equal to 4 (Table . All these
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Method RRMSE | Frac. Graphs Recovered
AGFT-LASSO-Cv 0.0001 -
NGFT-LASso-Cv 0.1874 0

GEs 0.0196 0.79

BFGs 0.0006 0.99

GEs, p chosen on current candidate graph | 0.0287 0.75
BrGs, i chosen on nominal graph 0.0028 0.94

Table 4: Comparison of reconstruction performance of GES and BrGs on the KC Graph with n = 34 nodes and
using m = 17 compressive measurements, given dop = 3 inter-cluster edge perturbations. RRMSE results are avg.
over 100 signals.

Graph type | Multiplicity | % of eigenvectors with this multiplicity
1 95.998
PPM with 2 0.790
100 nodes 3 0.696
>4 2.516

Table 5: FEigenvalue multiplicities for planted partition model graphs with n = 100 nodes, computed over 1000
graphs.

percentages were computed across 1000 instances each of different types of synthetic graphs with n = 100
nodes. Two eigenvalues were considered equal if the absolute difference between them was less than or equal
to € = 1078, For the same experiments on the SBM and RGG graphs, very similar results were obtained and
are hence not shown separately — more than 98% and 97% of the eigenvectors, respectively, had eigenvalue
multiplicities equal to 1 for these graphs. For the BA and ER graphs, all eigenvectors had a eigenvalue
multiplicity of 1. The good reconstruction results shown in Tables[I| and [2| confirm the hypothesis that signal
reconstruction is not adversely affected if the (randomly generated and sparse) signal support does not cover
eigenvectors associated with eigenvalues having multiplicity greater than one, or if the multiplicity is not
too much larger than 1. Furthermore, we also computed the effective sparsity of the signals in the GFT
bases, i.e. the sum of multiplicities of the eigenvector groups which form the signal support. We observed
empirically that the effective sparsity was equal to the true sparsity (i.e. ¢ norm of the coefficient vector)
in majority of the test cases, and very rarely greater than the true sparsity by more than 5. Further details
are now included in the supplemental material in Sec. S.VIII.

Using closed-form approximations for eigenvector perturbation: Table [f] shows the RRMSE ob-
tained using the GES-AE algorithm, in which the eigenvector perturbation approximation [Ceci & Barbarossa
(2020) (Eqn. is used in place of eigendecomposition in GES (see Sec. , for compressive recovery of
sparse-spectrum and band-limited signals on PPMs with a few edge perturbations. We find that for both

Signal Model | # Edges Perturbed | AGFT-LASSO-Cv | NGFT-LASso-Cv | GES | GES-AE
1 0.1142 0.0000 | 0.1109
Sparse- 2 0.0000 0.2175 0.0061 | 0.2306
Spectrum 5 ' 0.3492 0.1821 | 0.3335
10 0.5006 0.4368 | 0.5139
1 0.0042 0.0001 | 0.0033
Band- 2 0.0000 0.0059 0.0003 | 0.0054
Limited 5 ' 0.0130 0.0024 | 0.0135
10 0.0195 0.0104 | 0.0202

Table 6: Performance of Greedy Edge Selection with approximated eigenvectors (GES-AE) compared to that of
GES, AGFT-LASSO-Cv, and NGFT-LAsSO-CvV for sparse-spectrum and bandlimited signals, all with m = 50,n = 100.

sparse-spectrum and band-limited signals, the RRMSE of GES-AE is significantly higher than that for GEs,
across a range of edge perturbations. Moreover, the RRMSE of GES-AE is close to that obtained with the
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Method d | RRMSE | Frac. of Graphs Recovered
AGFT-LASSO-Cv | 1 0.0292 -
NGrFT-LASSO-Cv | 1 0.2126 0

GES 1 0.0688 0.83
AGFT-LASSO-Cv | 2 0.0292 -
NGFT-LASSO-Cv | 2 0.2956 0

GESs 2 0.0860 0.74
AGFT-LASSO-Cv | 5 0.0292 -
NGFT-LASsO-Cv | 5 0.4719 0

GESs 5 0.3384 0.22

AGFT-LASSO 10 0.0292 -
NGFT-LASSO 10 0.5631 0
GEs 10 | 0.5403 0.02

Table 7: RRMSE results for signal interpolation over PPM graph perturbed by d edges, for signals with a sparse
representation in the actual GFT, using GES algorithm.

nominal graph, and sometimes slightly worse. Hence we do not find the eigenvector perturbation approxima-
tion (a first order approximation) to be useful when applied to greedy edge selection with cross-validation.
Perhaps a better approximation with higher order terms in it might be more useful. A major reason for the
performance of GES-AE could be that the condition under which the approximation is applicable — given by
Eqn. 7 gets violated often. We deem the condition to be violated for an edge {4, ;} and the k'" eigenvector
v, if (vp(i) — vi(§))? > 4(Aks1 — M) for edge addition or (vg(i) — vk (5))? > 4(Ax — Ak—1) in case of edge
deletion. In our experiments, the fraction of times this condition was violated for at least one eigenvector out
of the first five (i.e. the band-limited eigenvectors) for a PPM graph with n = 100, = 5,p = 0.9,¢ = 0.01
was 87.7%, if an inter-cluster edge is perturbed. Similarly, we found that the condition in Eqn. was
violated 74.7% of the times for at least one eigenvector out of five for a random choice of five eigenvectors
and any kind of edge. While this condition does not get violated for intra-cluster edges in the band-limited
case, the amount of perturbation in the low-frequency eigenvectors by such edges is very small, such that the
RRMSE for these cases is close to zero even for NGFT-LASSO-Cv, and hence these cases do not contribute
much to the average RRMSE.

Signal Interpolation on Perturbed Graphs: We now present results for interpolation of signals defined
on the nodes of a perturbed graph, assuming that the signal is sparse in the GFT basis of the actual graph.
In our experiments, we use signal values defined at only m = 50 nodes out of a total of n = 100 nodes.
The signal coefficient vectors contain only 5 non-zero elements. The nominal graph contains d € {1,2,5,10}
edge perturbations w.r.t. the actual graph. The values at the remaining nodes are obtained via the GES
algorithm. Numerical results for this experiment are presented in Table [7] for a PPM graph, with results
averaged over 100 instances. The results show substantially improved performance with GEs for d € {1, 2}
and some improvement for d = 5.

5.2 Inferred Linear-Edge Compressive Image Recovery

Experiment Setup: For evaluation of ILECIR, we simulate the patch-wise compressive acquisition of 10
images each from the following datasets: (1) A synthetic dataset we created, containing piece-wise smooth
images in the form of a union of regions individually containing intensity values expressed by polynomials of
z,y; (2) The Berkeley segmentation datasetﬂ a set of natural images used in image segmentation tasks; (3)
The Tom and Jerry dataseﬂ a dataset of still frames from the popular Tom and Jerry cartoon; and (4) The
NYU Depth datasetﬂ a dataset of depth-map images of indoor scenes. While ground-truth segmentation
is available for the synthetic dataset, the available segmentations for the other datasets are either human-

Shttps://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
4https://www.kaggle.com/datasets/balabaskar/tom-and- jerry-image-classification
Shttps://cs.nyu.edu/~silberman/datasets/nyu_depth_v2.html

18


https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
https://www.kaggle.com/datasets/balabaskar/tom-and-jerry-image-classification
https://cs.nyu.edu/~silberman/datasets/nyu_depth_v2.html

Under review as submission to TMLR

labelled or machine-generated. In each dataset, the segmentation information is used to construct the actual
graph, by dropping the edges of the lattice graph which connect pixels in two different segments of a patch.

Patch-wise compressive image acquisition is simulated for an image in the following manner. The image is
divided into non-overlapping patches of size 8 x 8. Each patch is arranged in row-major order to produce
a vector of n = 64 dimensions, which forms the signal *. Measurements are generated using Eqn. [T} with
a m X n measurement matrix whose entries are i.i.d. N'(0,1), with m € {20,30,40}. Furthermore, i.i.d.

N(0,0?%) noise is added to each measurement, with o = B%, with 8 € {0,0.01,0.02,0.05}. These
measurements are then decoded using the ILECIR algorithm, and the 8 x 8 patch is estimated. For gray-scale
images, the estimated values are clipped to be between 0 and 255 and rounded to the nearest integer. For
depth maps, negative values are set to 0. The recovered patches are stitched together to reconstruct the
image. The results of ILECIR are compared to those with DCT-based recovery (DcT-LASsO-CV), and using
the GFT of the ground-truth segmentation (SEGGFT-LAss0o-CV) in terms of the RRMSE and Structural
Similarity Index Measure (SSIM)H of the recovered images relative to the ground truth. For the algorithms,
[ 2 {1073+t : ¢t € {0,1,2,...,19}}, K = 5 folds are used for cross-validation, and the loss improvement
factor 7 is set to 0.99. To speed up ILECIR, grid search over I' is performed only for DCT-based recovery,
and the same value of p is re-used for recovery with the image-edge partitioned graphs. However, after an
image-edge is chosen, p is re-computed using CV to yield the final patch estimate.

Quantitative comparison in the noiseless setting: Fig.[2]shows the RRMSE and SSIM of images recov-
ered using ILECIR, DCT-LASSO-CV and SEGGFT-LASSO-Cv from m € {20, 30,40} linear measurements, for
10 images each from the aforementioned datasets. Also see Tables S.VI-S.XVII of the supplemental for the
numerical values. We note that ILECIR substantially improves over DCT-LASSO-CV in terms of the RRMSE
and SSIM of the recovered images on the Synthetic and the NYU Depth datasets. It also shows some im-
provement for the images in the Tom and Jerry dataset. For Tom and Jerry and the NYU Depth datasets,
the improvement is most pronounced when m = 20 linear measurements are used. Such improvement is
expected since these are piece-wise smooth images — while the smooth regions are accurately recovered by
Dcr-LaAsso-Cv, the patches containing sharp edges are not recovered very accurately. ILECIR performs
better on such patches, while maintaining the accuracy afforded by DcT-LASSO-Cv on smooth patches.
The SEGGFT-LASSO-CV method has near-perfect recovery for the Synthetic dataset. This substantiates
the rationale behind using the GFT basis of the 2-D lattice graph partitioned according to the segments
of a patch for recovery. Since ILECIR only models linear image edges and does not model more than one
image edge in a patch, recovery using it is not perfect. Notably, ILECIR often performs better than the
SEGGFT-LASs0O-Cv method for the Tom and Jerry and NYU Depth Datasets. This means that it is able
to perform edge detection slightly better than the algorithm used to perform edge detection for the images
from the Tom and Jerry dataset. For the NYU Depth Dataset, we found that the provided segmentation
maps were not properly aligned with the depth map images (see Fig. [3 for an example of an incorrectly
labelled segmentation map of a patch from this dataset). Due to this, the SEGGFT-LAssO-Cv method per-
forms worse than DcT-LASSO-CV for the NYU Depth dataset. This demonstrates a strength of the ILECIR
method — since the underlying segmentation is automatically inferred, it circumvents possible errors in the
segmentation map if it were available.

RRMSE and SSIM of images recovered using ILECIR are higher than those recovered using DcT-LASSO-Cv
for some images of the Berkeley dataset. Since natural images contain vast regions of detailed texture and not
just gradient of intensity, it is hard to improve upon the baseline DcT-L.ASSO-Cv method by modelling just
a single linear edge. This is also substantiated by the performance of the SEGGFT-LASSO-Cv method, which
is similar to DcT-LASSO-Cv and ILECIR. However, a visual inspection of the images recovered by ILECIR,
SEGGFT-LASSO-Cv and DcT-LASssO-Cv would reveal that ILECIR and SEGGFT-LASSO-CV perform better
along the edges in these images (see later in this section).

Qualitative Comparison in the noiseless setting: The results of image recovery via SEGGFT-LASSO-
Cv, DcT-LAsso-Cv, and ILECIR for one image of each dataset are shown in Fig. 4l along with the original
image in each case. A careful inspection of the images reveals that in each case, the images recovered by
ILECIR have higher fidelity than the corresponding image recovered by DCT-LASSO-CvV along sharp edges

Shttps://en.wikipedia.org/wiki/Structural_similarity
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in the image. The quality of the recovered images remains the same in regions where there are no sharp
edges. In Fig. 4| (Row 1), for the image from the Synthetic dataset, we clearly see that ILECIR has good
recovery in regions where there is only a single edge which is close to linear. In contrast, DcT-LASsso-Cv
produces many artifacts along the edges. The image recovered by ILECIR also possesses some artifacts along
the edges, but much fewer than the one recovered by DcT-LASSO-Cv. These artifacts may appear for ILECIR
whenever the ground-truth image edge in the patch does not exactly match any of the image edges that
ILECIR tests for. ILECIR does not do well around corners, due to the presence of more than one image edge
in the patch. However, a careful inspection reveals that for some patches, the recovery quality for ILECIR
seems to be better than DCcT-LASSO-CV even in the presence of two edges, and there does not appear to be
a case where ILECIR has worse recovery quality than DcT-LASSO-Cv. This is due to the high-probability
RMSE improvement guarantee of ILECIR (due to cross-validation) as established by Theorem

In Fig. [4f (Row 2), there are much fewer artifacts around the face of the polar bear in the image recovered
by ILECIR as compared to the one recovered by DCT-LASSO-Cv. In the same region, we also see that while
there are fewer artifacts for SEGGFT-LASSO-Cv compared to DCT-LASSO-Cv, the recovery by ILECIR is
much better than for SEGGFT-LASSO-Cv. This once again highlights the strength of ILECIR compared
to using human-labelled segmentation (which may contain errors) for recovery and is not available during
compressive recovery. In Fig. 4 (Row 3), there are much fewer artifacts for ILECIR around the ears and
the head of Tom (the cat), compared to for DcT-LAsso-Cv. However, there are many artifacts on the
face of Tom for both ILECIR and DcT-LAssO-Cv. This highlights the inability of ILECIR to improve upon
Dcr-LAsso-Cv in regions containing many edges. In Fig. [4 (Row 4), we observe the same pattern — ILECIR
performs better than DcT-LASSO-Cv and even SEGGFT-LASSO-CV around the edges in the depth map.
The reconstruction by each algorithm on an individual patch of an image from the NYU Depth dataset is
also shown in Fig. [3] which clearly demonstrates the recovery of the ground-truth segmentation and the
original patch using ILECIR.

Edgemap Recovered by Ilecir: Since the ILECIR algorithm discovers the best linear image edge for each
patch, an edge-map of the original image may be recovered by stitching together the edge-maps of each
patch. Fig (5| shows an image from the synthetic dataset (col 1), and its edge-map (col 2) recovered by the
ILECIR algorithm. The original edges are correctly detected for most patches.

Performance of Greedy Edge Selection on Compressive Image Recovery: We test the effectiveness
of GES on the problem of patch-wise compressive image recovery on an image from the Synthetic dataset.
Fig. [6] and Table [§|show the RRMSE and SSIM of the recovered images when GEs is used for recovery, with
a maximum of dy € {1,2,5,10} edges of the 2-D lattice graph of a patch being allowed to be perturbed by
the algorithm. We see that using GES (especially when dy = 10 graph edges are allowed to be perturbed)
is marginally better than using DcT-LASSO-Cv — however, it is much better to use ILECIR. This is evident
in Fig. @ as well — a careful inspection reveals that the image recovered by GEs-10 (dg = 10) has slightly
fewer artifacts than the one recovered by DcT-LAsso-Cv, but recovery via ILECIR (see Fig. is much
better. Fig. [5| shows the edgemap recovered by various algorithms, including GEs-5 and GEs-10 (cols 3
and 4). An edgemap for GES is recovered in the following manner — whenever the GES algorithm drops
a (2-D lattice graph) edge between two pixels, the right pixel or the bottom pixel of the graph edge is
marked with white color (denoting a pixel belonging to an image edge), and remaining pixels are marked
with black color (denoting background pixels). We see that the edgemap recovered by GEs follows the image
edges very coarsely. It consists of many isolated dots, instead of groups of pixels connected as an edge. In
comparison, the edgemap recovered by ILECIR consists of linear edges in each patch. The ILECIR algorithm
takes advantage of the structure in perturbations of the graph edges, and is able to outperform GES, which
perturbs graph edges in an unstructured manner.

Effect of Noise on Ilecir recovery performance: Table [J] shows the RRMSE and SSIM of images
recovered using ILECIR from noisy measurements of an image of the Synthetic dataset, with different noise
levels 8 € {0,0.01,0.02,0.05}. We find that ILECIR performs significantly better than DcT-LASSO-CV even in
the presence of noise. In fact ILECIR on measurements with 8 = 0.02 has better RRMSE and approximately
the same SSIM as DcT-LASsO-Cv with noiseless measurements. We also find that the RRMSE and SSIM
of SEGGFT-LAsso-Cv worsens significantly with measurement noise. Fig. [7] shows the images recovered
using DcT-LASsO-Cv and ILECIR for different noise levels. We note that the images recovered by ILECIR
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# Measure- Method RRMSE | SSIM
ments (m)

Dcr-LAsso-Cv 0.0335 0.9598

SEGGFT-LASso-Cv | 0.0005 1.0000

ILECIR 0.0161 | 0.9938

40 GEs-1 0.0335 | 0.9606

GES-2 0.0327 | 0.9633

GES-5 0.0317 | 0.9657

GEs-10 0.0317 | 0.9658

Dcr-LAsso-Cv 0.0433 | 0.9406

SEGGFT-LASso-Cv | 0.0011 1.0000

ILECIR 0.0253 0.9856

30 GEs-1 0.0440 | 0.9395

GES-2 0.0430 | 0.9425

GES-5 0.0421 | 0.9450

GEs-10 0.0419 | 0.9454

Dcr-LAasso-Cv 0.0656 | 0.8914

SEGGFT-LASSO-Cv | 0.0057 | 0.9993

ILECIR 0.0353 0.9744

20 GEs-1 0.0685 | 0.8845

GES-2 0.0682 | 0.8860

GES-5 0.0679 | 0.8868

GEs-10 0.0682 | 0.8863

Table 8: Performance of GES with various perturbation budgets on Synthetic Image ID 0.

Noise Level Method RMSE | SSIM
Dcr-LAsso-Cv 0.0335 | 0.9598

0 SEGGFT-LAsso-Cv | 0.0005 | 1.0000
ILECIR 0.0161 | 0.9938

Dcr-LAsso-Cv 0.0343 | 0.9531

0.01 SEGGFT-LASso-Cv | 0.0079 | 0.9929
ILECIR 0.0187 | 0.9850

Dcr-LAsso-Cv 0.0375 | 0.9336

0.02 SEGGFT-LASso-Cv | 0.0156 | 0.9730
ILECIR 0.0240 | 0.9620

Dcr-Lasso-Cv 0.0520 | 0.8349

0.05 SEGGFT-LASsO-Cv | 0.0368 | 0.8739
ILECIR 0.0468 | 0.8457

Table 9: RRMSE and SSIM of ILECIR, DCT-LASSO-Cv and SEGGFT-LASSO-Cv for Image ID 0 of the Synthetic
dataset for different noise levels (8 € {0,0.01,0.02,0.05}, m = 40, n = 64).
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are of better quality than the corresponding images recovered by DcT-LASSO-Cv, across all noise levels.
The image recovered by ILECIR with noise level 5 = 0.02 looks better near the edges in the image than the
one recovered by DCT from noiseless measurements.

Dealing with repeated eigenvalues: For ILECIR, the nominal graph is always a connected grid graph.
However, the graphs that subsequently evolve in the ILECIR contain two (disconnected) components separated
by an image edge. For each such segmentation, an adjacency matrix is created by dropping the edges of
the 2-D lattice graph whose two endpoints lie in two different segments. We computed the eigenvectors
of Laplacian matrices of the two segments in each patch separately. Note that the eigenvectors of the
Laplacian matrix of a graph with more than one connected component are the same as the eigenvectors of
each component, with the entries corresponding to nodes of the remaining components set to zero. This fact
helped us obtain the eigenvectors of the Laplacian matrix of the complete segmented patch. This procedure
is helpful to avoid introducing correlations between the two segments, which may happen in case there are
repeated eigenvalues. Notably, the eigenvalue of 0 gets repeated k times if there are k connected components
in a graph. These computed GFTs are used in the ILECIR algorithm.
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Figure 2: RRMSE and SSIM using ILECIR, DCT-LASSO-CV and SEGGFT-LASSO-CV (Segmentation-aware recovery)
in the noiseless regime, with n = 64 for 8 x 8 patches. Also see Tables S.VI to S.XVII of the supplemental.
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Figure 3: Left to right: An 8 x 8 patch from an image in the NYU depth dataset (leftmost), its incorrectly
labelled segmentation (second from left), signal recovery by SEGGFT-LAsso-Cv (poor quality), recovery of correction
segmentation by ILECIR, recovery of patch by ILECIR, patch recovered via DcT-LASSO-Cv. Note: the two regions of
the segmentation maps are colored arbitrarily.

Original SEGGFT

Synthetic

Berkeley

Tom and Jerry

NYU Depth

Figure 4: Zoomed view of images from the Synthetic (top row), Berkeley (second row), Tom and Jerry (third row),
and NYU Depth (bottom row) datasets, recovered patch-wise from m = 40 compressive measurements per 8 X 8
patch via various algorithms in the noiseless setting. The columns denote, from left to right: Col 1 — the original
image, images recovered via SEGGFT-LASsO-Cv (Col 2), via DcT-Lasso-Cv (Col 3), via ILECIR (Col 4). Note that
ILECIR produces significantly smoother reconstruction of the edges (the polar bear’s face against the snow, Tom’s
finger against the wall, the object against the background in the depth map) than DcT-LAssSO-Cv. Zoom into PDF
for a clearer view. Enlarged images are provided in the supplementary materials (Figs. S.3 to S.6).
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Figure 5: A synthetic image (col 1), and its edgemap as recovered patch-wise from m = 30 compressive measurements
per 8 x 8 patch via the ILECIR (col 2), GES-1 (col 3), and GES-10 (col 4) algorithms.

Figure 6: Comparison of images recovered using (from left to right) ILECIR, DCcT-LASsO-Cv, and GEs-10. GEs
shows only very minor improvement over DCT, such as in the top-right corner of the zoomed portion, whereas ILECIR
performs better reconstruction in areas with a single image edge. Hence ILECIR is preferred for edge-aware compressive
image recovery.

DcT-LAsso-Cv

ILECIR

Figure 7: Zoomed view of Image ID 0 of the Synthetic dataset, recovered patch-wise from m = 40 compressive
measurements per 8 x 8 patch using the DcT-LAss0O-CV (top row) and the ILECIR (bottom row) algorithms for various
noise levels (8 € {0,0.01,0.02,0.05}). Note the significantly smoother edge reconstruction and edge artifact reduction
in case of ILECIR as compared to DcT-LASSO-Cv.
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6 Conclusion and Future Work

This work proposes a new technique of compressive graph signal recovery in cases where the graph topology
is partly incorrectly specified. This is a novel computational problem (to our best knowledge), with no
existing literature that targets this specific problem. At the core of the technique to correct for errors in
graph topology, lies the concept of cross validation in compressed sensing. A novel algorithm is proposed and
supportive theoretical results are stated and proved. A large number of computer simulations are presented,
including results on compressive image recovery where images or image patches are modeled as lattice
graphs. Since intensity values at pixels/nodes that lie on opposite sides of an image edge are uncorrelated,
the presence of a graph edge that links such nodes is regarded as a perturbation that needs to be corrected.
Thus edge-preserving compressive recovery is cast quite interestingly as a graph perturbation problem. This
specific idea has been used in image compression before [Hu et al.| (2014), where the application innately has
access to the complete graph as well as the underlying image. However its application to compressive image
reconstruction (as in our work) is quite novel — in our case, the underlying image as well as the underlying
image graph are both unknown, and both these are estimated from just the compressive measurements.
Moreover, our technique is naturally applicable to image data that are defined on arbitrary non-Cartesian
domains, for examples on the vertices of a 3D model. In such cases, our perturbed GFT technique fits
in very naturally, even though the eigenvectors of the Laplacian of the actual graph may not be the DCT.
Furthermore, our technique can be easily extended to handle dropping of edges even in weighted graphs.
We also note that the idea of signal sparsity in the GFT for compressive recovery has not been extensively
explored in the literature, with most papers focusing on band-limited approximations|Zhu & Rabbat (2012)
unlike our approach. Finally, we show in the supplemental material (Sections 6 and 7) that our method
may be used to recover signals which admit some other structure than sparsity in the GFT, such as being
piece-wise constant, by using a different regularizer than the ¢;-norm of GF'T, such as Graph Total Variation.

There are a few major avenues for future work listed below: (1) Research towards a more computationally
efficient strategy to uncover all graph perturbations, over and above our greedy algorithms, and extending the
strategy to handle weighted graphs, such as by using gradient descent of the LASSO objective over Laplacian
matrices, parameterized in terms of eigenvectors and eigenvalues. One potential direction for designing
computationally more efficient algorithms would be to incorporate ideas from |Jayawant & Ortega, (2022) to
avoid repeated eigen-decompositions. (2) Improving the performance of compressive image recovery possibly
using steerable bases such as those in [Fracastoro et al| (2016), particularly in the presence of eigenvalues
with multiplicity greater than 1, or using notions of image edge smoothness or continuity.
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A Appendix

Please see the supplemental material for proofs of the theorems, and many additional empirical results.
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