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Abstract

Several application domains, especially in science
and medicine, benefit tremendously from acquir-
ing high-resolution images of objects and phenom-
ena of interest. Recognizing this need, generative
models for super-resolution (SR) have emerged
as a promising approach for such data generation.
However, when training data are scarce due to high
acquisition costs, such models struggle and often
fail to capture the true data distribution due to insuf-
ficient data and domain knowledge. While transfer
learning, domain adaptation, or few shot learning
of such generative models can be a reasonable ap-
proach, most existing large scale generative models
have been (pre)trained on natural images and it is
unclear if such models can be seamlessly trans-
ferred to say medical images.
In this paper, we propose Multi-Stage Probabilistic
Super Resolution (MSP-SR), a cascaded few-shot
learning framework for super-resolution through
multi-stage transfer learning. At a high level, MSP-
SR first transfers a generative model from out-of-
domain to in-domain, e.g., from natural to medical
images, and then from in-domain to the target appli-
cation. We present the details based on conditional
diffusion models and validate MSP-SR on multi-
ple Magnetic Resonance Imaging (MRI) datasets,
demonstrating that MSP-SR persistently and usu-
ally significantly outperforms direct fine-tuning
(DFT) approaches as well as SR baselines. Fur-
ther, MSP-SR empirically provides more accurate
characterization of uncertainty in SR compared to
DFT.

†Corresponding author: ruikez2@illinois.edu

1 INTRODUCTION

Several application domains, especially in science and
medicine, e.g., MRI (magnetic resonance imaging) or CT
(Computed Tomography) [Greenspan, 2009, Umehara et al.,
2018, Zhang and An, 2017], benefit tremendously from ac-
quiring high-resolution images of objects and phenomena
of interest. Recognizing this need, generative models for
super-resolution (SR), especially diffusion models [Saharia
et al., 2022b, Liu et al., 2023, Shang et al., 2024], have
emerged as a promising approach for such data generation.

Unlike conventional CNN- [Dong et al., 2015], transformer-
[Lu et al., 2022], and GAN-based [Wang et al., 2021b,a,
Zhang et al., 2021a] methods, diffusion models excel at han-
dling the fundamentally ill-posed nature of super-resolution
problems [Kabanikhin, 2008]. Their generative formula-
tion provides inherent uncertainty awareness and enhanced
capacity to model complex data distributions [Wang et al.,
2020], making them particularly suited for medical imaging.

However, practical implementation faces significant hurdles
in scientific domains. Unlike natural images, medical high-
resolution data acquisition demands specialized equipment
with substantial time and financial investments, e.g., MRI
scanners require advanced hardware and prolonged scan
durations, creating patient discomfort and institutional bur-
dens. This scarcity creates a critical paradox: while medical
images contain exceptionally complex anatomical struc-
tures requiring millimeter-level reconstruction accuracy,
data-starved models often develop harmful over-reliance
on limited priors. Conventional direct fine-tuning (DFT)
approaches in such few-shot scenarios typically produce in-
accurately confident predictions, a perilous outcome where
hallucinated anatomical details could lead to clinical misdi-
agnosis.

Towards resolving this challenge, we propose Multi-Stage
Probabilistic Super-Resolution (MSP-SR), a cascaded few-
shot medical image super-resolution framework based on
generative models. To mitigate the constraints imposed



by scarce medical data, we develop a multi-stage learning
framework that enables the model to pre-train and extract
visual features from abundant natural image domains, subse-
quently transferring and adapting these learned representa-
tions to the medical imaging context. Utilizing SR3 (Super-
Resolution via Repeated Refinement) [Saharia et al., 2022b]
as our foundational architecture and employing Control-
Net [Zhang et al., 2023] to facilitate nuanced transfer learn-
ing, we introduce additional training constraints through
innovative loss penalties. These mechanism ensure more
accurate data generation by maintaining appropriate un-
certainty levels, particularly for ambiguous regions where
limited training data provides insufficient reconstruction
guidance.

Our framework implements a three-stage training methodol-
ogy that leverages diverse datasets to progressively enhance
model specialization. The initial Out-of-Domain (OOD) pre-
training stage utilizes SR3 [Saharia et al., 2022b] with the
low-resolution COCO dataset [Lin et al., 2014], extract-
ing generalized visual features from diverse natural images.
The subsequent In-Domain (ID) stage adapts the model to
medical imaging characteristics using low-resolution T2-
weighted scans from the IXI dataset [IXI, 2023], which
contains MR images from healthy subjects. The final Target-
Domain (TD) stage fine-tunes the model on specific low-
resolution-high-resolution (LR-HR) pairs from T2-weighted
FastMRI [Zbontar et al., 2018] and BrainTumor [Chaki
and Wozniak, 2023] datasets, along with T1-weighted OA-
SIS [Marcus et al., 2007] scans. This dataset progression en-
ables precise brain MRI super-resolution while maintaining
cross-modality generalization through controlled domain
transfer.

Ablation studies validated our framework’s effectiveness
by examining variants without ControlNet, Out-of-Domain
pre-training, In-Domain fine-tuning, and using target data
training alone. Quantitative analysis demonstrated our full
pipeline’s superior performance in detail preservation and
training stability during the TD stage. The cascaded transfer
learning framework facilitates effective knowledge trans-
fer both across domains (Out-of-Domai to In-Domain) and
within domains (In-Domain to Target-Domain), providing a
more accurate characterization of uncertainty and improving
feature extraction in few-shot scenarios.

In summary, this paper’s contributions include:

1. Novel Multi-stage Learning Framework. We pro-
pose a novel cascaded learning framework that
achieves high generation accuracy compared with other
SR models under few-shot conditions.

2. Cross-domain Knowledge Transfer. Our framework
effectively transfers knowledge from natural image
domains to medical imaging, enabling robust perfor-
mance despite limited medical training data.

3. Uncertainty-aware Generation. Our framework re-
duces dependency on limited training data, providing
a precise characterization of uncertainty and ensuring
more accurate data generation.

2 RELATED WORK

Data-Efficient Super-Resolution. Data-efficient super-
resolution has been extensively discussed in medical imag-
ing literature. Greenspan [2009] presents an overview of
early methods that required multiple low-resolution im-
ages to resolve high-resolution outputs, contrasting with
modern learned approaches [Li et al., 2021b] including our
own. Early techniques employed iterative back-propagation
for consistency checking, while newer diffusion tech-
niques [Song et al., 2023a] allow learning-based SR meth-
ods to avoid explicit down-sampling modeling.

Li et al. [2021b] discusses recent deep learning-based super-
resolution techniques for medical imaging, where acquiring
high-resolution images remains a major bottleneck. Ap-
proaches include recursive neural networks to limit parame-
ters [Kim et al., 2016, Tai et al., 2017], GANs for training on
small datasets [Wang et al., 2024a, Mansoor et al., 2018, En-
semble] despite training stability concerns, and smaller deep
models like U-nets [Park et al., 2018] with additional regu-
larization. Notably, [Ensemble] draws inspiration from [Zhu
et al., 2017] to improve consistency and reduce hallucina-
tion.

Diffusion-Based Super-Resolution. The advent of dif-
fusion models has created significant advances in super-
resolution techniques. Palette [Saharia et al., 2022a] and
SR3 [Saharia et al., 2022b] pioneered the application of
diffusion models to image restoration tasks. Training-free
methods like DPS [Chung et al., 2022] extend traditional
diffusion models to solve non-linear inverse problems, en-
abling restoration across diverse real-world corruptions with-
out requiring training. Meanwhile, learning-based methods
such as I2SB [Liu et al., 2023] and SinSR [Wang et al.,
2024b] achieve improved performance through model train-
ing, where I2SB develops a score-based framework for
direct distribution mapping, and SinSR enables efficient
single-step inference through learned diffusion.

Medical Image Quality Assessment. While traditional
image quality metrics like PSNR and SSIM provide quan-
titative measures for super-resolution performance, they
may not fully capture anatomical accuracy or clinical util-
ity in medical imaging applications. Recent research has
highlighted specialized evaluation methodologies: Zhang et
al. Zhang et al. [2021b] proposed task-driven assessment
using numerical observers for diagnostic tasks, Kelkar et
al. Kelkar et al. [2022] introduced medical image-specific
statistical divergence metrics to detect anatomical hallu-
cinations, and Li et al. Li et al. [2021a] developed meth-



ods to analyze covariance structures for identifying unin-
tended smoothing of anatomical textures. These specialized
approaches complement traditional metrics by providing
deeper insights into clinically relevant feature preservation.
While our current work utilizes established metrics for com-
parison with prior methods, incorporating these specialized
medical imaging evaluation protocols represents an impor-
tant direction for future research to ensure anatomical fi-
delity in super-resolution enhancement.

3 MULTI-STAGE PROBABILISTIC
FRAMEWORK

The proposed training framework implements a three-stage
cascading approach to address few-shot learning challenges.
The generative model undergoes progressive refinement
through out-of-domain (OOD) pre-training, in-domain (ID)
fine-tuning, and target-domain (TD) adaptation. This hierar-
chical strategy enables diffusion models to perform effec-
tively with limited training data by facilitating knowledge
transfer across domains. The complete training pipeline is
detailed in Algorithm 1, with each stage’s methodology and
rationale examined in the following sections.

Problem Formulation. Following [Song et al., 2021], we
formulate super-resolution as a linear inverse problem to
recover unknown signals y from observed measurements
x. Given scarce HR target data xgt = {xi}Mi=1, the corre-
sponding LR target data ygt = {yi}Mi=1 is formulated as
ygt = Axgt +η, where A denotes the linear downsampling
matrix and η represents noise [Song et al., 2021].

To enable coarse-to-fine information flow, we incorporate
two additional large-scale datasets: out-of-domain (OOD)
data xood = {xi}N1

i=1 and in-domain (ID) data xid =

{xi}N2
i=1, where N1 > N2 ≫ M . A bicubic degradation

matrix Ã generates their LR counterparts: ỹood = Ãxood
and ỹid = Ãxid.

3.1 TRAINING STAGES

Low-resolution Out-of-Domain Model Pre-Training.
This stage constructs a model for p(xood|ỹood) using abun-
dant OOD data. We utilize COCO [Lin et al., 2014] data as
yood with its LR counterparts ỹood to extract coarse-grained
features. SR3 [Saharia et al., 2022b] serves as the backbone
model, ensuring framework generality across applications.

Low-resolution In-Domain ControlNet Pre-Training.
The ID stage leverages IXI [IXI, 2023] brain MRI datasets
for model adaptation. We generate LR counterparts ỹid =
Ãxid using downsampling matrix Ã for the low-resolution
image in IXI data. Rather than simple fine-tuning, we in-
tegrate ControlNet [Zhang et al., 2023] by connecting the
pre-trained diffusion model’s U-Net to zero convolutional

layers (Fig. 1), enabling simultaneous in-domain knowledge
acquisition p(xid|ỹid) and OOD information preservation.

High-resolution Target-Domain ControlNet Fine-Tun-
ing. To further fine-tune the system, the final stage aligns
ControlNet [Zhang et al., 2023] with distribution p(xgt|ygt)
using HR data xgt (FastMRI [Zbontar et al., 2018], Brain-
Tumor [Chaki and Wozniak, 2023], OASIS [Marcus et al.,
2007]) and corresponding LR data ygt = Axgt. Theoreti-
cally, A represents the true degradation process in medical
imaging, which differs from the bicubic downsampling ma-
trix Ã used in previous stages and is unknown to us. In prac-
tice, we approximate this true degradation by using bicubic
downsampling to generate the target domain LR data ygt.
Our experimental results demonstrate that this bicubic ap-
proximation achieves satisfactory performance in modeling
the complex medical imaging degradation process.

ControlNet Integration We adopt ControlNet [Zhang
et al., 2023] in Out-of-Domain and In-Domain stages to
enable efficient domain adaptation while preserving pre-
trained knowledge. ControlNet creates a trainable copy of
the encoding layers from the pre-trained U-Net, connected
through zero-initialized convolutional layers. During train-
ing, the original U-Net weights remain frozen, while the
ControlNet branch learns domain-specific features. The out-
puts from both branches are combined via element-wise
addition, allowing the model to maintain general super-
resolution capabilities from the OOD stage while acquiring
medical imaging knowledge in other two stages. This ar-
chitecture ensures stable training and prevents catastrophic
forgetting of previously learned features.

3.2 CONDITIONAL GENERATIVE MODEL (CGM)

Gaussian Diffusion Process. The backbone architecture
is illustrated using the target-domain (TD) fine-tuning stage
as an example. For an input image pair {x : xgt,y : ygt},
the model generates output {x0 : xgt} through the reverse
diffusion process. The framework follows the conditional
diffusion process and optimizes a neural denoising model
that receives source image y and noisy target image xt as
inputs to produce the denoised image x0.

Following DDPM [Ho et al., 2020], the unconditional diffu-
sion process progressively adds Gaussian noise to the clean
input x0 over T iterations.

p(x1:T |x0) =
∏T

t=1
p(xt|xt−1), (1)

p(xt|xt−1) = N (xt|
√
1− βt xt−1, βtI). (2)

where the parameter β1:T (0 < βt < 1) determines the
variance of the added noise. Let αt = 1 − βt and ᾱt =∏t

t′=1 αt′ . The relationship between the noisy image xt



Figure 1: Overview of the MSP-SR framework: a three-stage approach incorporating out-of-domain pre-training on COCO
(16→64), ControlNet-assisted in-domain fine-tuning on IXI (16→64), and target-domain adaptation on medical datasets
(64→256). Each stage uses bicubic downsampling with progressive resolution and domain transfer from natural to medical
images.

and the original image x0 can then be expressed as:

xt =
√
ᾱt x0 +

√
1− ᾱt ϵ, ϵ ∼ N (0, I) . (3)

Recovering x0 from a Gaussian noise input xT enables the
generation of new samples. Although p(xt−1|xt) approxi-
mates a Gaussian distribution when the noise variance βt is
sufficiently small, directly estimating p(xt−1|xt) remains
intractable. Instead, when conditioned on x0, the inverse
conditional probability p(xt−1|xt,x0) becomes tractable
as follows:

p(xt−1|xt,x0) = N (xt−1;µ(xt,x0), β̃tI), (4)

where

µ(xt,x0) =
1

√
αt

(
xt −

1− αt√
1− ᾱt

ϵt

)
, (5)

β̃t =
1− ᾱt−1

1− ᾱt
· βt.

Here, µ(xt,x0) represents the mean of the Gaussian distri-
bution derived from the noisy image xt and clean image x0,
where ϵt is the forward process noise that enables effective
denoising through appropriate scaling with αt and ᾱt.

Building upon this foundation, our framework extends to
a conditional diffusion model that conditions on the low-
resolution input y. This conditioning provides crucial prior
information during the early stages of the diffusion denois-
ing process, guiding the generation towards semantically
consistent outputs. The objective here is to learn a diffusion
model qθ to approximate the inverse conditional probability

as follows [Saharia et al., 2022b]:

q(xT ) = N (0, I), (6)

qθ(xt−1|xt,y) = N (xt−1;µθ(xt, t,y), β̃tI), (7)

qθ(x0:T |y) = q(xT )

T∏
t=1

qθ(xt−1|xt,y). (8)

Ideally, we want µθ(xt, t,y) to output the conditional equiv-
alent of µ in Equation 5. While Equation 5 describes the
unconditional case, our conditional framework requires the
mean to be guided by the conditioning input y. Since xt is
known during inference, we only need to predict the noise
term ϵt conditioned on y. Therefore, µθ(xt, t,y) is param-
eterized via the conditional noise predictor ϵθ(xt, t,y) as

µθ(xt, t,y) =
1

√
αt

(
xt −

1− αt√
1− ᾱt

ϵθ(xt, t,y)

)
. (9)

3.3 MODEL CONSISTENCY

Drawing inspiration from the consistency model Song et al.
[2023b], we enhance input-output correspondence by in-
troducing a consistency loss lCON alongside the standard
reconstruction loss lGT used in diffusion models to train
ϵθ. While consistency models ensure temporal consistency
across different timesteps in the diffusion trajectory, our
consistency loss enforces correspondence between the in-
put low-resolution image and the generated high-resolution
output through a degradation process.

Following [Ho et al., 2020], the reconstruction loss lGT
optimizes the conditional model µθ rather than ϵθ (based on



Equation 9), minimizing a variant of the ELBO with true
image x0 and conditioning y as inputs.

lGT = Et,x0,ϵ

[
∥ϵ− ϵθ(

√
ᾱtx0 +

√
1− ᾱtϵt, t,y)∥2

]
.

(10)

For understanding the consistency loss lCON, assume we are
at t step now. The denoised clean image of noisy image xt

at t step will be denoted as x̂0,t, and can be crudely obtained
from Equation 3 as

x̂0,t =
xt −

√
1− ᾱϵ̂√
ᾱ

, (11)

where ϵ̂ = ϵθ(xt, t,y) is the predicted noise at t step, and
xt is the noisy image of target image xgt.

Then, if we construct Ãx̂0,t, i.e., downsample x̂0,t with
the bicubic downsample operator Ã, then we expect that to
be close to the LR image y, i.e., Ãx̂0,t ≈ y. Then, taking
expectation over all t, we get the consistency loss and the
total combined loss of diffusion model as:

lCON = Et[∥Ãx̂0,t − y∥2], (12)
L = γlGT + (1− γ)lCON. (13)

where γ is an adjustable hyperparameter manually set to 0.5
in experiments for convenience, the optimal value can be
obtained by parameter search for further study.

Algorithm 1 Training a Denoising Model µθ

1: Input: Datasets: Dood(yood, ỹood),
2: Did(yid, ỹid),
3: Dtd(xtd,ytd)
4: Output: Trained model µθ

5: for d in Datasets do
6: x = yood,y = ỹood if d ∈ Dood
7: x = yid,y = ỹid if d ∈ Did
8: x = xtd,y = ytd if d ∈ Dtd
9: while not converged do

10: t ∼ Uniform(1, . . . , T )
11: (x0,y) ∼ p(x,y)
12: ᾱ ∼ p(ᾱ)
13: ϵ ∼ N (0, I)
14: xt =

√
ᾱx0 +

√
1− ᾱϵ

15: ϵ̂ = ϵθ(xt, t,y)
16: lGT = ∥ϵ̂− ϵ∥2

17: x̂0,t =
xt−

√
1−ᾱϵ̂√
ᾱ

18: lCON = ∥Ãx̂0,t − y∥2
19: Take gradient descent w.r.t. θ: ∇θ[γlGT + (1−

γ)lCON] using Adam optimizer
20: end while
21: end for

Algorithm 2 Sampling µθ in T steps
1: repeat
2: xT ∼ N (0, I)
3: for t = T, . . . , 1 do
4: z ∼ N (0, I) if t > 1, else z = 0

5: xt−1 = 1√
αt

(
xt − 1−αt√

1−ᾱt
µθ(y,xt, γt)

)
+

√
1− αtz

6: end for
7: until converged

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets for Training and Evaluation. We evaluated our
framework on three target datasets: FastMRI [Zbontar et al.,
2018], BrainTumor [Chaki and Wozniak, 2023], and OA-
SIS [Marcus et al., 2007]. For training, we used COCO [Lin
et al., 2014] as the out-of-domain dataset and IXI [IXI, 2023]
T2 brain MRI scans as the in-domain dataset. We evaluated
performance using PSNR, SSIM [Wang et al., 2004], and
LPIPS [Zhang et al., 2018] metrics on the test sets. Dataset
specifications are detailed in Table 1.

Table 1: Dataset Specifications for Multi-stage Training in
4× Super-resolution.

Name Res. Size∗ Type Stage

COCO 16 → 64 98k/100/- General OOD

IXI 16 → 64 60k/60/- T2 ID

FastMRI 64 → 256 300/10/60 T2 TD
BrainTumor 64 → 256 300/10/60 T1/T2 TD
OASIS 64 → 256 300/10/60 T1 TD
Note: ∗ Sample sizes indicate train/validation/test split counts.

T1/T2 denotes T1-weighted or T2-weighted magnetic resonance
imaging (MRI) scans.

Implementation Details. We performed super-resolution
(SR) at 2×, 4×, and 8× scales with noise η set to zero.
All datasets were cropped to consistent input dimensions
and degraded using bicubic downsampling. Single-channel
grayscale MRI datasets were expanded to three channels
through duplication. Datasets were normalized to [0, 1] and
augmented with flip and rotation transforms. The SR3 model
with ControlNet conditioning was trained in three stages:
(1) initial training on out-of-domain (OOD) COCO dataset
for 1M steps, (2) fine-tuning on in-domain (ID) IXI dataset
for 1M steps, and (3) final fine-tuning on target domain
(TD) datasets for 20K steps. All experiments used Adam
optimizer with learning rate 1e−4.



Table 2: Inference times and parameter counts for each
evaluated method.

Method Parameter Count Inference Time

DPS 552.81M 117.3 s/sample
I2sb 552.80M 57.0 s/sample
sinSR 118.59M 1.22 s/sample
MSP-SR 136.28M 50.0 s/sample
Note: Inference times measured on NVIDIA A100 GPU.

4.2 PERFORMANCE

Performance Evaluation Against Existing Methods. To
demonstrate the effectiveness of MSP-SR framework, we
evaluated against state-of-the-art super-resolution methods
across three medical imaging datasets: FastMRI, BrainTu-
mor, and OASIS, as shown in Table 3. The comparison
includes both training-free approaches (DPS Chung et al.
[2022]) and learning-based methods (I2SB Liu et al. [2023]
and SinSR Wang et al. [2024b]). For the learning-based
baselines, we utilized their provided pre-trained weights fol-
lowed by direct fine-tuning (DFT) on target datasets using
approximately 300 training samples per dataset. Our ap-
proach consistently outperformed existing methods across
all datasets and evaluation metrics. For the FastMRI dataset,
which contains homogeneous T2-weighted axial slices,
MSP-SR achieved a PSNR of 28.71dB and SSIM of 0.846,
surpassing all baseline methods. The framework demon-
strated even more substantial improvements on the more
heterogeneous BrainTumor (containing both T1- and T2-
weighted images) and OASIS (comprising both axial and
coronal brain MRI scans) datasets, achieving PSNR values
of 27.34dB and 29.03dB, respectively.

In addition to quality metrics, we also report parameter
counts and inference times for those models in Table 2. As
shown in the table, SinSR’s significantly faster inference
time is due to its use of latent space models, while the
other methods (including MSP-SR) operate in the ambient
dimension, which naturally requires more computational re-
sources. This fundamental architectural difference explains
the observed variance in processing speeds across the evalu-
ated approaches. Our MSP-SR achieves a practical balance
between quality and efficiency, with superior results at a
reasonable computational cost of 50 seconds per sample.

Ablation Studies Analysis. To thoroughly validate the
MSP-SR framework’s effectiveness and generalizability, we
conducted four complementary sets of ablation experiments:
(1) Domain Transfer Ablation to evaluate each training
stage’s contribution in cross-domain scenarios, (2) Cross-
dataset Generalization to verify our approach’s dataset-
agnostic nature, (3) Multi-Model Validation to demonstrate
applicability beyond specific models, and (4) Consistency
Loss Analysis to assess our consistency regularization tech-

nique’s impact.

Table 4: Quantitative comparison over different frameworks
on FastMRI dataset, where the bolded values represent the
best value in each evaluation metric. The results demonstrate
that the MSP-SR framework achieves the majority of the
best results across different SR scales.

Scale Training Components Metrics

OODID TD CN∗ PSNR↑ SSIM↑ LPIPS↓
✓ ✓ ✓ ✓ 34.09 0.922 0.0762
✓ ✓ ✓ 33.03 0.913 0.0757
✓ ✓ ✓ 32.11 0.892 –

128 → 256 ✓ ✓ 28.45 0.771 0.101
✓ 5.051 0.209 0.513

✓ ✓ ✓ ✓ 28.71 0.846 0.1454
✓ ✓ ✓ 28.69 0.847 0.1455
✓ ✓ ✓ 27.90 0.814 –

64 → 256 ✓ ✓ 27.04 0.764 0.147
✓ 24.31 0.686 0.173

✓ ✓ ✓ ✓ 22.98 0.734 0.216
✓ ✓ ✓ 21.00 0.654 0.219
✓ ✓ ✓ 22.43 0.669 –

32 → 256 ✓ ✓ 19.00 0.558 0.271
✓ 17.38 0.477 0.284

Note: ∗ CN indicates ControlNet fine-tuning applied with ID/TD
stages.

We first examined domain transfer capabilities through sys-
tematic ablation on four key components: In-Domain (ID)
fine-tuning, Out-of-Domain (OOD) pre-training, ControlNet
integration, and baseline Target-Domain training. Table 4
demonstrates our multi-stage approach’s consistent superior-
ity across all super-resolution scales. OOD pre-training im-
proved PSNR by 19.8% for 128→256 SR tasks, while multi-
stage fine-tuning enhanced PSNR by 9.4% in challenging
32→256 (8×) SR scenarios, underscoring our framework’s
effectiveness in leveraging domain knowledge. Visual com-
parisons in Fig. 2 corroborate these findings, demonstrating
MSP-SR’s superior preservation of intricate brain features
with enhanced structural details and sharper edge recon-
structions.

To verify generalization across different test datasets, we
evaluated our approach on BrainTumor [Chaki and Woz-
niak, 2023] and OASIS [Marcus et al., 2007] datasets for 4×
super-resolution. Results in Table 5 show meaningful contri-
butions from each training stage, with BrainTumor dataset
showing pronounced improvements: Out-of-Domain pre-
training improved PSNR by 3.13%, In-Domain fine-tuning
enhanced PSNR by 5.68%, and ControlNet integration fur-
ther increased PSNR by 1.75%.

Beyond dataset generalization, we investigated whether our



Table 3: Performance Comparison of MSP-SR Against State-of-the-Art Methods Across Multiple Datasets

FastMRI BrainTumor OASIS

Method PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
DPS 23.00 0.723 0.3678 20.56 0.620 0.3553 21.94 0.622 0.3456
SinSR 26.98 0.843 0.2745 22.79 0.7201 0.2680 21.95 0.711 0.2445
I2SB 16.01 0.123 0.5758 14.95 0.1446 0.6082 15.68 0.1299 0.6011
MSP-SR 28.71 0.846 0.1450 27.34 0.811 0.1626 29.03 0.872 0.1319

Note: Best results are highlighted in bold. LPIPS uses VGG backbone.

Figure 2: Visualized samples for different frameworks on 4× scale SR task. We use the COCO dataset for the Out-of-Domain
stage, IXI for the In-Domain stage, and FastMRI for the Target-Domain stage. TD refers to train on FastMRI from scratch.
Note that our MSP-SR (OOD-ID-TD) framework generates samples with clearer and more accurate structural details.

training strategy benefits different models. We conducted
experiments using SinSR [Wang et al., 2024b] as the back-
bone to demonstrate broad applicability across architectures.
As shown in Table 6, our training strategy consistently im-
proved SinSR performance with gains of 1.04 dB in PSNR,
confirming effective generalization across different model
architectures.

Finally, we analyzed the consistency loss component’s spe-
cific contribution. Its incorporation improved PSNR to
29.15dB and SSIM to 0.859 in 4× SR tasks, with visual
comparisons in Fig. 5 demonstrating qualitative improve-
ments in image detail and overall quality.

Uncertainty Analysis. To assess our multi-stage train-
ing framework’s uncertainty characterization, we con-
ducted comprehensive uncertainty quantification experi-

Table 5: Quantitative comparison on other MRI datasets in
4× scale SR, where the bolded values represent the best
value in each evaluation metric. The results demonstrate
that the MSP-SR framework achieves the best results across
different datasets.

Training component BrainTumor OASIS

OOD ID TD∗ CN∗ PSNR↑ SSIM↓ PSNR↑ SSIM↓
✓ ✓ ✓ ✓ 27.34 0.811 29.03 0.872
✓ ✓ ✓ 25.87 0.783 28.75 0.852
✓ ✓ ✓ 26.87 0.783 29.02 0.857

✓ ✓ 26.51 0.800 28.52 0.760
Note: ∗ CN indicates ControlNet fine-tuning applied with ID/TD

stages. TD refers to the TD fine-tuning stage where we set the
notumor brain and OASIS as the target dataset here.



Table 6: Quantitative comparison for SinSR over different
frameworks in 4× scale SR, where the bolded values repre-
sent the best value in each evaluation metric.

Training component FastMRI

OOD ID TD PSNR↑ SSIM↓ LPIPS↑
✓ ✓ ✓ 28.02 0.8550 0.1748
✓ ✓ 26.98 0.8430 0.2745

✓ ✓ 25.14 0.7866 0.2111
✓ 22.54 0.6451 0.2177

Table 7: Negative Log Likelihood (NLL) Comparison
Across Training Configurations and SR Scales

Method Negative Log Likelihood↓
2× SR 4× SR 8× SR

Training Stages (Fig. 3)
MSP-SR Framework (Fig.4a) - 17.177 -
OOD + TD Stages (Fig.4b) - 18.681 -
Only TD Stages (Fig.4c) - 26.509 -

SR Scale (Fig. 4)
MSP-SR Framework (Fig.5a) 12.642 - -
MSP-SR Framework (Fig.5b) - 17.177 -
MSP-SR Framework (Fig.5c) - - 17.147
Note: "-" indicates non-applicable due to scale-specific training.

ments across different training configurations and super-
resolution scales. Specifically, we compared uncertainty
calibration across three training paradigms ( MSP-SR
(OOD+ID+TD), OOD+TD, and TD-only) and evaluated
scale-dependent uncertainty patterns from 2× to 8× super-
resolution using negative log-likelihood metrics and proba-
bilistic distribution analysis.

Figure 5: Visualized sample to verify the influence of con-
sistency loss in 4× scale SR task. The consistency loss sig-
nificantly improves reconstruction quality and detail preser-
vation.

Table 7 presents quantitative evaluation using the negative
log-likelihood (NLL) of pixel intensity distributions. For
each low-resolution input, we generated 10 high-resolution
predictions and constructed pixel-wise probability distribu-

Figure 3: Uncertainty Analysis Across Training Configu-
rations. Pixel value distributions shown for: (a) MSP-SR
framework, (b) OOD pre-training with TD fine-tuning, and
(c) TD-only training, demonstrating a more accurate uncer-
tainty characterization through progressive domain transfer.

tions using 256 intensity bins between 0 and 1. Mathemati-
cally, for a pixel location (i, j) with true intensity value yi,j
and estimated probability distribution p̂i,j , the pixel-wise
NLL is:

NLLi,j = − log(p̂i,j(yi,j))

Here, p̂i,j is derived from our generative model’s samples
without prior knowledge of yi,j . The final NLL averages
over all pixel locations:

NLL =
1

H ×W

H∑
i=1

W∑
j=1

NLLi,j

Our MSP-SR framework achieved lower NLL (17.177)
compared to both Out-of-Domain pre-training with target-
domain fine-tuning and target-domain-only training, demon-
strating more accurate uncertainty characterization across
scales.

We visualized pixel-wise uncertainty through probability
distribution heatmaps (Fig. 3, 4) for a 30-pixel segment



Figure 4: Scale-dependent Uncertainty Analysis in Super-
resolution. Probabilistic distributions at 2×, 4×, and 8×
scales illustrate increasing reconstruction uncertainty at
higher resolutions.

marked by a yellow line in the MRI image, with color in-
tensity representing probability density and yellow markers
indicating ground truth values.

Comparative analysis of uncertainty characteristics (Fig. 3)
reveals our MSP-SR framework’s superior calibration prop-
erties. Our approach demonstrates well-calibrated predic-
tive uncertainty where predicted distributions closely follow
ground truth distributions across pixel intensities, indicating
accurate uncertainty estimation without systematic bias. The
OOD+TD approach shows improved alignment compared to
baseline but still exhibits distribution misalignment in high-
intensity regions. In contrast, TD-only training exhibits se-
vere uncertainty pathologies with distributions concentrated
around incorrect values, demonstrating uncertainty collapse
with false confidence in erroneous predictions.

Analysis of increasing super-resolution scales (2× to 8×)
reveals progressively wider pixel value distributions (Fig. 4),
indicating heightened reconstruction uncertainty at higher
scales. At 2× SR, predicted distributions maintain tight align-
ment with ground truth values, while 4× SR shows mod-
erate broadening in mid-intensity ranges corresponding to

gray matter regions. At 8× SR, distributions become signifi-
cantly dispersed in intermediate intensity values where tis-
sue boundaries reside, while maintaining better confidence
in extreme intensities. This scale-dependent uncertainty pat-
tern is confirmed by variance maps (Fig. 6), showing ele-
vated uncertainty in complex brain regions such as cortical
folds.

Figure 6: Variance maps generated from multiple inference
outputs of same diffusion model applied to 2×,4×, and
8× super-resolution tasks. Standard deviation is normalized
by value to indicate the scale of variance relative to actual
intensities. The variance is high in areas where the brain’s
features are more distinct, such as the folds and ridges of
the cortex.

5 CONCLUSION

In this paper, we presented MSP-SR, a diffusion-based
cascaded framework for few-shot medical image super-
resolution that leverages both in-domain and out-of-domain
low-resolution data to build models with enhanced accu-
racy and uncertainty characterization. Experimental results
across diverse MRI datasets demonstrate MSP-SR’s supe-
rior fidelity compared to existing methods, while its staged
fine-tuning preserves uncertainty modeling capabilities and
avoids misaligned predictions common in direct fine-tuning
(DFT) approaches. Future work will investigate alternative
pre-training strategies to reduce hallucination and address
domain-specific biases through enhanced cross-domain pre-
training techniques, while validating MSP-SR’s adaptability
across diverse models and imaging domains.
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In the supplementary material, we present additional qualitative results for the MSP-SR framework. We also include detailed
information on the model architecture and comprehensive descriptions of the datasets used.

A DATASET DESCRIPTION

OOD Pre-Training Stage. The initial stage utilizes the COCO dataset Lin et al. [2014], a comprehensive collection of
over 330,000 images, including 200,000 labeled images across 80 object categories. We selected 100,000 images for OOD
pre-training, with each image cropped to a square format based on its smaller dimension.

ID Fine-tuning Stage. The second stage employs the IXI dataset IXI [2023], which contains brain MRI scans from
London hospitals. While the dataset includes T1, T2, PD-weighted, diffusion-weighted, and MR angiography images, we
specifically utilize T2-weighted longitudinal and transversal brain scans for fine-tuning.

TD Fine-tuning Stage. The final stage incorporates three target-domain datasets: FastMRI Zbontar et al. [2018], Brain-
Tumor Chaki and Wozniak [2023], and OASIS Marcus et al. [2007]. FastMRI, developed by Facebook AI Research and
NYU Langone Health, provides k-space data and high-resolution reconstructed images, from which we use T2-weighted
longitudinal scans. The BrainTumor dataset contains multi-modal MRI scans (T1, T2, FLAIR) of brain tumor patients with
tumor type annotations; we utilize its T1/T2-weighted longitudinal scans. From the OASIS-2 longitudinal Alzheimer’s study
dataset, we select MRI scans from cognitively stable subjects as our target data.

B TRAINING AND EVALUATION DETAILS

Our training process consists of three stages: initial training on the out-of-domain (COCO) dataset, followed by fine-tuning
on the in-domain (IXI) dataset and target-domain datasets (FastMRI, BrainTumor, OASIS). Input resolutions are set to
64×64 for COCO and IXI datasets, and 256×256 for target-domain datasets. All experiments are conducted on an NVIDIA
A100-SXM4-40GB GPU with CUDA 12.2. The OOD pre-training and ID fine-tuning stages each require 1 million iterations,
consuming approximately 24 hours per stage on a single A100 GPU, with the best-performing epoch selected for subsequent
analysis. Target-domain fine-tuning continues for 60k-80k iterations until convergence. To maintain consistency with the
baseline architecture, we adopt training hyperparameters similar to those in SR3 Saharia et al. [2022b], as detailed in Table 8.

LPIPS We evaluate the perceptual quality of generated super-resolution images using Learned Perceptual Image Patch
Similarity (LPIPS) Zhang et al. [2018], a neural network-based metric that captures perceptually meaningful image
differences more effectively than traditional pixel-based measures. Our implementation utilizes the VGG backbone for
LPIPS computation, with evaluations conducted across 60 test samples from each target dataset.



Batchsize Iteration LR Dropout Resolution Opt.
COCO

4

1000000

1e-4 0.2

16 → 64

Adam
IXI 1000000

FastMRI 70000
64 → 256BrainTumor 70000

OASIS 70000

Table 8: Training Configuration for Various Datasets for 4× scale SR.

C ADDITIONAL EXPERIMENT RESULTS

C.1 ADDITIONAL VISUAL RESULTS FOR OASIS AND BRAINTUMOR

Table 4 presents performance comparisons between MSP-SR and its ablated variants on the FastMRI dataset. Supplementary
visual results for these experiments are provided in Figures 8, 9, and 10. Additionally, Figure 11 demonstrates visual results
from OASIS Marcus et al. [2007] and BrainTumor Chaki and Wozniak [2023] datasets, complementing the quantitative
analysis in Table 5.

C.2 UNCERTAINTY QUANTIFICATION ANALYSIS

Figure 7 presents the complete sample used for uncertainty analysis in Figures 4 and 3. The visualization consists of two
components: a ground truth MRI image with a highlighted region of interest (left), and sets of inference samples from three
training configurations (right). These configurations include: (1) OOD pre-training + ID fine-tuning + TD fine-tuning, (2)
OOD pre-training + TD fine-tuning, and (3) TD-only training, each represented by five inference samples.

Figure 7: Visualization of Multiple 4× Inference Results Across Different Training Configurations.

D MODEL ARCHITECTURE

In this section, we present our detailed model architecture. We use the same encoder-decoder architecture for denoising
Unet in all three stages. We build our model on top of SR3Saharia et al. [2022b] and ControlNetZhang et al. [2023]. Our
model contains 3 components: the encoder, the decoder, and the ControlNet.

Encoder For input noise level t, the encoder uses positional encoding and 2 MLP layers to produce embedding for the
noise level. The encoder contains an input convolution layer followed by five down-sampling blocks, each containing two



Figure 8: More visualized samples for different frameworks on 2× scale SR task.

res-net blocks. One of the down-sampling blocks contains self-attention. After down-sampling, the encoder has two middle
res-net blocks and one middle attention block. We show detailed model architecture in Tab. 9

Decoder The decoder has a similar structure as the encoder. It includes five upsampling blocks, each containing three
res-net blocks, one of which has self-attention following each resnet block. The decoder also applies an output convolution
layer. We show the detailed model architecture in Tab. 10

ControlNet Following ControlNetZhang et al. [2023], we use an additional branch of the network for better finetuning.
For the ControlNet branch, we use exactly the same architecture as the Encoder, except for the additional zero convolution
blocks. The initial weight of the ControlNet branch is copied from the Encoder, and the zero conv layers are initialized to
output all zeros. The outputs in the ControlNet branch after each zero-convolutions are added to each input of the decoder’s
upsampling block. We show the detailed model architecture in Tab. 11.



Figure 9: More visualized samples for different frameworks on 4× scale SR task.



Figure 10: More visualized samples for different frameworks on 8× scale SR task.

Figure 11: Visualized samples for experiments on OASIS and BrainTumor datasets.
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Table 9: Architecture for Encoder
layers parameters

noise_level_t

PositionalEncoding t = t * exp(-log(1e4) * arange(64)); encoding = (sin(t), cos(t))
mlp in_ch:64, out_ch: 256

Swish activation x*signoid(x)
mlp in_ch:256, out_ch: 64

input Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_1
ResnetBlock in_ch:64, out_ch: 64
ResnetBlock in_ch:64, out_ch: 64

Downsample(Conv2d) in_ch:64, out_ch: 64,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)

downsample_block_2
ResnetBlock in_ch:64, out_ch: 128
ResnetBlock in_ch:128, out_ch: 128

Downsample(Conv2d) in_ch:128, out_ch: 128,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)

downsample_block_3
ResnetBlock in_ch:128, out_ch: 256
ResnetBlock in_ch:256, out_ch: 256

Downsample(Conv2d) in_ch:256, out_ch: 256,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)

downsample_block_4

ResnetBlock in_ch:256, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

ResnetBlock in_ch:512, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

Downsample(Conv2d) in_ch:512, out_ch: 512,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)

downsample_block_5 ResnetBlock in_ch:512, out_ch: 512
ResnetBlock in_ch:512, out_ch: 512

middle
ResnetBlock in_ch:512, out_ch: 512
AttnBlock in_ch:512

ResnetBlock in_ch:512, out_ch: 512



Table 10: Architecture for Decoder

layers parameters

upsample_block_1

ResnetBlock in_ch:1024, out_ch: 512
ResnetBlock in_ch:512, out_ch: 512
ResnetBlock in_ch:512, out_ch: 512

Upsample(nearest_interpolate) scale_factor=2.0
Conv2d in_ch:512, out_ch: 512,kernel=3x3,stride=1,padding=1)

upsample_block_2

ResnetBlock in_ch:1024, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

ResnetBlock in_ch:512, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

ResnetBlock in_ch:512, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

Upsample(nearest_interpolate) scale_factor=2.0
Conv2d in_ch:512, out_ch: 512,kernel=3x3,stride=1,padding=1)

upsample_block_3

ResnetBlock in_ch:512, out_ch: 256
ResnetBlock in_ch:256, out_ch: 256
ResnetBlock in_ch:256, out_ch: 256

Upsample(nearest_interpolate) scale_factor=2.0
Conv2d in_ch:256, out_ch: 256,kernel=3x3,stride=1,padding=1)

upsample_block_4

ResnetBlock in_ch:128, out_ch: 128
ResnetBlock in_ch:256, out_ch: 128
ResnetBlock in_ch:128, out_ch: 128

Upsample(nearest_interpolate) scale_factor=2.0
Conv2d in_ch:128, out_ch: 128,kernel=3x3,stride=1,padding=1)

upsample_block_5
ResnetBlock in_ch:128, out_ch: 64
ResnetBlock in_ch:64, out_ch: 64
ResnetBlock in_ch:64, out_ch: 64

final conv Normalize GroupNorm,num_groups=32, num_channels=512
Conv2d in_ch:64, out_ch: 6, kernel: 3x3, stride: 1, pad: 1



Table 11: Architecture for ControlNet

layers parameters

noise_level_t

PositionalEncoding t = t * exp(-log(1e4) * arange(64)); encoding = (sin(t), cos(t))
mlp in_ch:64, out_ch: 256

Swish activation x*signoid(x)
mlp in_ch:256, out_ch: 64

input Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1
zero_conv Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_1
ResnetBlock in_ch:64, out_ch: 64
ResnetBlock in_ch:64, out_ch: 64

Downsample(Conv2d) in_ch:64, out_ch: 64,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)
zero_conv Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_2
ResnetBlock in_ch:64, out_ch: 128
ResnetBlock in_ch:128, out_ch: 128

Downsample(Conv2d) in_ch:128, out_ch: 128,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)
zero_conv Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_3
ResnetBlock in_ch:128, out_ch: 256
ResnetBlock in_ch:256, out_ch: 256

Downsample(Conv2d) in_ch:256, out_ch: 256,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)
zero_conv Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_4

ResnetBlock in_ch:256, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

ResnetBlock in_ch:512, out_ch: 512
SelfAtt in_ch:512, out_ch: 512

Downsample(Conv2d) in_ch:512, out_ch: 512,kernel:3x3, stride:2, padding=((0,1,0,1),val=0)
zero_conv Conv2d in_ch:6, out_ch: 64, kernel: 3x3, stride: 1, pad: 1

downsample_block_5 ResnetBlock in_ch:512, out_ch: 512
ResnetBlock in_ch:512, out_ch: 512

middle
ResnetBlock in_ch:512, out_ch: 512
AttnBlock in_ch:512

ResnetBlock in_ch:512, out_ch: 512
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