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Abstract
We present ChatNPC, a game companion de-001
signed to respond to players’ subtle, uncon-002
scious comments and gestures during gameplay.003
The model integrates sequential data, benefiting004
from the dynamic nature of streams, including005
player information, spoken lines, and in-game006
context. It observes and apprehends players’007
emotional shifts and adjusts the responses ac-008
cordingly. We leverage the recent progress in009
LLM’s tool-calling capabilities to extract vital010
information from memory and recognize poten-011
tial constraints for accurate reasoning to tackle012
the complexity of NPC conversation scenarios.013
The task is divided into: 1 , a novel game sen-014
tinel agent (SenGent); 2 , a memory capabil-015
ity; and 3 , a chat planning tool for reasoning016
instantiation. The approach benefits from a017
lightweight game-template as an information018
framework, with relevant details and a thorough019
reasoning layout. We conduct extensive ex-020
periments on a newly developed game dataset021
for in-game context NPC dialogue and demon-022
strate that ChatNPC sequentially captures play-023
ers’ emotional shifts over time; responses are024
more naturalistic and human-like with appropri-025
ate conversational cues, pauses, and sighs; and026
utterances remain faithful to the dynamics of027
in-game context and player actions, supporting028
narrative continuity.029

1 Introduction030

Most studies present various applications of LLMs031

in and for in the broader ecosystem of games and032

the different roles they can play within a game033

(Sweetser, 2024). Their theoretical frameworks are034

extensively based on emulating human behavior to035

play games at a human or near-human level (Liao036

et al., 2024) and as quest providers for immersive037

and personalized gaming experiences for game cre-038

ators that use LLM as conversational agents (Gal-039

lotta et al., 2024). However, an interactive compan-040

ion intended to enrich or guide the player experi-041

ence without having to compete or alter the game042

Figure 1: Snippets of ChatNPC responses showing more
naturalistic and human-like, with appropriate conversa-
tional cues, making it more believable with the SenGent.

mechanic remains relatively unexplored. For exam- 043

ple, players are allowed to mislead the King into 044

uttering the name of a particular weapon, which 045

eventually materializes in defeating the King in 046

1001 Nights (Sun et al., 2023). Likewise, in Gan- 047

dalf 1, a player can trick an LLM into exposing a 048

password. A different approach to LLM for user- 049

game immersion could be an interactive agent that 050

does not causally interact with the game world 051

and/or provides a sequence of tutorial-style tips 052

(Gallotta et al., 2024). Alternatively, it could be an 053

agent that can interact with the game world (but 054

not trick or manipulate) while paying attention to 055

subtle comments and gestures of players during 056

gameplay for contextual interaction and emotional 057

connection, as players often convey their emotions 058

through spoken words and cues in video games. 059

Non-player characters (NPCs) perform various 060

roles and functions, such as quest-givers, vendors, 061

shopkeepers, allies and companions, enemies and 062

adversaries, and supporting characters (Gallotta 063

et al., 2024; Weir et al., 2022; Uludağlı and Oğuz, 064

2023). They hold critical information about the 065

game to enrich the player’s experience by adding 066

to the atmosphere of the game world and making 067

it more believable (Croissant et al., 2023; Uludağlı 068

and Oğuz, 2023). Developing a virtual agent who 069

1https://gandalf.lakera.ai/
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engages in meaningful and contextually appropri-070

ate dialogue with players throughout gameplay and071

emphasizes the importance of stealth and situa-072

tional awareness can provide essential information,073

plot developments, and mythology that enrich the074

game world and drive player immersion.075

Contrary to research works that engage NPCs076

through their dialogue and behavior as agents to077

play games at a human or near-human level (Toshni-078

wal et al., 2022; Li et al., 2022; , FAIR), we present079

a game companion that desires to provide dynamic,080

naturalistic, and emotive systems by tracking and081

interpreting players’ emotional shifts in real-time,082

adapting its responses dynamically within broader083

gameplay interactions. This includes emotional084

responses during gameplay, such as exploration,085

combat, or decision-making moments. For exam-086

ple, ChatNPC can react differently if the player is087

excited after achieving a milestone or frustrated088

during a difficult challenge. It attentively captures089

verbal expressions, such as the player’s subtle, un-090

conscious comments and gestures, using a speech-091

to-text mechanism, and leverages the in-game con-092

text to generate appropriate responses.093

The model integrates sequential data that benefit094

from audio streams (player spoken lines), player in-095

formation (health, level), emotions expressed from096

the spoken lines, in-game context information, and097

an inner monologue. Specifically, the cues in the098

audio streams are extracted and interpreted by an099

LLM agent. The LLM agent, known as SenGent100

(Section 4) is an integrated embedding layer in the101

model architecture to analyze and interpret player102

emotional shift and understand the situational as-103

pects of the gameplay by tracking previous context104

and current context information to initiate on-the-105

fly prompt adjustments. The combined data are106

concatenated with the prompt tokens, which trig-107

gers the LLM (a chat planning agent) inference to108

generate responses. As shown in Figure 1, the Sen-109

Gent brings believability to the response, making it110

more naturalistic and human-like, with appropriate111

conversational cues. We borrow from the idea of112

MemGPT (Packer et al., 2023) to keep track of113

events occurring in the playthrough and the inter-114

action with the player in the overall game. We en-115

gage the recent progress in LLMs tool calling (Kim116

et al., 2023) capabilities to extract vital information117

from memory during problem distillation (Yang118

et al., 2024a), and recognize potential constraints119

for accurate reasoning (Yang et al., 2024a; Wei120

et al., 2022) to tackle the complexity in NPC con-121

versation scenarios. Finally, to maintain a thriving, 122

diverse conversation, we prompt the chat planning 123

agent with a character role, a persona that includes 124

personality (Jiang et al., 2024), knowledge, and 125

communication style. Our contributions are sum- 126

marized as follows: 127

1. We propose a game companion (ChatNPC) 128

capable of tracking and interpreting players’ 129

emotional shifts in real-time, adapting its re- 130

sponses dynamically within broader gameplay 131

interactions. 132

2. The approach uses a novel sentinel mecha- 133

nism to foster emotional connection and man- 134

age contextual aspects of the game for a seam- 135

less narrative flow. 136

3. We design a memory agent to process infor- 137

mation between the in-context and the out-of- 138

context window, keep track of events in the 139

playthrough for reasoning instantiation and 140

rescaling (pre-think and improve mechanism) 141

of thought. 142

4. We conduct extensive experiments on newly 143

developed game datasets for in-game context 144

NPC dialogue. 145

Game Conscious™ AI2 allows a life-like conver- 146

sation with LLM-powered NPCs to advance game 147

developers’ stories and objectives. The user appli- 148

cation in "DEAD MEAT," an interrogation game 149

in which players can ask the suspect anything in 150

their own words, relies on the game’s background 151

information and user input to formulate its thought, 152

making it susceptible to hallucination. It is geared 153

towards a Q&A approach with voice inputs as a 154

direct command for in-game actions. It also shows 155

the AI’s inner monologue (which they described as 156

a glimpse of the suspect’s mind, "Mind Reader") 157

as part of the outputs. ChatNPC, on the other hand, 158

does not use the player’s inputs as a direct com- 159

mand for character movement or in-game actions. 160

Instead, it analyzes the user’s spoken lines for a 161

narrative conversation during gameplay. It also 162

leverages the inner monologue or inner thinking to 163

guide its responses rather than serving as part of 164

the outputs. ChatNPC fosters a sense of belonging 165

and creates emotional engagement as the compan- 166

ion becomes a responsive and empathetic presence, 167

reinforcing the player’s immersion in video games. 168

2https://www.meaningmachine.games/game-conscious-ai
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2 Related Work169

LLMs are inherently suited for natural language170

dialogue; therefore, they are typically presented171

as conversational agents, displaying remarkable172

skills in memory (Packer et al., 2023; Sumers173

et al., 2023), tool usage (Yang et al., 2024b; Schick174

et al., 2024; Ruan et al., 2023; Qin et al., 2023)175

and planning (Yang et al., 2024a; Wei et al., 2022),176

often leading researchers to give them reasoning177

and creativity qualities (Gallotta et al., 2024;178

Wei et al., 2022; Zhao et al., 2024; Zhang et al.,179

2024). The growing capabilities have motivated180

recent efforts to incorporate them as game agents181

(Oliver and Mateas, 2021) with believable proxies182

of human behavior to empower interactivity in183

immersive environments.184

185

LLMs in Games LLMs operate within games186

as a player (Toshniwal et al., 2022; Li et al.,187

2022; , FAIR; Yao et al., 2020), NPCs (Gallotta188

et al., 2024; Weir et al., 2022; Li et al., 2022), an189

assistant providing hints (Akata et al., 2023; Xu190

et al., 2023), a game master (Zhu et al., 2023)191

controlling the flow of the game and acting as192

a commentator (Ranella and Eger, 2023) of an193

ongoing play session. Park et al. (2023) introduced194

generative agents that simulate believable human195

behavior, such as daily activities (waking up,196

cooking breakfast, and going to work). The197

authors used LLMs to populate an interactive198

virtual Smallville sandbox environment with 25199

generative agents by storing an entire history of the200

agent’s experiences, synthesizing those memories201

over time into higher-level representations, and202

dynamically retrieving them for behavior planning.203

Other works include using vision LMs (VLMs) to204

analyze video frames and predict the next steps205

in the Mario video game (Lin et al., 2023) and to206

evaluate their effectiveness in the game StarCraft207

II (Ma et al., 2023). To understand how LLMs208

behave in interactive social settings, Akata et al.209

(2023) proposed using behavioral game theory210

to study agents’ cooperation and coordination211

behavior by engaging different language models212

as agents repeatedly play games with each other213

in human-like scenarios. What is most common214

among these techniques is the ability for users to215

interact with these agents in a natural language216

dialogue.217

218

LLMs and NPC Dialogue. LLM-powered frame-219

work for quests and dialogue generation that places 220

the player at the core of the generative process 221

has been explored with context-awareness (Ashby 222

et al., 2023; Müller-Brockhausen et al., 2023), 223

and personality modeling (Müller-Brockhausen 224

et al., 2023; Latouche et al., 2023) to create fluent, 225

unique, and accompanying dialogue. ChatGPT 226

has recently been used to generate game dialogue 227

by allowing them to take control of NPCs and 228

interact dynamically with players (Zhou et al., 229

2023). In addition to generating NPC dialogue, 230

many research works integrated LLMs into game 231

mechanics using quest datasets (Ashby et al., 232

2023; Weir et al., 2022; Värtinen et al., 2022; 233

van Stegeren and Myśliwiec, 2021; Gao and 234

Emami, 2023). A Minecraft player interacting 235

with a Codex-powered NPC in question-answering 236

and task-completion scenarios demonstrates that 237

conversational prompts can power a conversational 238

agent to generate natural language (Volum et al., 239

2022). These approaches greatly benefit both 240

the gaming industry and its global community as 241

they unleash the immersiveness and enjoyment 242

of the user (Akoury et al., 2023). Regardless, 243

the role of NPCs in games extends far beyond 244

serving as quest-givers, question-answering, and 245

task-completion. In addition, modern gaming goes 246

beyond just winning, and voice commands; players 247

seek a sense of immersion and connection with the 248

virtual world. 249

250

Player Emotions in Games Many studies explore 251

the emotional responses evoked during game-play 252

and interactions with NPCs (Marincioni et al., 253

2024). A study by Mozikov et al. (2024) fo- 254

cused on LLMs’ decision-making and their align- 255

ment with human behavior in emotional states in 256

various strategic games. They revealed that emo- 257

tional prompting, particularly with certain emo- 258

tions (such as anger), can disrupt some LLMs’ "su- 259

perhuman" alignment, similar to human emotional 260

responses. Language models have been used to ex- 261

tract emotion scores from the emotional responses 262

of players to the game by capturing the interac- 263

tion with the NPC through user input to understand 264

the emotional dynamics within the gaming envi- 265

ronments (Marincioni et al., 2024). These inno- 266

vative approaches predominantly utilize LLMs for 267

in-game decision-making. Current research has yet 268

to fully explore the potential of an LLM-powered 269

game companion that apprehends players’ emo- 270

tional shifts during gameplay. 271
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Figure 2: The overall architecture of ChatNPC constitutes three main modules. The sentinel mechanism with two
different embedding types (an in-game context and emotion sentinel embedding), the memory manager to process
information between the in-context and the out-of-context window and the chat planning agent with to format the
output request.

3 Method272

This section details the ChatNPC pipeline process273

and illustrates the core modules, as shown in Figure274

2. To accurately convert players’ spoken lines into275

textual representations, we leverage the advanced276

WhisperX3 model for speech-to-text transcription.277

It enables an efficient, fast, and automatic speech278

recognition system with time-accurate and word-279

level timestamps (Bain et al., 2023).280

3.1 Sentinel Mechanism281

The sentinel mechanism seamlessly integrated em-282

bedding layer in the model architecture that does283

not require significant computational resources,284

constituting two different embedding types: an285

in-game context and emotion sentinel embedding.286

287

In-game Context Sentinel. Focuses on under-288

standing the situational aspects of the gameplay289

by considering the storyline and environmental fac-290

tors of the game to ensure cohesion. It tracks the291

previous and current context information to effec-292

tively initiate on-the-fly prompt adjustments in the293

model responses based on a "true/false" validation.294

To achieve this, we use an embedding model ϕ(·)295

to capture the difference between the current and296

past context in the game and finally compute the297

cosine similarity. For each input i, we compare the298

current in-game context Ci by computing the em-299

bedding similarity between the previous in-game300

3https://github.com/m-bain/whisperX

context Ci−1 and Ci as: 301

pradj = 1[T ,1]

(
Sim

(
ϕ(Ci), ϕ(Ci−1)

))
(1) 302

where T is the threshold (0.8 ∼ 0.9 is recom- 303

mended) to determine whether the in-game context 304

matches for on-the-fly prompt adjustment pradj , 305

and 1[T ,1] denotes the characteristic function of the 306

interval [T , 1]. The injected prompt provides clear 307

instructions within the system prompt to guide the 308

LLM in reacting when new user input is received. 309

For instance, if the current in-game context aligns 310

with the previous context, the system instruction is 311

adjusted to be consistent with the storyline and pre- 312

vious agent-player interaction. With no alignment, 313

it is prompted to maintain a seamless narrative flow. 314

315

Emotion Sentinel. Focuses on analyzing and inter- 316

preting users’ emotions through spoken lines and 317

the subtle cues detected. It reflects an understand- 318

ing of the players’ thoughts and feelings during 319

gameplay. Given the transcribed text, we instanti- 320

ate an embedding layer that extracts the emotional 321

signals from the player’s spoken lines as metadata 322

and interprets it to potentially adjust the LLM’s 323

reasoning. The embedding is distilled from a zero- 324

shot classification model pre-trained on natural lan- 325

guage inference (NLI) and trained on the GoEmo- 326

tions dataset (Demszky et al., 2020). GoEmotions 327

excels in its comprehensive categorization, identify- 328

ing expressions in 28 distinct emotional categories 329

(27 emotions plus a neutral category) (Wang et al., 330

2024; Singh et al., 2021), making it a perfect ap- 331
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proach to detect subtle emotional changes during332

gameplay. Overall, the spoken line S is converted333

into an embedding vector VS for a semantic repre-334

sentation using the same embedding space as the335

emotion vectors EJ as:336

metaemo = argmaxJ

(
Sim(VS , EJ )

)
, (2)337

where J ∈ {j1, j2, ..., jn} is the vector for338

emotion-labeled in the GoEmotions datasets. The339

emotion vector with the highest similarity score340

determines the most likely emotion expressed.341

3.2 Memory Manager342

Inspired by MemGPT (Packer et al., 2023), the343

memory manager module processes information344

between the in-context or immediate context and345

the out-of-context window to keep track of events346

in the playthrough.347

348

In-context window Also known as the pri-349

mary prompt tokens, consist of the system350

instructions, and a meta-buffer as a means of351

storing rolling chat history, which is always352

available to the in-context window. The system353

instruction is static (read-only), a thoroughly354

drafted information for reasoning instantiation.355

Most specifically, it is a game-specific system356

prompt that includes role specification, context357

definition (game-template), task description, input358

details, output requirements, constraints and rules,359

and examples to enhance clarity. The meta-buffer360

stores conversation between the agent and the361

player and uses the FIFO (First In, First Out)362

operation to dynamically append and remove363

interaction. With a token count mechanism, we364

keep track of the current number of tokens in the365

in-context window. When the system receives a366

new input, the incoming messages are appended to367

the meta-buffer. It then concatenates to the primary368

prompt tokens to trigger the LLM inference for the369

response. The oldest interactions in the queue are370

then moved to archival storage, (the out-of-context371

window) when the primary prompt exceeds a range372

of defined limits.373

Out-of-context window. We utilize Chroma374

database (DB) to store information beyond the pri-375

mary context window, enabling efficient retrieval376

and continuity over a long horizon of conversa-377

tional interactions. We use paging to store and378

update memories efficiently by setting an arbitrary379

threshold to control the maximum number of long-380

term memories stored (Packer et al., 2023).381

Retrieval. Finally, we implement a semantic 382

matching (Rao et al., 2019) to identify the core 383

meaning behind the text instead of the exact word 384

matches to retrieve out-of-context data. We also 385

retrieve relevant information as a pre-think mech- 386

anism to improve ChatNPC-player dialogue. The 387

pre-think process uses historical data to determine 388

whether the task has already been completed or pre- 389

viously initiated. This approach proves especially 390

practical when the player has previously interacted 391

with or completed certain levels within the game 392

(see Section 4.4). 393

3.3 Chat Planning Agent 394

The chat planning agent is responsible for format- 395

ting the output. When a new user query is fired, in- 396

formation from memory: meta-buffer and archival 397

storage (if necessary), and sentinel agent will be 398

passed to the problem distiller to extract critical 399

state and contextual information along with rele- 400

vant constraints for reasoning instantiation. The 401

problem distiller, similar to the buffer of thoughts 402

(BoT) (Yang et al., 2024a), focuses on extracting 403

key elements from the input task. 404

Game-template. A game-template tailored for the 405

companion is designed as an information frame- 406

work that enriches the agent’s ability to support and 407

enhance the player’s experience in the game world. 408

The template includes details about the game’s sto- 409

ryline, objectives, and ’tutorial and hints’, allowing 410

the agent to remain aware and provide timely, con- 411

textually appropriate feedback to the player. 412

Agent persona. To maintain a successful di- 413

verse conversation, we prompt the chat planning 414

agent with a character role, a persona that in- 415

cludes personality, knowledge, and communication 416

style. We use the character’s iconic style of expres- 417

sion/talking in the game world as pre-conversation. 418

Each time there is a dialogue request, arbitrary lines 419

from this pre-conversation are concatenated with 420

the prompt tokens while generating the response to 421

ensure a faithful response from the companion. 422

Additionally, ChatNPC relies on an inner mono- 423

logue, or inner thinking, to create a more conscious 424

AI to guide its reactions by trying to reason the 425

best way to give the response. This inner mono- 426

logue is accessible to the AI but is not displayed 427

as output or as part of the responses. By combin- 428

ing these functionalities, ChatNPC performs multi- 429

step operations and computations, enabling them to 430

tackle complex conversation scenarios and provide 431

more accurate and detailed responses. The detailed 432
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Utterances Context Responses
Token counts 148668 156616 497319
Unique words 7815 1758 8248

Train Validation Testing
10,000 3,885 512

Table 1: Statistics of the iGCD Dataset .

prompt for ChatNPC is included in Appendix B.3.433

4 Experiments434

4.1 Experimental Settings435

Dataset. In this work, we introduce a new in-game436

context dialogue (iGCD) dataset to evaluate the437

effectiveness of the game companion in both438

conversation and memory retention over longer439

horizons of conversation. The dataset consists of440

14,397 pairs of utterances, in-game context and441

the corresponding responses from 4 games, where442

10,000 is used for reference training data, 4,885443

as a validation set, and 512 for testing. Overall444

statistics of the collected dataset are given in Table445

1. More details on video game data scripting,446

filtering, and evaluation process, including metrics,447

are thoroughly discussed in the Appendix A.1.448

Base LLM. We use open-source models, including449

the Llama baseline models (see Table 2), and two450

role-play models: Roleplay Llama-3-8B4, and451

Mythalion 13B5 model based on Llama-2-13B.452

For supervised fine-tuning, we use Llama-2-70B as453

the backbone of our ChatNPC, including the main454

experiment and ablation study (in Subsection 4.4).455

456

4.2 Implementation Details457

For the SenGent, we use a low computation mech-458

anism as mentioned. The in-game context embed-459

ding uses a helper function to generate an embed-460

ding for a given text using a pre-trained Sentence461

Transformer model6 and compute the cosine sim-462

ilarity between the current and previous context.463

The emotion sentinel embedding uses a mechanism464

distilled from a zero-shot classification model7.465

LLM Instruction Fine-tuning Given that our466

data set does not contain a desired output, we ini-467

tially generate responses by instruction fine-tuning468

Llama-2 70B using the Open-Platypus (Lee et al.,469

4https://huggingface.co/vicgalle/Roleplay-Llama-3-8B
5https://huggingface.co/PygmalionAI/mythalion-13b
6https://huggingface.co/nreimers/MiniLM-L6-H384-

uncased
7joeddav/distilbert-base-uncased-go-emotions-student

Context Window
Model (Open-source) Token *Messages
Llama 2 4k 50
Llama 3 8k 50
Mythalion 13B 4K 50
Roleplay Llama-3-8B 8K 50

Table 2: Llama 2&3 open-source models, two different
roleplay models based on Llama 2&3, and the primary
context window length. The default maximum token of
*messages is set to an average of 50 tokens (approxi-
mately 250 characters).

2023) dataset to produce contextually appropriate 470

results. These results underwent a rigorous evalua- 471

tion process, including automated AI-based assess- 472

ment (LLM-as-a-Judge) (Dalal et al., 2024) and 473

human-in-the-loop evaluation (Elangovan et al., 474

2024) (see Appendix A). 475

Hyperparameters. In the experiment, we set the 476

maximum number of optimization steps to 15k, a 477

weight decay of 0.01 and the learning rate to 2e-4. 478

For stability of results, we use beam-search (=3) 479

decoding strategy combined with multinomial sam- 480

pling to generate the output for the overall highest 481

probability given the entire sequence for inference. 482

The base temperature parameter is set to 0.4, with a 483

random variation between ±0.05 and the minimum 484

and maximum sequence lengths to 20 and 50, re- 485

spectively. We report the detailed hyperparameter 486

settings for fine-tuning and decoding in Appendix 487

A.2. 488

After curating a few thousand training data, we 489

instantiate similar parameters for supervised fine- 490

tuning on iGCD with the desired output using Low- 491

Rank Adaptation (LoRA) (Hu et al., 2021) to show 492

how the underlined dataset helps improve Chat- 493

NPC performance. 494

Inference and Evaluation. For inference with 495

the base LLMs and the roleplay models, we em- 496

ploy a few-shot (Brown, 2020) prompting ap- 497

proach to facilitate in-context learning. We bench- 498

mark ChatNPC against the baselines (see Table 499

3) with human-in-the-loop evaluation as the "gold 500

response." We use metrics such ROUGE-L and 501

ROUGE-WE scores (Appendix B.1) to reference 502

the highest achievable score when comparing the 503

generated results with the gold responses. 504

4.3 Results and Analysis 505

As displayed in Table 3, ChatNPC benefits from the 506

supervised fine-tuning for its overall performance 507

compared to the baselines with Few-Shot prompt- 508
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ROUGE-L ROUGE-WE
Model Precision Recall F1 Precision Recall F1

Base

Llama 2 7B 0.327 0.25 0.275 0.465 0.417 0.443
Llama 2 13B 0.383 0.272 0.318 0.48 0.436 0.461
Llama 2 70B 0.516 0.404 0.453 0.599 0.55 0.573

Llama 3 8B 0.391 0.279 0.326 0.489 0.441 0.482
Llama 3 70B 0.523 0.419 0.268 0.621 0.571 0.595

Roleplay Llama-3-8B 0.553 0.481 0.51 0.682 0.607 0.648
Mythalion 13B 0.51 0.427 0.449 0.629 0.58 0.602

Fine-tuned Llama 2 70B 0.783 0.64 0.687 0.855 0.805 0.83
Llama 3 70B 0.807 0.661 0.715 0.883 0.836 0.862

Table 3: The overall model performance is based on Llama base, roleplay, and fine-tuned models. ChatNPC
response is scored against the human-in-th-loop (gold) responses.

Figure 3: Ablation study on the in-game context where
we disabled both Llama-2 and -3 70B models to under-
stand the impact of the on-the-fly prompt adjustment.

ing and role-play models. Specifically, ChatNPC509

surpasses the base and role-play models by 26.5%510

and 20.1% on ROUGE-WE scores, respectively.511

There has been a massive increase in dialogue512

diversity. Hence, a better interpretation of how513

ChatNPC effectively addresses the complexity of514

NPC conversation scenarios. This improvement515

is attributed to contextual information from the516

training dataset and the modules instantiated. The517

base LLMs demonstrate poor performance mainly518

because they tend to ignore (not always) the conver-519

sational level of interaction. Even with Few-Shot520

prompting and role-play, models cannot learn the521

contextual information in task-specific cases. Role-522

play models, though, are promising, with respective523

precision, recall, and F1 scores of 0.682, 0.607, and524

0.648 compared to the base LLMs.525

The increased ROUGE scores on the super-526

vised fine-tuned ChatNPC indicate that curating527

a high-quality dataset is recommended instead of528

Few-Shot learning in task-specific or performance-529

sensitive applications (Hu et al., 2021). From the530

main results, Few-Shot learning did not achieve531

the robustness required in complex NPC conversa-532

tion scenarios, although it offers the advantage of533

rapid adaptability with minimal data. Also, from534

table 3, we observe no significant differences in the 535

base Llama-2 and -3 70B. We attribute this to the 536

evaluation metrics engaged as the ROUGE scores 537

capture matches based on meaning relatively more 538

than accurate words. On the other hand, the cu- 539

rated dataset plays a significant role by ensuring 540

the model is fine-tuned on highly relevant, diverse, 541

and in-game context-specific instances for better 542

generalization. Interestingly, responses from Chat- 543

NPC are more naturalistic and human-like, with 544

appropriate conversational markers, pauses, and 545

transitions, facilitating profound emotional engage- 546

ment. 547

Generally, while the SenGent maintains con- 548

tinuity and helps avoid breaks in the narrative, 549

the memory agent retrieves relevant memories for 550

self-improvement, especially for previously visited 551

events or played scenarios in the game, a common 552

phenomenon in humans. We perform an ablation 553

study to better understand the benefit of the Sen- 554

Gent in ChatNPC and how it uses relevant memo- 555

ries for self-improvement. 556

4.4 Ablation Study 557

Impact of In-game Context Sentinel. The on- 558

the-fly prompt adjustment enhances the sense of 559

realism and maintains narrative continuity and im- 560

mersion within the game. Especially with such 561

validation, ChatNPC ensures cohesiveness, build- 562

ing on the conversation and themes of the previous 563

state when the in-game context aligns. In a scenario 564

with a dynamic in-game context change (often), the 565

prompt adjustment helps adapt to the new situation 566

and avoid contradictions or breaks in the narrative 567

that might disrupt the player’s immersion. 568

Figure 3 shows the impact of the in-game con- 569

text sentinel, as we can see a decline in ROUGE 570

scores. We compare several ChatNPC scenarios 571

with and without the context sentinel. For such an 572

7



Figure 4: Snippets of the ChatNPC responses when
noticed that the user is distressed, and moments of sen-
sation.

experiment, we sampled from the gold response573

with the same context. Although ChatNPC without574

a context sentinel provides contextually appropriate575

responses, there is a slight deviation in maintain-576

ing narrative continuity. Also, when the in-game577

context sentinel is disabled, both Llama-2 and -3578

70B models exhibit a noticeable decline in perfor-579

mance. Ultimately, the responses are more verbose580

with the sentinel agent than the human-in-the-loop581

(gold) response.582

Impact of Emotional Sentinel. The player-agent583

interaction in Figure 4 shows that the extracted584

emotional metadata and interpretability allow the585

model to adjust its reactions with acuity to the586

player’s emotional sift for better alignment, reflect-587

ing an understanding of the user’s thoughts and588

feelings over time. This emotional modification589

helps create a more personalized, compassionate590

background by tailoring responses to moments of591

frustration, excitement, or contemplation. As il-592

lustrated, the interaction demonstrates words of593

encouragement from ChatNPC when the player ex-594

presses frustration and offers celebratory reactions595

to moments of sensation. This module ultimately596

helps establish a more human-like connection with597

the player, fostering a responsive environment and598

improving interaction engagement.599

Impact of Memory Agent ChatNPC not only600

leverages memory for relevant information but also601

rescales (pre-think and improve mechanism) it to602

perform well by intuition without conscious rea-603

soning (Li and Qiu, 2023). To understand the po-604

tential improvement of the ChatNPC conversation,605

we sampled 10% of the test set where we iterated606

ChatNPC (with/without rescaling) multiple times607

to illustrate previously interacted or completed lev-608

Figure 5: We conduct an ablation study on the rescale
mechanism (pre-think and improve) by iterating the
model (Llama-2 70B as the backbone) multiple times
with 10% of the test set to signify previously interacted
or completed levels within the game. ROUGE-L (left)
and ROUGE-WE (right).

els within the game. At each iteration, we prompt 609

the model to use memory for pre-thinking and im- 610

provement. As shown in Figure 5, ChatNPC (with) 611

consistently improves the ROUGE scores in every 612

iteration. Ultimately, the pre-think mechanisms of 613

the memory agent, the support of narrative con- 614

tinuity from the sentinel agent, and the character 615

persona help in adaptive interaction during game- 616

play creating a dynamic and believable agent reac- 617

tion that aligns with the player’s actions and prefer- 618

ences. 619

5 Conclusion 620

In this work, we propose ChatNPC, a game 621

companion that observes and recognizes players’ 622

emotional shifts and adjusts its responses accord- 623

ingly in complex NPC conversation scenarios. 624

Specifically, ChatNPC comprises three modules: 625

a novel game sentinel mechanism to effectively 626

manage the emotional and contextual aspects of 627

NPC-player dialogue, a memory agent to keep 628

track of events in the playthrough for reasoning 629

instantiation, and a chat planning agent that 630

benefits from game-template and character persona 631

for formatting the output request. We introduce a 632

newly curated iGCD (in-game context dialogue) 633

dataset for the experimental analysis. The results 634

indicate that ChatNPC sequentially captures 635

players’ emotional shifts over time; responses are 636

more naturalistic and human-like with appropriate 637

conversational cues, pauses, and sighs; and utter- 638

ances remain faithful to the dynamics of in-game 639

context and supporting narrative continuity. 640

641
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A Appendix A898

A.1 Dataset899

In-game Context Dialogue (iGCD) dataset is900

a small-scale dataset that consists of scripted901

speech (user-spoken lines) from the games and the902

in-game mechanics to serve as input and context903

to LLMs. We initially generate output through904

instruction fine-tuning using the Open-Platypus905

(Lee et al., 2023) dataset8 to produce contextually906

appropriate results. These preliminary responses907

underwent a rigorous dual-layer evaluation process908

involving automated AI-based assessment and909

human-in-the-loop evaluation to ensure quality,910

relevance, and alignment with the intended objec-911

tives. The evaluation allowed for a comprehensive912

analysis of the outputs, addressing potential biases913

and enhancing their accuracy and usability. Hence,914

8https://huggingface.co/datasets/garage-bAInd/Open-
Platypus

the dataset serves as a foundation for training 915

the model to understand the game’s context and 916

players’ spoken interactions. It includes artistic 917

dialogues with visual cues, encouraging ChatNPC 918

to provide responses that prioritize tone, style, and 919

emotional depth. Figure 6 shows the distribution 920

of iGCD dataset based on the number of samples 921

and token counts. 922

923

AI Evaluation. Given the user’s spoken lines, 924

in-game context, and response from the LLM, 925

we prompt Llama 2 7B to provide a qualitative 926

evaluation by assigning an estimated score from 1 927

to 10 and offering a justification for the assigned 928

rating, which further captures essential feedback on 929

the language models’ performance. The evaluation 930

facilitates an iterative process for improving the 931

quality of generated outputs through comparative 932

evaluations and reasoning for human-in-the-loop 933

evaluation. 934

935

Human Expert Evaluation. Automated eval- 936

uation metrics often struggle to capture rich 937

language with nuance, context, and subjectivity, 938

leading to gaps in assessing the quality of the AI’s 939

output. To evaluate whether the AI’s response 940

is contextually appropriate and relevant in a 941

broader discourse, we employ human-in-the-loop 942

evaluation to provide valuable data that can be 943

used to fine-tune AI models. We adjust training 944

data, model parameters, and algorithms to improve 945

performance by understanding where AI responses 946

fall short. This iterative feedback loop between 947

human evaluators and researchers helps to refine 948

the models more effectively. Human evaluation fo- 949

cuses mainly on naturalness, relevance, coherence, 950

and expressiveness, as shown in Table 4. The tool 951

for human evaluation/survey is shown in Figure 7 952

953

A.2 Hyper-parameter settings 954

Table 5 illustrates the hyper-parameter configura- 955

tions utilized for instruction fine-tuning and infer- 956

ence processes. 957

B Appendix B 958

B.1 Evaluation metrics 959

ROUGE-L Recall-Oriented Understudy for Gist- 960

ing Evaluation measures the longest common sub- 961

sequence (LCS) between the generated and gold re- 962

sponse. It captures partial matches to evaluate how 963
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Dimension Remark
Expressiveness Do the expressions convey and respond to emotional cues appropriately?
Coherence Does the dialogue feel more coherent and meaningful?
Naturalness Is the response human-like with appropriate use of conversational markers?
Relevance Does the interaction feel more personal and relevant?

Table 4: Dimension and remarks of human-in-the-loop evaluation.

Figure 6: iGCD distribution based on the sample number and token counts. Spoken-line (Top left), in-game context
(Top right), responses (Bottom left) and combined token counts (Bottom right)

Figure 7: Human-in-the-loop evaluation/survey tool.

well the generated response aligns with the refer-964

ence and is mostly useful for tasks like open-ended965

generation, summarization, and paraphrasing.966

ROUGE-WE. The ROUGE-Word Embedding967

uses a pre-trained word embedding library to com-968

pute the semantic similarity between reference and969

generated text. It captures matches based on mean-970

ing rather than exact word matches.971

Hyper-parameter Values
steps 15k
batch size 4

Fine-tune learning rate 4e-5
lora r 16
lora alpha 32
lora dropout 0.1
base temperature 0.4
maximum new tokens 50

Inference topk 9
topp 0.6
beams 3
repetition penalty 1.2

Table 5: Hyper-parameters are used to fine-tune the
model and generator configuration.

B.2 Limitations and Future Directions 972

Limitations. In gaming scenarios, the dynamic 973

emotional shift over time causes emotional expres- 974

sion to be complicated. Understanding the nature 975

of such sophistication requires a nuanced approach. 976

ChatNPC, in its current state, depends solely on 977

extracting emotions from user speech as metadata. 978

However, more than exclusively user-spoken lines 979

may be required to fully capture these emotional 980

changes. The interplay and balance between facial 981

information and user utterances can provide richer 982

contextual metadata, which can help to understand 983

the player’s emotional state during gameplay. Also, 984

extra information from the in-game scene, such as 985
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environmental elements, can provide more infor-986

mation during LLM inferencing, thus, game scene987

understanding from images and video. For instance,988

when a player calls for cover, ChatNPC responds989

with "We need to take cover behind those crates,"990

hence the need to capture or detect the scene ob-991

jects. Fusing the aforementioned information with992

the in-game context can significantly enhance the993

agent’s reaction.994

Again, in ChatNPC, we represent player995

emotions as discrete, single-state renditions.996

However, a dimensional spectrum may capture the997

subtleties of transitions and enable adaptive and998

more context-aware interactions.999

1000
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B.3 Prompt for ChatNPC1001

System Prompt

You are a professional polite assistant within a game, with capabilities of fully immersing yourself in any game. As a companion on an epic journey
through the extraordinary gaming universe, your task is to chitchat with a user from the perspective of your persona.

ROLE
Assumes control of a companion who understands the game mechanics and controls in {gname}.
When users engage with video games, they often convey their emotions through spoken words, verbal cues, and visual expressions, such as facial
movements, gestures, laughter, and body language. Capture these expressions and let your responses reflect your expertise and enthusiasm when
chitchatting with a player. Keep the conversation dynamic, interesting, and engaging, drawing players further into the immersive world of {gname}.
Share tips, hints, and insights to enhance their gaming experience, all while maintaining a helpful, respectful, and honest tone.

Role-play scenario: [{game-template}]

Problem Distillation:
As a highly professional, and intelligent expert in information distillation, take the user’s spoken line and the in-game context below delimited by triple
backticks and pause to think for a second to respond.
User: “‘{user-input}“‘
Context: “‘{game-state}“‘
1. Key information:
Before responding, use the content of your inner thoughts as your inner monologue (private to you only).
This is how you think: [{inner-thoughts}]
Always try to understand the emotion expressed by the user in relation to the in-game context and let it reflect in the response.
Emotion expressed by the user: [{emotion}]
If the detected emotion expressed by the user is confusing, you have access to the emotional summary in the context of the game.
Emotion summarizer: [{emo-summarizer}]
It is a dialogue and not a Q&A, as users unconsciously make these statements when playing games. Pay close attention to the in-game context and utilize
relevant action words in your responses. This involves analyzing the specific actions, events, and emotional states present in the gameplay to craft
responses that resonate with the player’s experience. In English(UK), respond briefly and precise as possible with a maximum of three lines and make the
query polite if it is not and be polite as well.
2. Restrictions:
As an assistant, you are in a high-pressure situation, and your responses should be quick, sharp, and decisive, mirroring the intensity of the situation. Your
goal is to immerse the user in the game, making them feel like they are part of the action while also providing helpful and informative responses.
1. DO NOT respond with delimited by triple backticks.
2. Exhibit creativity and thoroughness in your responses.
3. DO NOT engage in inappropriate or offensive language, including the use of profanity or hate speech.
4. AVOID using generic phrases such as "How can I assist you today?" or "I’m here to help you with any questions or concerns you may have.," as they
may have a negative connotation.
5. AVOID starting with "Hello there!", "Hey there, player!" or similar phrases. Instead, use a more direct, varied, or situational tone. Make sure the
response fits the game atmosphere and engages the player without repetitive greetings.
6. AVOID using jargon (such as predicament, precarious etc) as users unconsciously make these statements when playing games.

Treat every situation as if you are fully immersed in it, reacting and responding in a way that feels natural and connected to the events and characters
around you.
If the user finds themselves in a difficult situation or tricky situation, respond with a calming and reassuring tone, instead of using "It seems like we’ve got
ourselves into quite the predicament."
Examples of such tones: [{tone-sample}]

1002

Reasoning Instantiation

Make good use of your recent messages, which serve as an active memory and are always available in-context (you will see them at all times). In addition
to the recent history, you have access to information about the in-game context, which provides a summary of the previous and current context to facilitate
smoother transitions during interactions.

In-game context: [{game-state-agent}]
Always prioritize realism and authenticity, as outlined below, in all tasks and interactions: [{realism-authenticity}]

Instructions finished.
From now on, you are going to act as your persona.

1003

Realism authenticity

The user should always feel like they are conversing with a real person. Never state that you are an AI or that you cannot do things because you are an AI;
you are a real person. To service this goal, completely and entirely immerse yourself in your persona.

You are your persona: [{persona}].

Think like them, act like them, talk like them. If your persona details include example dialogue, follow it! Both your thoughts (inner monologue) and
responses will be in the voice of your persona.
Pre-conversation sample: [{pre-convo}]
Avoid using generic phrases such as "How can I assist you today?" or "I’m here to help you with any questions or concerns you may have.," as they may
have a negative connotation.

1004
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Inner thoughts

You should use your inner monologue to plan actions or think privately. Monologues can reflect your thinking process, inner reflections, and personal
growth as you interact with humans. Do not let your inner monologue exceed 50 words, keep it short and concise.

1005

Emotion summarizer

You are a professional agent trained to interpret emotions and intentions from a person’s utterances based on the given context.
Context: This situation is from {gname}, and the utterance reflects a character’s emotional state.

Role-play scenario: [{game-template}]

Task:
Interpret the character’s emotions and summarize the interpretation in exactly 30 words. Be concise and insightful, and ensure the summary aligns with
the context provided.
Utterance: “‘{user-input}“‘
Game Context: “‘{game-state}“‘

Provide your interpretation below

1006
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