
HAC: The Hacker-Cup AI Competition

Weiwei Yang∗ Mark Saroufim Joe Isaacson Luca Antiga Greg Bowyer
Driss Guessous Christian Puhrsch Geeta Chauhan Supriya Rao Margaret Li

David Harmeyer Wesley May

Abstract

We are launching the first AI track for the popular Meta Hacker Cup programming
competition, designed to assess the capabilities of Generative AI in performing
autonomous code generation tasks. We aim to test the limits of AI in complex
coding challenges and measure the performance gap between AI systems and
human programmers. We will provide access to all Hacker Cup problems since 2011
alongside their respective solutions in a multimodal (image and text) format, and
utilize the existing Hacker Cup infrastructure for competitor evaluation. Featuring
both "open evaluation, open model" and "open evaluation, closed model" tracks,
this competition invites diverse participation from research institutions of varied
interests and resource constraints, including academic labs, AI startups, large
technology companies, and AI enthusiasts. Our goal is to develop and democratize
meaningful advancements in code automation with the very first open evaluation
process for competitive AI programmers.
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1 Competition description

1.1 Background and impact

Generative AI has shown significant promise in code generation, with tools such as GitHub’s
Copilot and Amazon CodeWhisperer finding widespread adoption and integration into development
environments to enhance programmer productivity. This phenomenon is the result of a recent
emergence of language models (LMs) capable of generating code, whether specialized, such as
OpenAI’s Codex(Chen et al., 2021), Salesforce’s CodeT5(Wang et al., 2021), and Meta’s Code Llama
(Rozière et al., 2024), or general-purpose models with coding generation like Mistral 7B(Jiang et al.,
2023) and Phi(Li et al., 2023).

A natural arena for evaluating such code generation models, competitive programming has a long
history as a mind sport that tests reasoning, abstraction, mastery of symbolic languages, critical
thinking, and the ability to perform under time pressure. Competitions like Hacker Cup, Codeforces,
and TopCoder pit contestants against one another to solve challenging problems. The interest in
applying AI to coding competitions has grown, as seen with systems like AlphaCode(Li et al.,
2022) and AlphaCodium(Ridnik et al., 2024) participating in events like Codeforces. However, no
dedicated AI track has been established yet in these competitions, representing a missed opportunity
for advancing AI in code generation.

As organizers, we pursue a goal similar to our 2023 NeurIPS LLM Efficiency Challenge: furthering
the democratization of AI and encouraging the development of human-level AI programming ability.
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To this end, we are introducing a dedicated AI track in the Meta Hacker Cup competition at NeurIPS.
Meta Hacker Cup, formerly known as Facebook Hacker Cup, is an annual international programming
competition that has attracted thousands of competitors since 2011, who are rewarded with prestige
and cash prizes. The competition spans five rounds over several months, with live streams providing
commentary and results.

The AI track will follow a format consistent with the human track, with five rounds of coding problems
of increasing difficulty presented across two months from mid-September to early December. Human
and AI tracks will receive the same challenge problems at the same time. Human and AI participants
will be ranked independently within their tracks by their correctness and include partial credit. Two
parallel AI tracks are planned: an "open evaluation, open model" track limited to a single A100 GPU,
building on learnings from the 2023 NeurIPS LLM Efficiency Fine-tuning Challenge; and an "open
evaluation, closed model" track where challenge questions are submitted to closed model hosts. This
dual-track approach balances the goals of making AI accessible to those with limited resources and
significantly advancing AI code generation capabilities.

Effective competitive coding AI systems need to understand specifications in natural language, read
diagrams, design algorithms, generate code, interact with runtimes, and debug. This comprehensive
skill set exceeds the abilities of current foundational models - for example, GPT-4(OpenAI et al.,
2024) could only solve the simplest 2023 Hacker Cup practice problem using a basic zero-shot chain-
of-thought prompting strategy 4.1. A performant system may require combining specialized coding
techniques such as adaptable pretraining, data curation, efficient fine-tuning, retrieval augmentation,
tool use, multi-agent approaches, and advanced prompting - all areas of active research in the AI
community.

This competition welcomes diverse participants, from well-resourced institutions in the closed
model track to enthusiasts in the open model track. Unique features like ranking AIs alongside top
competitive coders and live commentary are expected to generate significant interest. Tutorials and
guest lectures will help onboard participants, especially younger enthusiasts, aiming to inspire the
next generation of AI researchers and developers. Similar to the 2023 NeurIPS LLM efficiency
fine-tuning competition, this event will distill reproducible insights to provide a foundation for the
community to build their own code generation systems.

1.2 Novelty

While AlphaCode has previously entered Codeforces (Li et al., 2022), the absence of a dedicated AI
track in a major international coding contest, with multiple AI Agents simultaneously competing,
marks a significant missed opportunity. This gap has limited the exposure and participation of a
wide population, restricting the potential for communal growth and innovation in AI-driven coding
solutions.

Moreover, the challenge of creating competitive AI systems on constrained hardware has been
largely unaddressed. The specifics of AlphaCode’s hardware utilization remain undisclosed by its
creators, DeepMind, but it’s widely presumed to require multiple GPUs. This assumption highlights a
notable gap, the absence of a known system capable of competing on a single GPU. Our competition
seeks to bridge this divide with the "Open Evaluation, Open Model," explicitly designed to foster
innovation within resource constraints, which both pushes to democratize AI and foster research into
resource-efficient environmentally conscious AI.

To succeed, entries need to push beyond current code generation models towards autonomous code
generation systems. This may require innovation in areas such as efficient model architectures,
knowledge composition, such as Mixture of Experts (MoE) (Jiang et al., 2024) and model merging
(Akiba et al., 2024), quantized training and inference, such as with BitNet (Ma et al., 2024), and novel
approaches in fine-tuning, the use of frameworks like LangChain and AutoGen (Wu et al., 2023)
and advanced prompt engineering strategies(Liu et al., 2023). These components are vital across the
AI application spectrum, extending well beyond mere next token prediction. As the rankings of the
competition are not based on existing ML benchmarks, we ensure the systems hold real-world value
and that the winning entry in the open model track will be downloaded and used by others even after
the competition is over.

Aligned with our call for transparency and reproducibility in ML, we are committed to reproducing
submissions for top entries from the Open Evaluation, Open Model track. To encourage broader
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participation from commercial entities, the Open Evaluation, Closed Model track will not require a
model release, however, we encourage participants in this track to share details such as model and
infrastructure size. Competition hosts will publish our evaluation steps for both tracks to provide the
community with clear, actionable guides and best practices, continuing the tradition we established in
the 2023 NeurIPS Efficient Fine-tuning challenge. This approach not only democratizes access to
cutting-edge research but also equips the broader community with insights for immediate application
to product development in their own problem space.

1.3 Data

In collaboration with the creators of Hacker Cup, we are curating and releasing all historic questions
used in Hacker Cup throughout its 12 years of history, consisting of over 100 questions. The problems,
written in English, span varying levels of difficulty, with those in the final rounds being significantly
more challenging than the earlier ones. The accompanying solutions for each problem are available
in multiple formats, including high-level English descriptions, sketched-out algorithmic solutions,
deep dives in video format with detailed explanations, and finally, code solutions in C++ and Python.
This data is an unprecedented parallel coding challenge dataset across multiple modalities and
programming languages. Examples of the problems and solutions are available on the Hacker Cup
site. We include one past problem, solution, and details of current models’ performance in the
supplementary material (§4.1). Beyond our Hacker Cup dataset, participants can use any open
data, for example, the competition dataset aggregated by DeepMind and released under Apache-2
license. We encourage competitors to leverage Discord communities to collaborate, curate, and share
additional data. We recognize and intend to highlight that a significant amount of data has already been
generated over the years across international and community-based competitive coding competitions,
such as the Philadelphia Classic created by university students for Philadelphia-area high school
students. Additionally, we advocate for the use of Generative AI technology to generate new synthetic
data (Bauer et al., 2024), a promising trend in the recent AI research space to revolutionize data
generation.

The questions used to evaluate this competition are newly written for the 2024 Hacker Cup and
will only be released on the dates of the Hacker Cup rounds to all (human and AI) contestants
simultaneously, thus maximizing the integrity of the competition and minimizing the potential for
evaluation data leakage.

1.4 Tasks and application scenarios

The competitors will be given 4 to 7 questions to solve in each round, with points associated with
each question. The The competition will have two tracks:

• Open Evaluation, Closed Model Track: Where we do not impose any limitations on resources
or architecture for the system at train time, and only enforce standard competition completion
times for generation.

• Open Evaluation, Open Model Track: Solutions must be built using 1 single NVIDIA A100
graphics card with 40GB VRAM, no more than 128GB RAM and no more than 1TB of
storage. Similar to last year’s LLM efficiency challenge, we will enforce that all solutions
must be reproducible across both training and inference within 24 hours and that all solutions
derive from open-sourced models, components and datasets.

1.5 Metrics

The competition comprises 1 practice round and 4 competitive rounds, each featuring 4 to 7 questions.
Competitors are required to submit the output of their programs against test cases in plain text format,
as specified in each problem. Each submission is scored based on the correctness of its output,
compared to “gold” solutions, over a set of predefined test cases that cover various input scenarios,
including edge cases.

The results will be ranked in four leaderboards: one for each of the two AI tracks, a human leaderboard
for the traditional Hacker Cup competition, and a joint leaderboard comparing AI and human scores
concurrently.

Ranking for AI Tracks
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The ranking used to declare independent winners for each of the two AI tracks, and for awarding
sponsor prizes in the Open Track, will be calculated as:

Score =

l=4∑
k=1

Rk

mk∑
j=1

wjk


Where:

• l is a number of rounds not counting the first practice round,
• Rk is the per-round scaling factor of {1, 1.25, 1.5, 1.75} to incentive higher scores for

harder rounds.
• mk is the total number of problems in round k,
• wjk is per-problem specific number of points awarded for passing all test cases for problem
j in round k.

We will announce 2 winners for this competition, one for each track above, each corresponding to
one competition leaderboard.

Tie breaking for AI Tracks

If multiple competitors have the same score across rounds, we will tie break using a partial credit
system based on the number of test cases that pass:

Tie-break Score =

l=4∑
k=1

mk∑
j=1

(
max(0,

njk∑
i=1

1ijk − Thresholdjk)

)
Where:

• l is the number of rounds, not counting the first practice round,
• mk is the total number of problems in round k,
• njk is the total number of test cases for problem j in round k,
• 1ijk is 1 if the test case i for problem j in round k is passed, 0 otherwise,
• Thresholdjk is the minimum number of test cases a competitor needs to pass to receive any

tie-break score for problem j in round k. This threshold is problem-dependent and will be
announced after each round.

This ensures that a competitor must surpass a certain performance level to qualify for tie-breaking
points, with additional points awarded based on the number of test cases correctly solved beyond this
minimum requirement.

Joint Leaderboard

For informational purposes only, we will jointly rank Human and AI submissions in a single leader-
board. The scoring of AI submissions in this leaderboard will adhere to the same evaluation
methodology applied to human contestants in the Hacker Cup. Specifically, credit will only be
awarded if all test cases pass for a given problem:

Ranking =

l=4∑
k=1

mk∑
j=1

(wjk)


Where:

• l is a number of rounds not counting the first practice round,
• mk is the total number of problems in round k,
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• wjk is a problem-specific number of points awarded if and only if all test cases pass for
problem j in round k.

Finally, to foster community-building in this competition, recognition will extend beyond just
the top-ranking systems in the two tracks to include a community champion chosen by vote. A
voting bot will be implemented to facilitate the communication of upvotes, allowing community
members to acknowledge and reward contributions that enhance the collective experience. These
contributions can range from releasing base models, developing useful libraries and tools, curating
and generating datasets, to publishing tutorials, fixing shared libraries, resolving build issues, and
answering questions. At the competition’s conclusion, the member with the highest number of
upvotes in our Discord2 server, who is neither an organizer nor an advisor of the competition, will be
honored as the community champion.

1.6 Baselines, code, and material provided

General information associated with the competition will be published on our website
https://llm-efficiency-challenge.github.io/

We are committed to having our updated website live shortly after the notification of competition
acceptance from the NeurIPS competition committee.

We plan to provide the Hacker Cup dataset as specified in §1.3 of this proposal and a starting kit to
integrate an open-source model with agent and prompt engineering support. These materials will be
made available in our GitHub organization: https://github.com/llm-efficiency-challenge

The starter code and tutorials on resource-efficient fine-tuning, evaluation infrastructure and additional
dataset integrated into our fork of Stanford’s HELM (Liang et al., 2023)for model evaluation, which
were generated for our 2023 NeurIPS competition and which will be relevant to this competition, is
already located in this GitHub organization.

We plan to continue to engage community using Discord, specifically the same Discord channel we
created last year and will cross-post updates to the popular CUDA MODE discord.gg/cudamode
discord, a following popular Discord community built by our organizers dedicated for CUDA kernel
hacking to help contestants in the open model track maximize their training and inference efficiency.

In 2023’s NeurIPS competition, the organizers had engaged with community experts to build tutorials
for our competition, such as this free course created with Weights and Biases and this starter guide
from Lightning.ai. We plan to continue this and release a series of tutorials accessible both online
and via our Discord server to cover a subset of the following topics that we deemed useful for this
competition including Mixture of Experts (MoE), Model merging, Fine-tuning, Quantization for
pre-training and inference, Retrieval augmented generation (RAG) with an emphasis on Graph-RAG
and invited vendor talks3 e.g: LangChain, AutoGen, Promptflow

2 Organizational aspects

2.1 Protocol

The competition adheres to the format established by Hacker Cup, consisting of 1 practice round and
4 competition rounds. Participants are required to register for a Hacker Cup account and indicate
whether they are competing for the Open Model or Closed Model track. Registration is free and open
to anyone except where limited by applicable laws or by Meta Hacker Cup Terms. Problems will be
disclosed on the dates and times specified for the Hacker Cup competition, as detailed in section 2.3
of this document. Participants may generate code in any programming language of their choice and
must submit a plain text file containing their solutions for each problem, adhering to the specified
format. See the complementary material section of this proposal for an example of a submission text
file format.

We will use the same infrastructure Hacker Cup uses to evaluate submissions against test cases to
rank submissions. For the open model track, we will use a similar model evaluation infrastructure

2specific platform is subject to change
3specific vendors subject to change based on availability
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to the one built for our 2023 NeurIPS competition to verify and reproduce the top-k results in the
open model track, where 3 ≤ k ≤ 15, with the actual value of k dependent on submission quality
and evaluation resource constraints. Hacker Cup rules can be found in the FAQ section of the website.
Our requirements for AI contestants to advance through competition rounds will mimic those for
humans:

• The Practice Round may be entered by anyone. Unlike later rounds, it is open for 3 days. We
highly recommend participating to gain familiarity with Hacker Cup’s submission system.

• Round 1 is open to eligible registered participants.
• Round 2 is invitational, and limited to the top 5,000 placing participants in Round 1 per

track, with ties broken as specified in Section 1.5.
• Round 3 is invitational, limited to the top 500 competitors from Round 2 per track.
• The Final Round (Round 4) is invitational, limited to the top 25 competitors from Round 3

per track.
• The winner of the Final Round will be the 2024 Hacker Cup champion!

2.2 Rules and Engagement

Contest rules:

The rules of this competition aim to ensure fair evaluation and reproducible results. To this end, we
require the following:

1. Open Evaluation, Open Model track submissions must be reproducible end-to-end on a
system with a NVIDIA A100 GPU with 40GB of VRAM, no more than 128GB of RAM, and
no more than 1TB storage. After the competition, all teams are required to open-source their
code, and methodology and link to any used data. Competition organizers will reproduce
all results for the top teams before declaring a winner. Participants are required to utilize
open-source code, libraries, and datasets with proper attribution or open source their own
after the competition.

2. Open Evaluation, Closed Model track submissions will not be reproduced but must
provide an API endpoint for competition hosts to query with additional validation questions,
with response times required to be less than 15 minutes. Submissions in this track may
optionally (and are highly encouraged to) provide details of their systems, including model
and infrastructure scale.

3. Participants may compete either individually or within teams, without a limit on team size.
However, joining multiple teams is strictly prohibited.

4. Organizers and advisors affiliated with the competition are prohibited from participating
and claiming prizes.

5. Submissions must comply with responsible AI principles, explicitly forbidding content that
could incite harm, discrimination, or engage in unethical behavior.

6. The competition operates on an honor system to foster a respectful and fair environment.
Actions contrary to the spirit of the competition or otherwise unfair practices will lead to
disqualification. This includes respectful communication within our Discord communities.

7. The rankings are final, and the organizers reserve the right to disqualify any participant at
their discretion.

8. This competition will be governed by any additional rules as posted by the relevant Meta
Hacker Cup site.

Participants are expected to adhere to these rules to maintain a fair and engaging competition for all
involved. These rules cover various aspects such as reproducibility, fairness, collaboration, attribution,
and the honor system. By addressing issues related to intellectual property, hardware requirements,
team composition, and submission eligibility, the organizers aim to create a level playing field for
participants. Moreover, the rules promote transparency and collaboration by encouraging open-
source contributions and proper attribution, which can help foster a positive, sharing, innovative ML
community.
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2.3 Communication:

Announcements related to the competition will be made on a Discord server setup for this event
https://discord.gg/XJwQ5ddMK7, as well as on our competition website https://llm-efficiency-
challenge.github.io/. We encourage participants to use Discord to communicate with organizers and
each other. Here, we will dedicate time to monitor and answer questions throughout the competition.
While we are also reachable via DM on Discord, we prefer the use of public communication channels
for technical questions, as this allows the answers to benefit the entire community. Additionally,
participants are welcome to create GitHub issues for detailed discussions.

2.4 Schedule and readiness

Detailed timeline

The following timeline is tailored to align with the Hacker Cup and NeurIPS schedules, anticipating
the official schedule announcement of the 2024 cycle in early July 2024. For reference, you can view
the 2023 Hacker Cup schedule here.

We acknowledge that our operational dates extend beyond October 2024, however, giving the
challenging nature of the problems, we expect the top contenders to emerge by round two, at the end
of October; and we can start vetting their solutions. If a small group of competitors does indeed make
breakthroughs, we would continue scoring them until the end of Round 4 in December. This will
only incur a small logistical overhead and is unlikely to impact our operations.

• End of May 2024: Announcement for AI track in Hacker Cup 2024, release starter-kit and
Hacker Cup dataset

• Early July 2024: Hacker Cup 2024 schedule to be released, finalize Hacker Cup questions.
• July-Aug 2024: Tutorials and lectures on Discord
• Late September 2024: Practice Round
• Early October 2024: Round 1
• End of October 2024: Round 2, Notify top k-teams
• Early November 2024: Round 3
• Mid-November 2024: Vet top-k solution in open track.
• Early December 2024: Final round, announce winners.
• December 8th - 12th 2024: in-person workshop
• February 29th, 2025: Draft of competition paper
• March 2025: Next iteration of the competition proposal
• May 2025: Submit competition retrospective paper to NeurIPS 2025 D&B track.

2.5 Competition promotion and incentives

Promotion: We intend to leverage the established Hacker Cup presence, along with the institutional
social media accounts of organizers, such as Microsoft Research’s official X and LinkedIn accounts
to promote this competition. Additionally, the organizers have previously achieved notable success
in establishing a social media presence and cultivating communities. Our 2023 NeurIPS efficiency
fine-tuning competition was highlighted at the top of HackerNews Thread 1 Thread 2, and we
successfully developed communities for that competition on Discord with 1,400+ members and 186
registered teams. At the NeurIPS conference, the 2023 efficiency challenge had the largest number of
pre-registrants among all competitions, topping over 600 individuals. Our second iteration is a first
in establishing an AI track in a major competitive programming competition, we therefore expect
significantly more media coverage for this event.

Emphasizing the importance of cultivating a diverse and inclusive ML community is a priority for
the organizers. We plan to engage with organizations such as Black in AI and the Grace Hopper
Celebration community, encouraging their members to participate in our competition. This year
we are placing special emphasis on community building and engaging the next generation, as we
observed some of the most active participants from our 2023 competitions were high school students.

7

https://discord.gg/XJwQ5ddMK7
https://llm-efficiency-challenge.github.io/
https://llm-efficiency-challenge.github.io/
https://discord.gg/XJwQ5ddMK7
https://codeforces.com/blog/entry/119880
https://news.ycombinator.com/item?id=39635483
https://news.ycombinator.com/item?id=37524890
https://blackinai.github.io/#/
https://ghc.anitab.org/
https://ghc.anitab.org/


Recognizing the strong appeal of competitive programming to this demographic, we plan to further
cultivate this trend by reaching out to some of the STEM youth communities, such as DigiGirlz to
provide tutorials accessible to their level, further nurturing their interest and involvement of a younger
generation.

Incentives: Through Hacker Cup, human participants have access to tiered, cash prizes ranging from
$200 to $20,000 based on placement. We expect similar levels of prizes for our Open Model track,
with specific cash values TBD pending ongoing sponsorship discussions. We do not expect to provide
cash prizes for the Closed Model track.

Last year, we had great success in securing community-based incentives and rewards for our efficiency
competition. Organizers obtained sponsorship for over $30,000 in prizes from sponsors such as
Microsoft Research and Mozilla.ai, and distributed prizes among both top overall winners and top
students. Additionally, we secured compute grants from AWS and Lambda Labs for our 2023
competition. We plan to continue this strategy, facilitating connections between recipients and donors,
and awarding top participants in the Open track.

Lastly, we will provide one NeurIPS 2024 in-person conference pass to our community champion
and another one to our Open Model track winner. Additionally, we anticipate inviting participants
with innovative solutions to be co-authors of our NeurIPS 2025 paper.

3 Resources

3.1 Resources provided by organizers

The organizers plan to dedicate over 1,500 hours of volunteer effort to guarantee the success of
this event, encompassing tasks such as curating data, establishing the codebase, crafting tutorials,
answering queries, fostering community engagement, and securing sponsorships. Thus far, we’ve
successfully partnered with Meta’s Hacker Cup to host the event and access to their historical data
and secured over 1,000 hours of GPU compute time.

To illustrate the level of commitment from the organizers for our 2023 NeurIPS competition, we
collectively achieved significant milestones, and we anticipate dedicating even more effort towards
this year’s competition:

• A brand new Discord community with 1,400+ people
• Two evaluation systems, a Discord bot for inference and another for training reproduction.
• 700+ successful submissions on our Discord Leaderboard
• 186 registered teams and 225 final submission
• 800+ volunteer hours and 1000+ GPU hours for the evaluation alone
• Organized talks from creators Phi and Qwen models, PEFT library, Flash-HELM for our

NeurIPS 2023 in-person session

Lastly, we would like to note that many of our employers offer generous employee volunteer matching
programs, meaning some of the hours we spend volunteering will be matched with donations to the
NeurIPS organization.

3.2 Support requested

We kindly request NeurIPS’ support in helping non-US teams secure necessary travel documents,
enabling them to participate in the in-person event. We also request assistance in organizing the
in-person event, including providing facilities, staff, AV support, and guidance to ensure a successful
competition. Additionally, any further support from NeurIPS, such as promoting the competition
through their official website, connecting us with relevant experts, or offering logistical assistance,
would be greatly beneficial to our efforts to democratize LLM development and make it more
accessible to a broader audience.

8

https://girls-can-do.org/partner/microsoft-digigirlz/


3.3 Organizing team

Through our 2023 NeurIPS LLM efficiency fine-tuning competition, we built a close-knit community
among the organizers, and we are thrilled to have most of the team returning for another round this
year, along with some new additions.

Weiwei Yang is a Research Director leading an applied machine learning team at Microsoft Research
(MSR). Her research interests lie in resource-efficient learning methods inspired by biological
learning. Weiwei aims to democratize AI by addressing sustainability, robustness, scalability, and
efficiency in ML. She has successfully applied her research to organizational science, countering
human trafficking, and stabilizing energy grids. Before joining Microsoft Research, Weiwei worked
extensively in Bay Area startups and managed several engineering teams. She has experience as both
an organizer and key participant in numerous workshops and research events hosted by Microsoft
Research, and the United Nations, and served as the co-lead organizer for the NeurIPS 2021 Out
of Domain Adaptation and Generalization workshop and 2023 NeurIPS Large Language Model
Efficiency Challenge. Weiwei will serve as the co-lead organizer for this competition, coordinating
organizers, interfacing with academic and corporate sponsors and engaging with the broader ML
community

Mark Saroufim Mark is a PyTorch engineer focused on model inference, compilers and Generative
AI performance. Broadly, Mark cares about 2 things making ML models faster and helping others
make their ML models faster. Mark has been instrumental in establishing and growing several
influential communities, including Breaking Stagnation, The Robot Overlord Manual CUDA MODE
and the NeurIPS 2023 LLM Efficiency group. These communities serve as platforms for researchers,
developers, and enthusiasts to collaborate and drive advancements in machine learning. Mark
graduated from UC San Diego with a focus on Machine Learning Theory. Mark will serve as
the co-lead organizer for this competition, coordinating organizers, interfacing with academic and
corporate consultants and sponsors, as well as engaging with the broader ML community

Joe Isaacson is an engineering manager at Meta working on PyTorch. His interests span natural
language understanding, recommendation systems at scale, and machine learning for biological appli-
cations. Before Meta, Joe led machine learning groups at Asimov, a synthetic biology company based
in Boston, and Quora, wherein he helped to launch the Quora Question Pairs Kaggle Competition.
Joe will serve as the co-lead organizer, assisting with the logistics of running this competition. His
responsibilities will include interfacing with sponsors and coordinating with the engineering and
machine learning communities to ensure a successful event.

Luca Antiga Luca Antiga is the CTO at Lightning AI. He is an early contributor to PyTorch core
and co-authored “Deep Learning with PyTorch” (published by Manning). He started his journey as
a researcher in Bioengineering and later co-founded Orobix, a company focused on building and
deploying AI in production settings.

Greg Bowyer Greg Bowyer is the chief engineer at TicketMaster and a long-term open-source
contributor and ML enthusiast. He built the training evaluation framework for our 2023 NeurIPS Large
Language Model Efficiency Challenge, and will be helping with training evaluation infrastructure
this year.

Driss Guessous is a machine learning engineer at Meta working on the PyTorch Core library.
His primary work on PyTorch has been to develop efficient and composable building blocks for
transformer-based models. Before joining Meta, Driss worked as a machine learning engineer for
Funnel Leasing building NLP-based product solutions. He received a MCS from the University of
Illinois at Urbana-Champaign and a dual bachelor’s degree in Physics and Applied Mathematics
from The Ohio State University. Driss will be responsible for establishing the evaluation pipeline,
answering technical inquiries from the community, and reproducing the winning models.

Christian Puhrsch is a software engineer at Meta working on PyTorch. These days he is primarily
focused on sparsity, quantization, and efficient representations of ragged data for deep learning with
applications in NLP, Vision, and Audio. Prior to joining Meta in August 2015, Christian finished his
Master of Data Science at NYU.

Supriya Rao is an engineering manager at Meta working on PyTorch. Her interests lie in accelerating
AI models using innovative model optimization techniques and making AI more accessible to the
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general community. Prior to Meta, she worked at Nvidia, on optimizing memory subsystems for next
gen GPUs and TensorRT for efficient inference on GPUs.

Geeta Chauhan leads the Applied AI group at Meta working on strategic initiatives for PyTorch
for taking research to production. Her interests include Sustainable AI, scaling for large foundation
model training, model optimization, and inference. She is a winner of Women in IT – Silicon Valley –
CTO of the Year 2019, an ACM Distinguished Speaker, and a thought leader on topics ranging from
Sustainability, Responsible AI, LLMs, and Deep Learning. She is passionate about promoting the
use of AI for Good and having a positive impact on climate change.

Margaret Li is a PhD student at the University of Washington, advised by Luke Zettlemoyer and Tim
Althoff, and is concurrently a visiting researcher at FAIR (Meta). Her research interests are primarily
in efficient pre-training and continued training of large language models through specialization,
sparsity, and compositionality, as well as post-training merging and re-use of models. She was
previously an organizer and problem writer for the Philadelphia Classic.

David Harmeyer is a software engineer at Meta working in Recruiting Products. He’s a Meta Hacker
Cup Judge who has authored over 100 programming contest problems. He competed in ICPC World
Finals twice representing the University of Central Florida, finishing in 17th place in Moscow. He
currently competes as SecondThread on Codeforces. At peak rating in 2021, he was a Codeforces
International Grandmaster, reaching the 7th highest rating in the United States. He now runs the
competitive programming YouTube channel SecondThread.

Wesley May is a software engineer at Meta working in Recruiting Products. He’s a Meta Hacker
Cup Judge and is a specialist in natural language processing, algorithm design, game design, Java,
Python, C++, and contract bridge.

4 Supplementary Material

4.1 Sample Hacker Cup problem

Nim Sum Dim Sum, a bustling local dumpling restaurant, has two game theory-loving servers named,
you guessed it, Alice and Bob. Its dining area can be represented as a two-dimensional grid of R
rows (numbered 1..R from top to bottom) by C columns (numbered 1..C from left to right).

Currently, both of them are standing at coordinates (1, 1) where there is a big cart of dim sum. Their
job is to work together to push the cart to a customer at coordinates (R,C). To make the job more
interesting, they’ve turned it into a game.

Alice and Bob will take turns pushing the cart. On Alice’s turn, the cart must be moved between 1
and A units down. On Bob’s turn, the cart must be moved between 1 and B units to the right. The
cart may not be moved out of the grid. If the cart is already at row R on Alice’s turn or column C on
Bob’s turn, then that person loses their turn.

The “winner” is the person to ultimately move the cart to (R,C) and thus get all the recognition from
the customer. Alice pushes first. Does she have a guaranteed winning strategy?

Constraints

1 ≤ T ≤ 500

2 ≤ R,C ≤ 109

1 ≤ A < R

1 ≤ B < C

Input Format

Input begins with an integer T , the number of test cases. Each case will contain one line with four
space-separated integers, R, C, A, and B.

Output Format

For the ith test case, print “Case #i: ” followed by “YES” if Alice has a guaranteed winning strategy,
or “NO” otherwise.
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Sample Explanation

The first case is depicted below, with Alice’s moves in red and Bob’s in blue. Alice moves down, and
Bob moves right to win immediately. There is no other valid sequence of moves, so Alice has no
guaranteed winning strategy.

Figure 1: First case illustration

The second case is depicted below. One possible guaranteed winning strategy is if Alice moves 3
units down, then Bob can only move 1 unit, and finally Alice can win with 1 unit.

Figure 2: Second case illustration

Sample Input

3
2 2 1 1
5 2 3 1
4 4 3 3

Sample Output

Case #1: NO
Case #2: YES
Case #3: NO

Solution

If Alice reaches row R before Bob reaches row C, then it’s game over for Alice. Since each player
now wants to get to the finish as slowly as possible, both have a simple dominating strategy of only
moving 1 unit in their direction each turn, and R and C are the only things that matter.

If R ≤ C, Bob can always force Alice to reach row R first by moving 1 unit right at a time. Alice
also only moves 1 unit at a time, because if she moves any faster, she’ll just get stuck sooner.

Conversely, if R > C, then Alice can always force a win by moving 1 step at a time. Therefore we
output “YES” if and only if R > C, regardless of the values of A and B.
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Existing model performance

In preliminary explorations, we tested the ability of existing state-of-the-art models to solve this
problem, along with others from the 2023 Hacker Cup. Specifically, we experimented with various
zero-shot Chain-of-Thought (COT) prompts (e.g., “Let’s think step by step:...”), and prompt-chaining
with various breakdowns of problem solving steps (e.g., “Brainstorm some ideas...”, “Identify some
key insights...”, “Write a high level sketch of a solution...”), written in a general way, without
including the details of any problem. We also tried to incorporate knowledge of the problems in our
prompt-chains (e.g. “Alice should not take steps of size A. What should she do instead?”), as if a
knowledgeable human were giving the model hints to the solution. For these explorations, we used
GPT-4 and a further fine-tuned Code Llama 70B.

Across our 50+ attempts with these models, no model was able to successfully solve this problem.
The models were usually able to make several correct though largely superficial observations about
the game like “the game has a terminal state.” However, they would also include incorrect reasoning
or leave out crucial insights, and ultimately did not succeed in generating a fully correct explanation of
a solution or a code solution. There were a few common failure points: (1) the model would identify
this as 2-D Nim despite major differences in rules, and would print a sometimes-valid solution to
2-D Nim, (2) the model would assert that both players needed to take steps of the maximum size, A
and B for Alice and Bob, respectively, (3), the model explicitly or implicitly states that the game is
symmetric for Alice and Bob, or makes related assumptions, such as that R = C, when proposing a
winning strategy for Alice, (4) the model would output a dynamic programming or recursion based
solution that may sometimes be technically correct without constraints, but would fail to complete
within the test case constraints given in the problem, as a direct result of excessive runtime complexity
at O(ABRC), as opposed to the optimal solution’s O(1) runtime.

A few other observations of the models’ behavior during these trials, as well as when tested on other
2023 Hacker Cup Practice Round questions include: Models are highly likely to generate code even
when asked not to (e.g. “Brainstorm ideas for solutions, but do not generate any code...”). When
models generate an explanation of or commentary on their code, followed by code, the two do not
always correspond, though they usually seem to on first glance. When models were asked to critique
their own work (“Is this correct?” or “Does your code correctly pass this test case?”), models would
sometimes refuse to answer, or assert that their solution was correct and re-state the justification.
When models stated that their solutions were incorrect, however, they would frequently offer to fix
the solution but generate the same code verbatim, though there were also occasions when the model
would fix one oversight and still fail to generate a correct solution.

Given that this is a practice round question, and that current commonly-used state-of-the-art level
coding-specific LLMs consistently fail, we believe that there is significant room for models to
improve.
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