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ABSTRACT

Deep learning has shown promising performance on various machine learning
tasks. Nevertheless, the unexplainability of deep learning models severely re-
stricts the usage domains that require feature explanations, such as text correction.
Therefore, a novel explainable deep learning model (named AxBERT) is proposed
for Chinese spelling correction by aligning with an associative knowledge network
(AKN). Wherein AKN is constructed based on the co-occurrence relations among
Chinese characters, which denotes the explainable statistic logic contrasted with
unexplainable BERT logic. And a translator matrix between BERT and AKN is
introduced for the alignment and regulation of the attention component in BERT.
In addition, a weight regulator is designed to adjust the attention distributions in
BERT to appropriately model the sentence semantics. Experimental results on
SIGHAN datasets demonstrate that AxBERT can achieve extraordinary perfor-
mance, especially upon model precision compared to baselines. Our explainable
analysis, together with qualitative reasoning, can effectively illustrate the explain-
ability of AxBERT.

1 INTRODUCTION

Text correction methods serve as essential tools for people in various application scenarios, such as
machine translation, office writing assistance, etc (Ghufron & Rosyida, 2018; Napoles et al., 2017;
Omelianchuk et al., 2020). Wherein with the development of search engines, speech recognition,
and so on, spelling correction is currently the most commonly used text correction method, which
aims to optimize the inputting text and improve the prediction performance of the whole framework.

Explainability, much-needed for AI, describes the capacity of the methods to explain the basis of
the decision to people (Mittelstadt et al., 2019; Beckh et al., 2021). Regardless of the extraordinary
performance achieved by the recent spelling correction methods, the increasing unexplainability
constrains the further application of the methods in some specific domains (Holzinger, 2018; Seel-
iger et al., 2019) and adversely affect the trust of AI methods(Gunning & Aha, 2019).

The fact is that no explainable method exists for spelling correction with a good performance. The
rule-based correction methods are widely employed in specific domains required for regulatable
correction, such as medical and biological (Crowell et al., 2004; Lai et al., 2015). Generally, the
rule-based methods conduct the presetting rules based on the character correlations in the correction
to realize the explainable decision-making process (Xiong et al., 2015; Yeh et al., 2014). However,
the complex semantic context determines that the complete coverage of error cases for the presetting
rules is impossible, indicating that rule-based methods are insufficient to handle complex errors.

In recent works, the proposed transformer-based language models significantly improve the per-
formance of spelling correction. Researchers attempt to explain the language model by use of the
extraction for the character relations, but the extracted relations are irregular compared to linguistics
and experience. The irregular relations among the characters in BERT exist for two reasons:

• The redundancy is widely distributed in the extracted information from attention layers.
While attention is considered as the key component in transformer-based models (Chefer
et al., 2021; Vig, 2019), the function of every attention head is still undetermined. Pre-
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Figure 1: Information flow in AxBERT
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Figure 2: Example of the semantic relation

vious researches demonstrate that the pruning of the redundant attention heads is able to
improve the performance of the language model (Voita et al., 2019; Behnke & Heafield,
2020; Wang et al., 2021), which indicates that the redundancy disrupts the modeling pro-
cess and severely constrains the further analysis.

• The layers perform different functions in transformer-based language model (BERT). The
layer-wise analysis is conducted in BERT, and the results illustrate that the containing lay-
ers serve different functions (van Aken et al., 2019; Lu et al., 2021; Reif et al., 2019). Nev-
ertheless, the existence of various layer functions challenging the comprehensive explain-
ing of BERT, which needs a unification for transferring the inside logic to understandable
logic for human beings.

In this work, we address the obstacles by (1) developing an explainable method for regulatable
Chinese spelling correction and (2) constructing an alignment and regulation closed-loop circuit (il-
lustrated in Figure 1) to integrate the explainable statistic logic into BERT which effectively reduce
the redundancy and unify the logic among the layers. Wherein the alignment and regulation are not
stated explicitly, but the explainability of the entire framework is increased respect for the specific
explainable component with integrated information, which is demonstrated for effectiveness in pre-
vious work (Liu et al., 2019; Chen et al., 2020; Rybakov et al., 2020). Our approach - AxBERT -
consist of an Associative knowledge network (AKN, Li et al. (2022) and (x) BERT (Devlin et al.,
2019) to realize an explainable Chinese spelling correction method with extraordinary performance.
More specifically, our main contributions are concluded as:

• An associative matrix sampled from associative knowledge network is introduced to
AxBERT, which reflected explainable statistic logic with context localization. (section 3.1)

• We use the least-squares function to quantify transformation process in BERT as a trans-
forming matrix reflected as unexplainable BERT logic. (section 3.2)

• A translator matrix is introduced to bridge the gap between statistic logic and BERT logic,
which is multiplied with the attention component in BERT to align with statistical distribu-
tion. (section 3.3 and 3.4)

• We introduce weight regulator, relied on the character-level similarity between attention
and AKN, to regulate the attention distributions for a appropriate semantic modeling pro-
cess and better correction performance. (section 3.5)

• The outstanding correction performance on SIGHAN datasets demonstrates the effective-
ness of AxBERT. In Addition, the explainable analysis is designed to exhibit the regulating
process and quantitatively verify the explainability of our proposed method (section 4).

2 RELATED WORK

2.1 EXPLAINABLE ANALYSIS IN BERT

The backbones of the BERT mainly consist of unexplainable feature representations. The existing
analysis to explain BERT conduct different aspect including self-attention, linguistic knowledge,
etc (Rogers et al., 2021). Researchers attempt to obtain the semantic relation among the tokens
to reveal the basis of the modeling result (Htut et al., 2019; Goldberg, 2019; Hewitt & Manning,
2019) (e.g., Figure 2). The analysis from the attention perspective exhibit the visualization of the
attention distribution and statistical results to quantitatively explain BERT (Clark et al., 2019a; Vig
& Belinkov, 2019; Kovaleva et al., 2019; Bian et al., 2021). From the comprehensive perspective, the
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overrated of self-attention in the analysis is one-sided, and also disadvantages for further analysis
(Li et al., 2019; Pande et al., 2021), because the representation transformation in BERT contains
the processing from different layers. Inspired by the previous works in explainable analysis, we
comprehensively quantify transformation logic from all the layers in BERT while opting for the
attention distribution as the key to integrating the explainable statistic logic into BERT.

2.2 TRANSFORMER-BASED CHINESE SPELLING CORRECTION

Benefits from the proposed transformer network, the transformer-based language models can effi-
ciently capture the semantic information of the given sentences (Zhang et al., 2019; Devlin et al.,
2019; Clark et al., 2019b). Based on the extraordinary semantic modeling ability, the transformer-
based language models are introduced for spelling correction task, which significantly enhances the
correction performance. One of the principle approaches is to consider the masked token predic-
tion task and conduct this task as correcting the inappropriate characters (Zhang et al., 2020; Cui
et al., 2020). Besides, the researchers make use of the external features of the characters, such as
phonic and shape, to expand the embedding dimensions to achieve reliable correction results (Hong
et al., 2019; Cheng et al., 2020; Liu et al., 2022). Furthermore, the correction methods with well-
performed decoders have emerged recently, which enables the candidate distributions with precise
result (Bao et al., 2020; Li & Shi, 2021).

2.3 ASSOCIATIVE KNOWLEDGE NETWORK

Associative knowledge network (Li et al., 2022), a statistical network based on the co-occurrence
among the phrases. We introduce a modified AKN to AxBERT, constructed at character level, to fit
the embedding layer of BERT. For the sentences in reference articles, we initial and update AKN in
AxBERT, which consist of the element Ai,j , according to:

Ai,j =
∏
sent

SR
∑
sent

1

distance⟨i,j⟩
(1)

where A ∈ Rv×v , v is the length of the character list. The shorter the distance between the char-
acters, the stronger associative relation among the characters. We find that the scores of commonly
used characters will accumulate to extremely high in the updating process, the shrink rate SR is
introduced to keep balance, which is default as 0.95.

3 METHODOLOGY

3.1 CONSTRUCTION OF ASSOCIATIVE MATRIX

People measure the relations among the characters according to knowledge from experience, which
is similar to the statistic logic in AKN. Therefore, based on the associative relations from AKN,
we introduce an associative matrix MS with a contextification process to represent the explainable
statistic logic of the given sentence (with length d), which is defined as:

MSi,j = σ
Ai,j

Avg(MSi)
− 0.5 (2)

which MS ∈ Rd×d, MSi,j is the associative score of character pair ⟨i, j⟩, and MSi: is the i-th row
of MS . Besides, σ(·) and Avg(·) is function of sigmoid and average.

3.2 QUANTIFY BERT LOGIC AS TRANSFORMING MATRIX

BERT (Devlin et al., 2019) consists of embedding layers, attention layers, and linear layers. From
the bottom to the top, the hidden layers transform the embedding representation into the semantic
representation, where the embedding representation and the semantic representation fit in the same
tensor-shape. We define the complex transformation in BERT with the hidden size of H as:

F = Transforming(E) (3)

where E ∈ Rd×H indicates the embedding representation and F ∈ Rd×H indicates last hidden
representation. Transforming(·) is defined as the transformation process in BERT.
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Figure 3: Overview of AxBERT’s architecture. The inputting given sentence is firstly modeled by
BERT in the alignment stage (Left), we quantify the transformation process of the sentence repre-
sentations in BERT as the transforming matrix MT . (Middle) MT is aligned with the associative
matrix MS with the help of the translator matrix MF . Then MF is also used in the alignment be-
tween attention matrix MA and MS . After the series alignment and regulation process, we compute
the character-level similarity between attention and MS within the weight regulator in the correc-
tion stage (Right). Besides, note that parameters of BERT in the alignment stage and correction are
real-time sharing.

The transformation function transforming(·), which represents the processing of the BERT lay-
ers, is considered as the comprehensive transformation logic of BERT. By use of the least-squares
function, we approximately quantify the transformation process as a transforming matrix MT :

MT = LeastSquares(E,F) (4)

where MT ∈ Rd×d, and LeastSquares(·) is least-squares function. Transforming matrix MT , the
solution of least-square equation, serves as approximate quantification of the transforming process
from the E to F and represents the unexplainable BERT logic contrasted to MS .

3.3 TRANSLATE BERT LOGIC TO EXPLAINABLE STATISTIC LOGIC

From the perspective of linguistics and experience, the characters that co-occurred in phrases are
considered associated. In contrast, the unexplainable language model conducts the modeling process
with irregular influence logic of the representations regardless of the relations among the characters.
Even though BERT logic is quantified as a transforming matrix, the unexplainability still constrains
the direct understanding of people. Inspired by the conception of translation, we introduce a trans-
lator matrix MF , which serves as the translator between the flattened transforming matrix M̄T and
associative matrix M̄S . We aim to find the appropriate translator matrix to indirectly fit the unattain-
able alignment between the unexplainable BERT logic and explainable statistical logic. Note that
the translator matrix MF , which is parameter-isolated from the backbone of AxBERT, is trained in
parallel with the correction task according to:

LF = 1− ST,S (5)

ST,S = CosSim−1(MF × M̄T ,M̄S) (6)

which CosSim−1(·) is the cosine similarity function at −1-th dimension, M̄T ∈ Rd2×1, M̄S ∈
Rd2×1, MF is the translator matrix and MF ∈ Rd2×d2

, LF is the objective for training of the
translator matrix. Wherein, the flatten operation for MT and MS enable the communication among
the different semantic representations of the characters.

4



Under review as a conference paper at ICLR 2023

3.4 ATTENTION REGULATION FOR EXPLAINABILITY VIA TRANSLATOR MATRIX

As we mentioned in section 1, the redundancy distributed in the representations in BERT adversely
affects the analysis of BERT. In order to reduce the redundancy in AxBERT, we introduce a regula-
tion on attention to integrating the explainable statistic logic into BERT. Attention layers, the most
significant component of BERT, serve as the key to integrating statistical information. While every
component in BERT performs under various logic, even attention is unable to comprehensively rep-
resent BERT, but the regulation process enables the progressive unification of the different logic in
learning. Besides, because the bottom attention layers are more concerned with character structure
(Belinkov et al., 2017; Jawahar et al., 2019), a dynamical attention combination method is applied
based on the number of attention layers, which realizes a more comprehensive capturing for atten-
tion information. The alignment between the flattened attention matrix M̄A and associative matrix
M̄S is defined as:

SA,S = CosSim−1(M̄A,MF
−1 × M̄S) (7)

MA =

layer∑
i=0

(1− i

layer
)

head∑
j=0

AttDisi,j (8)

where M̄A ∈ Rd2×1, MF
−1 ∈ Rd2×d2

and AttDisi,j ∈ Rd×d. AttDisi,j is the attention distribu-
tion from the attention head of i-th layer and j-th head. layer and head are the layer number and
attention head number of BERT encoder.

3.5 REGULATION FOR CORRECTION TASK WITH WEIGHT REGULATOR

Generally, in BERT-based correction methods, the semantic representations of the characters are
modeled based on the context of the given sentence. However, the semantic influence from the
irrelative characters or the error characters will decrease the accuracy of the modeling process. In
order to maintain an appropriate modeling process in AxBERT, we apply a weight regulator to
regulate the attention distributions in the correction stage. Specifically, the errors are distributed
with lower scores compared with the other characters in AKN. By aligning the associative matrix
with the combined attention matrix MA at character level, the sequences of the similarity scores
of the given sentence are obtained, where the error positions are computed as lower scores than the
other positions. The weight W in the weight regulator is computed as following:

W = CosSim−2(MAin +MAout,MS) (9)

MAin =
MA

T

Avgcol(MA)T
(10)

MAout =
MA

Avgrow(MA)
(11)

where W ∈ Rd, MAin ∈ Rd and MAout ∈ Rd. CosSim−2(·) is the cosine similarity function
at −2-th dimension (character-level), Avgrow(·) and Avgcol(·) are row and column average func-
tions in the matrix. Note that different from the undirected associative score, the attention between
characters is directed, which contains two kinds of degrees as MAin for the in-degree and MAout

for the out-degree respectively located in columns and rows in extracted attention matrix MA. By
accumulating MAin and MAout, the attention is transferred into the undirected form, which fits the
form of the associative matrix MS .

In order to maintain the appropriate semantic influence of characters, based on the obtained
character-level weight W, we introduce a weight matrix MW to regulate it in the correction stage,
which fits the shape of the attention distributions. As a result, the regulated out-degrees of inap-
propriate characters are decreased, and the out-degrees of appropriate characters are increased. The
weight matrix MW in the weight regulator is computed according to:

MW = W × (
1

W
)T · diag(W1, . . . ,Wd) (12)

AttDisRi: = (1− i

layer
)AttDisiMW (13)
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where MW ∈ Rd×d, AttDisR and AttDis respectively indicates the regulated and original attention
distribution, which AttDisR ∈ Rd×d and AttDis ∈ Rd×d. diag(W1, . . . ,Wd) is the diagonal
matrix value of W. Besides, we introduce a weight decay process for the regulation process to
decrease the regulation intensity for the attention layers on the top.

3.6 TRAINING OF AXBERT

The objective L is composed of LA and LC corresponding to the alignment and correction stages,
which are defined as:

L = λ(LC) + (1− λ)(LA) (14)

LC = −
T ′∑
t=1

logP (yt|X) (15)

LA = 1− SA,S (16)
where LC is the objective of the correction task, LA is the objective of the attention alignment. SA,S

defined in equation 7. λ is the combining factor, and we set 0.8 in our training.

Additionally, we design a pre-train process for AxBERT, where the massive pre-train process is
applied to improve the generalization ability of AxBERT. Specifically, We randomly replace 13.5%
of the characters in the correct sentences with the random tokens. For the replaced sentences, we
conduct the alignment task and correction task with the same objectives defined in formula 14-16.

4 EXPERIMENTS

4.1 SETTINGS

The pretrained Chinese BERT is used in AxBERT. We opt streams of 128 tokens, a small batch of
size 32, and learning rates of 2e-5 and 4e-5 for the 30-epoch-training of transforming matrix and
the correction components. Additionally, the dropout rate of 0.3 is used for the embedding layers,
scale-dot product attention, and hidden layers in BERT and ReLU function.

4.2 DATASETS

SIGHAN (Yu et al., 2014; Tseng et al., 2015) , a benchmark for Traditional Chinese spelling check
evaluation, is used in our training and experiments, which contains SIGHAN14 and SIGHAN15
datasets. We follow the same pre-processing procedure as (Wang et al., 2019) for SIGHAN to
convert the characters to simplified Chinese, which is widely used in the baseline methods. Wherein,
SIGHAN14 consists of a 2,339-sentence-TrainSet and a 1,062-sentence-TestSet, and SIGHAN15
consists of a 6,526-sentence-TrainSet and a 1,100-sentence-TestSet. We use the TestSets as the
benchmark dataset in our experiment and the TrainSets as part of the training corpus.

HybirdSet (Wang et al., 2018) is a method for automatic corpus generation for Chinese spelling
check, which conducts the OCR- (Tong & Evans, 1996) and ASR-based (Hartley & Reich, 2005)
methods to generate the visually or phonologically resembled spelling errors. Hybird dataset is
composed of a 274,039-sentence-TrainSet and a 3,162-sentence-TestSet. In the previous works,
the TrainSet of Hybird datasets is used the training of the correction methods (Wang et al., 2019;
Cheng et al., 2020). We adopted the same strategy and constructed the training corpus by mixing
the TrainSets of SIGHAN and the Hybird.

CLUE (Xu et al., 2020) CLUE, an open-ended, community-driven project, is the most authoritative
natural language understanding benchmark for Chinese including 9 tasks spanning several well-
established single-sentence/sentence-pair classification tasks. We use the news dataset in the CLUE
to initialize associative knowledge network, which contains 2,439 articles.

4.3 COMPARISON APPROACHES

We evaluate our method on Chinese spelling correction and compare with several approaches as
baseline. Besides, we also evaluate original BERT masked language model, which is initialized
with the same setting as the BERT encoder in AxBERT.
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HanSpeller++ conducts a multi-stepped reranking strategy by Hidden Markov Language Model for
correction task, which is a remarkable rule-based spelling correction method (Xiong et al., 2015).

Confusionset introduce the copy strategy into Seq2Seq model for spelling correction task (Wang
et al., 2019).

SoftMask is a BERT-based spelling correction method with a soft-mask generator, where the soft-
masked strategy is similar to the concept of error detection (Zhang et al., 2020).

FASPell conducted the Seq2Seq prediction by incorporating BERT with additional visual and
phonology features (Hong et al., 2019).

SpellGCN incorporated BERT and the graph convolutional network initialized with phonological
and visual similarity knowledge for Chinese spelling correction (Cheng et al., 2020).

PLOME integrates the phonological and visual similarity knowledge into a pre-trained masked
language model with a large pre-train corpus consisted of one million Chinese Wikipedia pages.
And it is the SOTA in previous work (Liu et al., 2021).

HeadFilt is an adaptable filter for Chinese Spell Check, which conducts the domain-shift condition-
ing problem by introducing a hierarchical embedding according to the pronunciation similarity and
morphological similarity (Nguyen et al., 2021).

4.4 EVALUATION METHOD

For the evaluation of the spelling correction performance, we use the same evaluation matrix to as-
sess the precision, recall, and F1-score at sentence-level and character-level with the same evaluation
matrix of the previous works (Wang et al., 2019; Zhang et al., 2020; Cheng et al., 2020). Note that
because of the difference between traditional Chinese and simplified Chinese, the wrong cases in the
given converted TestSet is partly incorrect. Therefore, we directly evaluate the result by comparing
the sentences in the TestSet with the predicted sentences from AxBERT and the baselines.

In order to exhibit the regulatability and quantitatively analyze of AxBERT. We design the explain-
able analysis to evaluate the explainability of our method on SIGHAN-15 contained two sub-analysis
as similarity analysis and regulatable analysis. For the similarity analysis, we compute the cosine
similarity between the attention and associative distributions. Additionally, the regulatable analysis
illustrates the using case indicated the situation that the specific character pairs are not expected to be
modified in correction. For a given sentence with errors which is able to be successfully corrected,
by changing the associative scores among the related character pairs contained the errors, we assess
the ratio between the number of retaining errors and the total changed errors.

4.5 MAIN RESULTS

The experiment results are illustrated in Table 1, while part of the results of the baseline methods is
incomparable with other work. P, R, and F1 denote the precision, recall, and F1 score, respectively.

On the sentence-level, the results demonstrate that our model is especially outstanding in preci-
sion. From the results, we find that the BERT-based correction methods (including HeadFilt, BERT,
AxBERT) are different with the other methods in correction strategy, where AxBERT serve as the
SOTA in precision and F1-score. Compared with the other baselines, the higher precision and lower
recall reflect that the AxBERT is ”cautious” in correction. We believe that the main reason of
”cautious” tendency is the introduction of the alignment and regulation in AxBERT. The integrated
explainable logic and the additional validation of the character relations from AKN improve the
robustness of AxBERT and provide a consistent correction process.

Previous works opted the sentence-level evaluation as the first choice comparing with the character-
level evaluation (Hong et al., 2019; Zhang et al., 2020; Nguyen et al., 2021). Even if we think
that sentence-level evaluation is more convincing, the result of the character-level evaluation is il-
lustrated. And the different correction strategy also reflects in the character-level evaluation. For
the character-level evaluation, AxBERT is better than most of the baselines but still lower than the
SOTA (PLOME) even if there is not a significant gap between them cause that the cautious strategy
makes the number of corrected samples of AxBERT less than the other methods.
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Table 1: The performance of our method and baseline methods.

Method Sentence Level Character Level
Detection Correction Detection Correction

SIGHAN14 P R F1 P R F1 P R F1 P R F1
ConfusionSet - - - - - - 63.2 82.5 71.6 79.3 68.9 73.7

FASPell 61.0 53.5 57.0 59.4 52.0 55.4 - - - - - -
SpellGCN 65.1 69.5 67.2 63.1 67.2 65.3 83.6 78.6 81.0 97.2 76.4 85.5
HeadFilt 82.5 61.6 70.5 82.1 60.2 69.4 - - - - - -

BERT 81.6 64.1 71.8 81.0 62.6 70.6 89.4 74.1 81.0 96.9 71.8 82.5
AxBERT 81.9 64.4 72.1 81.7 63.2 71.2 87.8 76.2 81.6 98.2 74.8 84.9

SIGHAN15 P R F1 P R F1 P R F1 P R F1
HanSpeller++ 80.3 53.3 64.0 79.7 51.5 62.5 - - - - - -
ConfusionSet - - - - - - 66.8 73.1 69.8 71.5 59.5 69.9

SoftMask 73.7 73.2 73.5 66.7 66.2 66.4 - - - - - -
FASPell 67.6 60.0 63.5 66.6 59.1 62.6 - - - - - -

SpellGCN 74.8 80.7 77.7 72.1 77.7 75.9 88.9 87.7 88.3 95.7 83.9 89.4
HeadFilt 84.5 71.8 77.6 84.2 70.2 76.5 - - - - - -
PLOME 77.4 81.5 79.4 75.3 79.3 77.2 94.5 87.4 90.8 97.2 84.3 90.3
BERT 84.1 75.9 79.8 83.6 72.7 77.8 92.1 84.7 88.2 95.3 80.7 87.4

AxBERT 88.4 78.7 83.3 88.1 76.2 81.7 92.0 84.9 88.3 96.9 82.3 89.2
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Figure 5: Retaining ratio result

4.6 EXPLAINABLE ANALYSIS

The detailed similarities between the associative matrix and the attention distributions are presented
in figure 4. As the results from the previous works, the low layers prefer to learn the word structure
while the top layers prefer to learn the word meanings (Belinkov et al., 2017; Jawahar et al., 2019).
The similarity results supported the above conclusion. While associative relations are regarded as
character relations based on semantics (meaning), the higher layer in AxBERT is assessed as more
similar to the associative matrix.

In the regulatable analysis, for the successfully corrected errors, we multiple different adjusting
ratio to the corresponding associative scores to implicitly influence the weight regulator according to
formula 9. The errors are expected to keep retained, and we calculate the retaining ratio of adjusted
errors to the total. The retaining ratios with the different adjusting ratios are shown in figure 5, with
the increase of the adjusting ratio, the number of the retaining errors is increasing. The most rapid
increase occurs when the adjusting ratio is set from 2 to 6; after that, the growth rate slowed down
and stabilized at around 78%. We think that the errors that were not successfully retained at last are
so fatal in semantics, so that the correction method has to handle them to keep the semantic fluency.

4.7 CASE STUDY

As shown in table 2, the errors 朋唷/fri*** is successfully corrected to 朋友/friend. Besides, we
also present the regulated sentence after we adjust the associative relation among 朋 and 唷. The
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Table 2: Correction result of the case study

Wrong Sentence 我跟我朋唷打算去法国玩儿/I plan to travel to France with my fri***
Predicted Sentence 我跟我朋友打算去法国玩儿/I plan to travel to France with my friend
Correct Sentence 我跟我朋友打算去法国玩儿/I plan to travel to France with my friend

Regulated Sentence 我跟我朋唷打算去法国玩儿/I plan to travel to France with my fri***
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Figure 6: Result of the case study

associative and attention distributions of the sentence are respectively presented in figure 6(a), 6(b)
and 6(c), where the black-bordered units are the highest score in row. The distributions reflect the
relations among the characters. By comparing figure 6(a), 6(b) and 6(c), green we can discover that
the positions of the black-bordered units are distributed similarly, which demonstrate the alignment
between attention and AKN. Besides, we also show the weight in weight regulator of the given
sentence in figure 6(d), 6(e). The corresponding weight of the adjusted characters 朋 and 唷 are
decreased to make them less influence on other characters to keep retained.

5 CONCLUSION

This paper reports an explainable Chinese spelling correction method named AxBERT, which is
driven by semantic alignment and regulation. While the alignment and regulation are applied to
hidden layers of BERT, the various logic from the components in BERT are unified with clearer
semantic relations. Besides, the weight regulator is introduced to regulate the attention distribution
to model the sentence in a more appropriate way, which effectively improves the correction perfor-
mance. In the evaluation of SIGHAN dataset, the effectiveness and explainability of AxBERT are
demonstrated.

With the help of explainability and high performance, AxBERT is able to be widely employed in
various usage scenarios. Specifically, after the training with the general correction corpus, simply
adjusting for the associative relations enable AxBERT to fit the unusual character correlations in
specific domains, such as the medical, biology, and legal domains. In the future, we plan to extend
the explainable information to the decoder structure as a non-autoregression prediction, which can
realize a variable-length correction framework in order to tackle wider correction situations.
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