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ABSTRACT

Generalizing federated learning (FL) models to unseen clients with non-iid data is
a crucial topic, yet unsolved so far. In this work, we propose to tackle this problem
from a novel causal perspective. Specifically, we form a training structural causal
model (SCM) to explain the challenges of model generalization in a distributed
learning paradigm. Based on this, we present a simple yet effective method using
test-specific and momentum tracked batch normalization (TsmoBN) to generalize
FL models to testing clients. We give a causal analysis by formulating another
testing SCM and demonstrate that the key factor in TsmoBN is the test-specific
statistics (i.e., mean and variance) of features. Such statistics can be seen as a
surrogate variable for causal intervention. In addition, by considering generalization
bounds in FL, we show that our TsmoBN method can reduce divergence between
training and testing feature distributions, which achieves a lower generalization gap
than standard model testing. Our extensive experimental evaluations demonstrate
significant improvements for unseen client generalization on three datasets with
various types of feature distributions and numbers of clients. It is worth noting that
our proposed approach can be flexibly applied to different state-of-the-art federated
learning algorithms and is orthogonal to existing domain generalization methods.

1 INTRODUCTION

Tackling non-iid data is an important yet challenging problem in federated learning (FL). Previous
works mainly studied how to effectively train the model on non-iid data (Zhao et al., 2018; Li et al.,
2020; Karimireddy et al., 2019; Hsu et al., 2019; Reddi et al., 2021; Wang et al., 2020a; Li et al., 2021).
It still remains under-explored regarding how to generalize the FL models to unseen non-iid data for
testing. Here, we address this task of unseen client generalization with the feature shift (Li et al.,
2021). The non-iidness induced by feature shift is critical in many real-world scenarios. For example,
medical images collected from different hospitals can vary a lot in appearance due to different imaging
protocols. Though there are methods addressing the related problem of domain generalization (Li
et al., 2018b;a; Dou et al., 2019; Jin et al., 2020; Gulrajani & Lopez-Paz, 2020; Zhao et al., 2020),
the requirement of centralizing different data distributions makes them not applicable in FL. A few
domain generalization approaches could be cast to fit for FL privacy-preserving setting, however,
would unavoidably affect the well-established FL paradigm and complicate the training process.

The key reason for the performance degeneration during the test phase is that a global model trained
on heterogeneous feature distributions fails to be an accurate estimation for a different distribution on
the unseen client. When training on non-iid data, an effective approach is to use batch normalization
(BN) to normalize features into a uniform distribution (Liu et al., 2020; Andreux et al., 2020; Li et al.,
2021). But during testing, BN is fixed and tends to use the estimated training statistics to normalize
features. It has a risk of improperly normalizing features of unseen clients which can subsequently
deteriorate the final model prediction. Therefore, adapting BN for the test client to obtain a similar
uniform distribution as in training is a promising solution.

In this paper, we propose to use test-specific and momentum tracked batch normalization (TsmoBN) to
solve the unseen client generalization problem for varying feature distributions. By drawing insights
from causality we find that when BN layers are fixed for testing, they will improperly correlate
training statistics and testing features. Such correlation is also known as the spurious relationship
which is studied in causal inference. Inspired by this, we form two novel structural causal models
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(SCMs) to analyze the relationships between non-iid data with feature shifts, learned features, and
model predictions for FL. With the help of causal analysis, we find TsmoBN exactly serves as a causal
intervention that effectively removes the spurious correlations. Specifically, TsmoBN calculates
the mean and variance from features at test time for each BN layer. Meanwhile, it incorporates
momentum to integrate information among different batches to obtain an accurate population-level
estimation. The estimated pair of mean and variance can be interpreted as a surrogate variable for
causal intervention. In addition, we theoretically show that the divergence of training and testing
distributions can be reduced with our proposed TsmoBN, which yields a lower generalization error
bound than using training statistics. Our main contributions are summarized as follows:

• We are the first to propose a systematic view of the SCM for FL to look into the unseen
client generalization problem and conduct the causal analysis of our approach based on this
SCM framework.

• We propose a simple yet effective method of using TsmoBN to mitigate non-iid features
for unseen clients. We further theoretically demonstrate that our approach yields a lower
bound on generalization error compared to standard testing on unseen clients, indicating a
promising solution for unseen client generalization.

• We conduct extensive experiments using three public datasets with various feature distribu-
tions and client numbers. Our results demonstrate significant improvements in generalization
over state-of-the-art FL methods. Last but not least, our solution is orthogonal and readily
compatible with some current domain generalization methods which can be cast into most
of the existing FL settings.

2 RELATED WORK

Federated learning on non-iid features: Recent FL studies have been increasingly investigating the
issue of non-iid data distributions across different clients, from multiple aspects such as facilitating
model optimization (Li et al., 2020; Karimireddy et al., 2019; Reddi et al., 2021), enhancing aggrega-
tion algorithm (Wang et al., 2020a; Pillutla et al., 2019), improving feature normalization (Li et al.,
2021; Reisizadeh et al., 2020; Andreux et al., 2020), etc. For example, as an early work, FedProx
(Li et al., 2020) extends the conventional FedAvg (McMahan et al., 2017) by adding a proximal
term to help stabilize the optimization. SCAFFOLD (Karimireddy et al., 2019) suggests a new opti-
mization algorithm to reduce variance for client-drift in its local updates. Later on, FedNova (Wang
et al., 2020a) proposes to use normalized stochastic gradients to perform global model aggregation
rather than the cumulative raw local gradient changes. Very recently, FedAdam (Reddi et al., 2021)
introduces adaptive server optimization in FL. FedBN (Li et al., 2021) and SiloBN (Andreux et al.,
2020) both propose to keep locally the BN statistics without aggregating them in the global model.
However, all these existing works have focused on boosting performance for clients inside federated
training, without elaborating how these FL algorithms can generalize well to unseen testing clients.

Structural causal models in deep learning: Causality, a concept originating from statistics (Wold,
1954; Eells, 1991; Marini & Singer, 1988; Greenland et al., 1999), has been actively introduced to
deep learning recently. In particular, the structural causal model has demonstrated great potentials in
explaining deep network properties and further inspiring new methods for solving application tasks.
For example, recent generative-model based methods (Pawlowski et al., 2020; Wang et al., 2021a;
Reinhold et al., 2021) use SCM with physical intervention (i.e., assigning specific values to variables)
to enhance model transparency. They explicitly define image attributes as variables and use physical
intervention to find cause effects between variables and images. Another way is to model critical parts
for a certain task (e.g., long-tailed classification (Tang et al., 2020) and visual recognition (Wang
et al., 2021b)) with SCM and figure out confounding effects that can be removed through back-door
adjustment, therefore improving deep learning model performance. These successful works motivate
us to consider forming an SCM view for federated learning, which has not been explored to date.
Tackling this has unique challenges, because the physical intervention has a restriction that target
intervention variables are directly changeable and back-door adjustment needs access to the parent
variables of the targetted intervention one, which are all not feasible in the privacy-preserving FL
setting. Novel solutions for causal intervention on deep neural networks have to be developed to fit
for FL paradigm where the client data are distributed.
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Figure 1: Overview of unseen client generalization and our proposed novel causal view. (a) Structural
causal models for FL (variable notations defined in Sec. 3.1). (b) Example of training clients with
various distributions and generalization on unseen clients with the illustration of change of non-iid
feature distributions upon TsmoBN.

Domain generalization: Generalizing models to completely unseen domains has been an important
yet challenging research topic. Domain generalization is to some extent similar to unseen client
generalization, with only differences lying in centralized training or distributed training. Normalizing
the learned representations to impose domain invariance has been central to domain generalization
solutions. A series of methods have been proposed for aligning features across training domains to
learn domain invariant representations (Jin et al., 2020; Gulrajani & Lopez-Paz, 2020), incorporating
domain discriminators with adversarial learning (Li et al., 2018b; Zhao et al., 2020), and using meta-
learning to simulate domain shift during training (Li et al., 2018a; Dou et al., 2019). However, these
methods can not be easily fit to the FL scenario, limited by their requisite of putting multi-domain
data in one place. Nevertheless, some current domain generalization methods show less restriction
on distributed data, for instance, JiGen (Carlucci et al., 2019) improves generalizability by a self-
supervised task of solving a jigsaw puzzle, CSD (Piratla et al., 2020) uses low-rank decomposition
to extract common and domain-specific components, RandConv (Xu et al., 2021) relies on data
augmentation for combating non-iid data. However, casting them to the FL setting still has to affect
the well-established FL paradigm which would unavoidably complicate the training process.

3 STRUCTURAL CAUSAL MODELS FOR FEDERATED LEARNING

In this section, we start with the formulation for unseen client generalization problem (Sec 3.1) and
explain the challenges by causal analysis using our formed training SCM (Sec 3.2). Then we describe
our new method (i.e., TsmoBN) as a causal intervention to tackle this problem. We further analyze
our method using both test SCM and generalization error bound.

3.1 PRELIMINARIES ON OUR SCMS

Notation: Let the X ⊂ Rd be the input space and Y denote the output space, which would be
{−1,+1} in the classification case, {Ds

1, · · · ,D
s
K} as the set of distributions of K distributed

training clients involved in FL, and Du be the unseen testing client’s distribution1. We consider
the heterogeneous distributions that all samples X are non-iid across clients (e.g., medical images
from various hospital). Specifically, for the k-th client, let {(xs

i,k, y
s
i,k)}nk

i=1 be the training samples
drawn independently from a training distribution Ds

k with density psk(x, y), and (xu, yu) be the test
sample from Du with density pu(x, y), decomposing the density into the marginal distribution and
the conditional probability distribution, we assume there exists feature shift across clients as defined
by Li et al. (2021). That is, we have p(x) or p(x|y) varies across training and testing clients.

1Here we present results for one unseen client Du, but the results can be easily generalized to multiples.
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Problem setup: In unseen client generalization, we first obtain a global model f : X → R by
aggregating distributed client models trained with local distributions{Ds

k}Kk=1. Then we apply this
model f on the unseen client with the target of minimizing the empirical risk of f on samples drawn
from Du. Note that the issue of generalizing to an unseen client is independent of the federated setup.
Since we consider one collaboratively trained model and one unseen client at a time, we can form
two SCMs analogous to centralized training and testing.

As shown in Fig. 1(a), in both SCMs we consider non-iid inputs X , raw extracted features R (i.e., the
outputs of convolutional or fully-connected layers) and the normalized features F (i.e., the application
of batch normalization to R). From F we make inferences on the output Y . The inputs cause the raw
features which cause the normalized features which in turn cause the output. Both input and learned
features are caused by the data distribution during training. We represent this relationship as directed
acyclic graphs (DAGs) (Peters et al., 2017). That is, the SCMs are represented by DAGs Gtr and Gte,
where vertices denote variables and directed edges denote causal relations (e.g., cause→ effect).

3.2 CAUSAL ANALYSIS WITHIN THE TRAINING SCM

Training SCM for FL with non-iid features: In the training phase of FL, a total of K clients aim
to jointly solve the following optimization problem:

min
f

{
K∑

k=1

αk

nk

nk∑
i=1

`(f(xs
i,k), ysi,k)

}
, (1)

where αk = nk∑K
k=1 nk

is the relative sample size, and ` : R × Y → R+ denotes the loss function
that measures the discrepancy between the true label and output value. As shown in Fig. 1(a), in the
non-iid FL scenario, images sampled from each client local distribution (X ← Ds

k) are assumed to
be heterogeneous (e.g., the ’truck’ pictures with various distributions in Fig. 1(b)). The heterogeneity
may lead each client towards fitting its individual feature distributions (i.e., Ds

k → R) as opposed to
the global objective (Karimireddy et al., 2019; Li et al., 2020), which can deteriorate the final model
performance. The performance degeneration is induced by the non-iid data distribution Ds

k, which is
exactly known as the confounder that brings spurious correlations in the causality. However, since
the modern neural networks typically have batch normalization layers that can normalize training
data into a uniform distribution, the global model is able to converge even with the existence of
the confounder. With the whole classification task defined as X → R → F → Y 2, where the
normalized features F are no longer affected by different training distributions Ds

k, we finally obtain
the global model that performs well on training clients. But when generalizing the model for the
unseen testing client, the estimation based on training distributions may fail to be unbiased for the
test distribution due to the above-mentioned feature shift, which is formulated as below:

E(xu,yu)∼pu(x,y) [` (f(xu), yu)] 6= 1

K

K∑
k=1

E(xs
k,y

s
k)∼ps

k(x,y) [`(f(xs
k), ysk)] . (2)

Challenges: The joint distributions are different (i.e., pu(x, y) 6= psk(x, y) due to the feature shift. To
overcome the inequality between training and test estimation, many works in domain generalization
and adaptation have been proposed (Arjovsky et al., 2019; Zhao et al., 2020; Mahajan et al., 2021;
Zhang et al., 2020; Wang et al., 2020b), but casting theses methods into FL is not trivial.

For domain generalization, a central solution is to learn domain-invariant features from multiple
distributions (domains) by gathering a set of centralized non-iid datasets. Such domain-invariant
feature learning can be viewed as the back-door adjustment in our training SCM. Namely, let
P (Y |do(X)) denotes the new classifier that removes the various appearance of heterogeneous images
and pursues the true causal pattern determining the label of images, this can be achieved by adjusting
X given different Ds

k, as shown below:

P (Y |do(X)) =

K∑
k=1

P (Y |X,Ds
k)P (Ds

k). (3)

2In general, feature extraction and batch normalization will be performed repeatedly, making a long chain
start from R and end at F . We instead use an arrow from R to F to simplify the graph without affecting the idea.
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However, the adjustment in Eq.(3) needs to visit all the distributions to learn invariant features (i.e.,
sum over the product of likelihood and prior of each distribution Ds

k), which is infeasible due to
restriction of data sharing and local training in FL. From the back-door adjustment viewpoint, we can
systematically explain why some conventional DG methods failed under the FL paradigm, and we
give a formal statement on the infeasibility of applying some domain generalization methods in FL,
which can be found in Appendix B.1.

For adaptation methods, directly conduct adaptation in FL training is very time-consuming. As
shown in Eq.(2), to obtain the equality for a certain test distribution, we have to coordinate and
adapt K clients, which suffers a high communication cost than centralized training. Hence, we argue
that addressing the unseen client generalization problem at test time is a simple and less costly way
that can fit the test distributions dynamically. We propose using the test-specific momentum batch
normalization (TsmoBN) to effectively tackle this generalization problem and analyze our method
with both test SCM and error bound.

3.3 TEST-SPECIFIC AND MOMENTUM TRACKED BN FOR UNSEEN CLIENT GENERALIZATION

Analysis with the testing SCM: When deploying the FL model that is only trained under seen
distributions Ds to unseen X ∼ Du for generalization, the difference between training and test
distributions make the BN layers with the well-estimated training statistics have a risk of improperly
normalizing features of unseen clients, introducing an edge Du → F , as shown in Fig. 1(a). Thus,
the distribution Du becomes a confounder for F that is subsequently used for the model prediction,
and finally harms the test performance. To remove the confounding effects brought by Du, a direct
way is using causal intervention on normalized features (i.e., do(F )) to let the feature distribution
similar to training distributions. We achieve this intervention by introducing the surrogate variable S,
which is test-specific statistics of raw features R during testing.

Test-specific and momentum tracked BN: We propose to use TsmoBN as a causal intervention to
obtain the test normalized features that have similar distributions as the training normalized features.
More specifically, we calculate the mean and variance pair at test time in BN to normalize features.
The detailed algorithm is shown in Appendix D. With the help of analysis using the surrogate variable,
and by adopting a popular distributional assumption that the input data points follow Gaussian
distribution for all clients (Zhong et al., 2017; Li & Yuan, 2017; Ge et al., 2018; Bakshi et al.,
2019; Chen et al., 2020), we can normalize features into a uniform distribution without any updates
(adaptations) on trainable parameters of the obtained global model. We theoretically show that the
intervention on surrogate variable S (i.e., do(S)) is equivalent to intervening the normalized features
(i.e., do(F )) which can be seen as mapping the test normalized features into the same space as the
training normalized features.

Since the batch-level sampling may not accurately estimate the population-level mean and variance
for a client, the noticeable fluctuation in feature statistics across different batches potentially affects
our assumption and lead to instability of model inference. We further propose to use momentum
to integrate relations among different batches, thus reducing the variances. Precisely, given an
unseen client with M batches of data to be tested in sequential (each batch has m samples and
their corresponding raw features are denoted as {ru1,k, · · · , rum,k}), we initialize {µ, σ} as µ =
1
m

∑m
i=1 ri,k, σ2 = 1

m

∑m
i=1(ri,k − µ)2. With the momentum of τ , when a new batch comes in, we

use the momentum as a weight coefficient gradually update the test-specific BN mean and variance.
By the complete version of TsmoBN, we can approximately obtain the precise estimation for mean
µu and variance σu of an unseen client. The feature normalization is shown below:

E[µu] ≈ µ← τµ+ (1− τ)
1

m

m∑
i=1

rui,k, E[σ2
u] ≈ σ2 ← τσ2 + (1− τ)

1

m

m∑
i=1

(rui,k − µ)2

TsmoBN(rui,k) =
rui,k − E[µu]√

E[σ2
u]

≈
rui,k − µ√
σ2 + ε

, for i = 1, · · · ,m.
(4)

We explain how to interpret TsmoBN as causal intervention using surrogate variable and show the
equivalence of do(S) and do(F ) in below Theorem 3.1. For vertices S, F, Y in our built DAG Gte, S
and Y are independent given F in Gte, denoted as (S ⊥⊥ Y |F )Gte . Also, we denote Gte

S
(GteS ) as the

graph obtained by deleting from Gte all arrows pointing to (emerging from) nodes in X.
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Theorem 3.1 With the SCM defined for testing, if a variable S served as surrogate variable with
following conditions satisfied: (1)F intercepts all directed paths from S to Y ; (2)P (Y |do(S)) is
identifiable; (3)(Y ⊥⊥ S|F )Gte

SF
; and (4)(Y ⊥⊥ F |S)Gte

SF
, then we have

P (Y |do(F )) = P (Y |do(S := (E[µu],E[σ2
u]))). (5)

The proof of Theorem 3.1 is shown in Appendix B.2. The main idea is that the intervention on
surrogate variable, i.e., do(S := (E[µu],E[σ2

u])) (here (E[µu],E[σ2
u]) is assumed to be an unbiased

estimation for the mean and variance pair of test-specific data), has the same effect on normalized
feature F as the passive observation S = (E[µu],E[σ2

u]) for every test sample from the unseen client.

3.4 ERROR BOUND ANALYSIS ON UNSEEN CLIENTS WITH TSMOBN

In this section, we show that using TsmoBN yields a lower bound on generalization error compared
to using training population statistics on unseen clients. Following the assumption that data points
are sampled from Gaussian distribution, we denote the Gaussian distribution for client k as Nk and
the Gaussian distribution for the unseen client as Nu. Based on the generalization bound for unseen
domains given by Albuquerque et al. (2019), we show the error bound for a network with BN layers.

Theorem 3.2 (generalization bound extended from Albuquerque et al. (2019) for unseen client)
Let H be a hypothesis class of a neural network with V C-dimension d and a sample of size nk be
drawn from Gaussian distribution for each seen clients and unseen clients in a FL system. Then,
∀α ∈ Rn

+,
∑K

k=1 αk = 1, with probability at least 1− δ over the choice of samples, for each h ∈ H,

εu(hNu)≤εÑ (

K∑
k=1

αkhNk
)+

K∑
k=1

αk

(
1

2
dH∆H (Nk,Nu)+λk

)
+4

√
2d log(2nkK) + log(4/δ)

nkK
,

where εN (h) = Ex∼N [|h(x)− y|], h is a hypothesis function, Ñ is the mixture of training samples
with size Knk, dH∆H measures distance between two distributions, λk = εNi

(h∗) + εNu
(h∗), and

h∗ = arg minh∈H εNi
(h) + εNu

(h).

The proof and details about the definition of the notations are given in Appendix C.1. This Theo-
rem 3.2 gives the error bound of an unseen client for the vanilla FL. Based on this error bound, our
proposed TsmoBN using surrogate variable further decreases the distances between distributions of
the seen and unseen clients, i.e. after the intervention, dH∆H(Ni, N̂u) < dH∆H (Ni,Nu), where
N̂u denotes the normalized feature distribution for the unseen client after intervention. Considering
the (E[µu],E[σ2

u]) as the approximated estimation of true mean and variance for the unseen client,
using (E[µu],E[σ2

u]) to normalize raw features R of unseen client reduces the divergence of the
distributions of the normalized features between seen and unseen clients. More specifically, when
the assumption that input data are all Gaussian distributed holds and assuming thatH is a class of
two-layer neural network with batch normalization, the divergence becomes zero. We give a formal
statement and proofs for zero-divergence error bound in Appendix C.2.

4 EXPERIMENTS

We validate our proposed solution TsmoBN for the unseen client generalization problem on three
datasets. We conduct extensive experiments to show that: 1) our method can improve the general-
izability of state-of-the-art FL algorithms on unseen clients, 2) how the results would be affected
with ablation studies on four different key points, 3) our approach is orthogonal to current domain
generalization methods and can be readily incorporated to gain a further performance boost.

4.1 DATASETS AND EXPERIMENTAL SETTINGS

Digit classification: We use the public Digits-DG (Zhou et al., 2020) dataset which includes images
of ten digits, from 4 domains with drastic differences in font style, color, and background. Each
domain is regarded as a client, and we use leave-one-client-out validation (i.e., three clients for
training and one client for testing), with each client treated once as in Du.
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Methods noise blur weather digital

gaussian shot impulse defocus glass motion zoom snow frost fog bright contrast elastic pixelate jpeg

FedAvg 58.30 71.09 30.46 96.17 66.46 92.58 88.50 95.07 95.16 96.34 96.30 95.76 91.31 95.92 94.13
+TsmoBN +9.62 92.99 94.20 79.68 96.29 87.33 95.79 95.70 95.77 96.02 96.38 96.24 96.20 94.37 96.11 94.74
FedProx 58.42 71.21 31.68 96.22 64.67 91.83 87.28 95.00 95.04 96.34 96.35 95.70 90.69 95.98 93.88
+TsmoBN +9.72 92.65 94.15 79.30 96.34 86.37 95.70 95.65 95.75 95.99 96.42 96.28 96.26 94.36 96.16 94.74
FedNova 75.82 84.79 32.62 96.69 75.69 94.85 92.88 95.78 95.47 96.66 96.83 96.42 94.43 96.59 95.75
+TsmoBN +7.21 95.55 96.09 86.10 96.75 91.37 96.24 96.20 96.39 96.49 96.76 96.81 96.71 95.53 96.64 95.82
FedAdam 58.25 70.78 32.41 96.37 67.97 92.81 88.85 93.70 93.62 95.63 96.41 95.87 90.87 96.05 93.92
+TsmoBN +9.71 93.24 94.53 80.40 96.48 87.58 95.89 95.85 95.11 95.60 96.15 96.45 96.37 94.38 96.23 94.87
FedBN 55.87 68.84 28.44 96.04 64.56 90.38 84.95 94.38 94.42 96.06 96.11 94.61 87.26 95.47 91.99
+TsmoBN +10.60 91.53 93.01 77.30 96.42 85.48 95.71 95.52 95.46 95.87 96.35 96.30 96.17 93.48 96.06 93.77

Table 1: Performance of TsmoBN for generalization on CIFAR-10-C dataset. Each column represents
an unseen client under leave-one-CorruptionType-out validation. Results with the standard deviation
are shown in Appendix E.2.2.

CIFAR-10-C image recognition: This dataset includes CIFAR-10 images with 15 different styles
of corruptions which are grouped into four types (i.e., noise, blur, weather, digital) (Hendrycks &
Dietterich, 2019). We adopt its level-1 corruption severity as it is the closest to real-world situations.
Each corruption is regarded as a client, and we use leave-one-CorruptionType-out validation (i.e., all
corruption styles in three types form Ds, all corruption styles of the remaining type is Du). This is
designed to keep a certain corruption type be strictly unseen in training. The training client number is
between 10 to 12. We use AlexNet (Krizhevsky et al., 2012) with BN added after each convolution
and fully-connected layer (as did in Hendrycks & Dietterich (2019)).

Medical image diagnosis: We use the public tumor classification dataset Camelyon17, which shows
histology images with different stains from 5 hospitals (Bandi et al., 2018). Following the setting
of source/target domains in literature (Bandi et al., 2018; Koh et al., 2020), we use 3 hospitals for
FL training, and test on 2 hospitals as unseen clients (denoted hospital4 and hospital5). We use
DenseNet121 (Huang et al., 2017). This dataset validates our method on a large-scale (i.e., 4.5 million
images) real-world healthcare scenario, demonstrating its potential for practical applications.

All our FL models are trained with cross-entropy loss and SGD optimizer. As the sample sizes of
sub-domains are not identical within each dataset, to avoid distracting the focus on the feature shift
due to sample imbalance, we truncate the sample size of each client to their respective smallest
number. We also demonstrate the effectiveness of our approach under imbalanced data setting in
Appendix E.2.1. The data in Ds are randomly split to 80% training and 20% validation at each client.
All data in the unseen client(s) are tested as unseen distributions. Without particular notice, we report
the image classification accuracy results obtained with a batch size of 32 and a momentum value
of 0.9. For complete experiment results and more implementation details (e.g., model architecture,
image classification categories, pre-processings, learning rate, training details, computing resources,
etc.), please refer to Appendix E.

4.2 IMPROVE UNSEEN CLIENT GENERALIZATION FOR STATE-OF-THE-ART FL ALGORITHMS

We implement our proposed TsmoBN on current state-of-the-art FL algorithms to show their per-
formance improvement for unseen client generalization, including FedAvg (McMahan et al., 2017),
FedProx (Li et al., 2020), FedNova (Wang et al., 2020a), FedAdam (Reddi et al., 2021) and
FedBN (Li et al., 2021). For each FL algorithm, we compare two methods: 1) conventional inference
on unseen clients with training-estimated BN statistics, 2) our proposed using test-specific momentum
BN as surrogate variable intervention. Table 1, Table 2 and Fig. 2 respectively show the results on
three datasets, which demonstrate that our proposed TsmoBN can consistently boost unseen client
generalization performance for all these FL algorithms on all datasets, validating its general efficacy.
Specifically, as shown in Table 2, our method improves over 3% accuracy on svhn compared to
baselines, since svhn has very different appearances from others. All FL algorithms achieve similar
results on mnist since images in mnist are clean and simple. However, our approach can still make
further improvements. It is also noticed that, our approach achieves a significant increase of unseen
client testing accuracy on the challenging CIFAR-10-C dataset which presents a wide scope of feature
shift, and the real-world medical dataset where the image appearances are dramatically different
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Methods svhn mnistm mnist syn
FedAvg 73.47 69.90 98.71 89.51
+TsmoBN +1.86 77.56 71.10 99.13 90.68
FedProx 73.22 69.01 98.79 89.55
+TsmoBN +1.92 77.18 71.10 99.17 90.80
FedNova 76.36 73.84 98.83 91.49
+TsmoBN +1.13 79.63 74.56 99.18 91.64
FedAdam 73.96 68.89 98.68 89.09
+TsmoBN +1.60 77.02 70.72 99.04 90.23
FedBN 71.81 69.06 98.35 88.53
+TsmoBN +2.35 76.85 71.32 99.98 89.99

Table 2: Performance of TsmoBN for generalization
on digit classification dataset. Each column represents
an unseen client. We implement our TsmoBN solution
on five state-of-the-art FL algorithms.

Training clients Unseen clients

Figure 2: Results on medical image dataset
with 3 training clients and 2 unseen clients.
Blue bars are baseline FL results, orange
bars are results of our TsmoBN.

across clients. On average for all unseen testing clients, our obtained unseen client generalization
results increase at least 7.21% on CIFAR-10-C and 16.51% on the Camelyon17 medical dataset.

4.3 ABLATIONS STUDIES OF OUR METHOD

In particular, we conduct ablation studies using the medical dataset on four points including batch size,
momentum value, fluctuation of statistics with different sampling order, and affine transformation in
BN layers, which are important to implement our proposed method.

(a) (b) (d)(c)
FedA

vg
FedP

rox
FedA

dam
FedN

ova
FedB

N

Figure 3: (a) and (b) study on how the batch size and momentum values would affect TsmoBN. (c) is
the performance comparison of TsmoBN using different sampling sequences. (d) analyzes the effect
of affine transformation parameters during testing.

One-batch experiment with different batch sizes: We conduct the one-batch study which explores
how batch size can affect FL model performance on unseen clients with only one batch of samples
(i.e., no mean or variance value tracked with momentum in TsmoBN). As shown in Fig. 3(a), we use
FedAvg as the backbone and test the model on entire data of unseen clients with different batch sizes
(from 2 to 512). The baseline (dotted line) using fixed training-estimated BN is not influenced by the
batch size, but for our proposed TsmoBN, as expected, the test accuracy increases as we enlarge the
batch size, because more samples benefit representative estimation of the statistical distributions.

Effects of momentum value: We further study whether the FL model performance is sensitive to
the momentum value of τ , as results are shown in Fig. 3(b). In this experiment, we set the test
batch size as 32, and change the value of momentum between [0.0, 0.9] (noting that τ = 0 means no
historical values are tracked). It is observed that, within a wide range, using momentum is beneficial
to performance improvement, especially when τ > 0.5, while the overall performance is not very
sensitive to the specific value of momentum (with accuracy changing within around 1%).

Sensitivity of sampling order: To study if the sampling order would affect the estimation during
test time, we use the box plot to demonstrate the test accuracy with different sampling orders. For
each order, we report the results of models trained with different random seeds. From Fig. 3(c) can
be observed that our proposed TsmoBN has only slight changes under different orders, showing the
potential under real applications that have no specific sampling sequence.

8
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Affine transform in batch normalization during test: Affine transform in BN layers is an extra
operation to enhance the representation capability and is continually updated during training. Here,
we demonstrate that the key factor of TsmoBN is the test-specific statistics (i.e., the surrogate variable
S in the test SCM) and our method is not sensitive to the affine transform. We use models trained with
affine transforms in BN layers and test them with and without affine transformation respectively, as
shown in Fig. 3(d). It is observed that, under different FL algorithms, removing the affine transform
parameters almost makes no degeneration on the final model performance.

4.4 ENHANCE DOMAIN GENERALIZATION METHODS AS AN ORTHOGONAL APPROACH

Furthermore, we present the potential of our method on making additive improvements on FL-
adaptable domain generalization methods, including JiGen (Carlucci et al., 2019), CSD (Piratla
et al., 2020) and RandConv (Xu et al., 2021). We implemented FedAvg version of these methods
on all three datasets, with results shown in Table 3, Table 4 and Fig. 4. It can be observed that the
three domain generalization methods can generally bring performance improvement for conventional
FedAvg for unseen client generalization. On top of that, our TsmoBN is orthogonal to these methods
and can further boost their performance on all datasets. This shows the effectiveness and flexibility of
our testing method without affecting the FL training paradigm.

Methods svhn mnistm mnist syn
FedAvg 73.47 69.90 98.71 89.51
JiGen 69.92 68.64 98.63 89.53
+TsmoBN +1.30 72.83 69.99 98.79 90.33
CSD 74.01 71.15 98.96 90.84
+TsmoBN +1.92 78.42 73.07 99.32 91.81
RandConv 76.55 80.53 98.95 92.97
+TsmoBN +2.50 82.39 83.92 99.39 93.30

Table 3: Results of adding our proposed TsmoBN to
current domain generalization methods on digital clas-
sification dataset.

Hospital4 Hospital5

Figure 4: Results of adding our proposed
TsmoBN to current domain generalization
methods on medical dataset.

Methods noise blur weather digital

gaussian shot impulse defocus glass motion zoom snow frost fog bright contrast elastic pixelate jpeg

FedAvg 58.30 71.09 30.46 96.17 66.46 92.58 88.50 95.07 95.16 96.34 96.30 95.76 91.31 95.92 94.13

JiGen 61.13 70.51 33.86 95.24 66.29 88.88 84.97 94.44 94.84 96.40 95.29 92.63 85.11 93.91 89.21
+TsmoBN +7.01 87.23 88.79 74.91 94.58 77.84 92.62 92.45 94.12 94.94 95.97 93.66 93.35 87.82 92.36 87.21

CSD 64.71 77.05 32.99 96.38 71.35 93.64 90.45 95.48 95.48 96.48 96.40 95.85 91.60 96.11 94.42
+TsmoBN +8.46 93.97 94.92 82.01 96.52 88.36 96.06 95.85 96.08 96.20 96.44 96.43 96.43 94.70 96.23 95.05
RandConv 53.30 67.21 55.16 77.23 41.89 66.40 62.38 70.32 69.93 77.13 73.64 70.60 63.86 74.63 72.30
+TsmoBN +22.90 91.27 91.32 81.63 92.10 79.91 90.09 89.94 90.71 92.45 93.31 91.30 91.25 85.04 90.75 88.33

Table 4: Results of adding our proposed TsmoBN to current domain generalization methods on
CIFAR-10-C dataset, which demonstrates that our solution is orthogonal to these methods.

5 CONCLUSION

This work tackles the unseen client generalization problem in FL by a novel causal view. We propose
SCMs which explain the challenge of generalization problems in distributed learning paradigm,
and further inspire the idea of using test-specific momentum batch normalization (TsmoBN) to
tackle this generalization problem. We theoretically analyze TsmoBN within our test SCM from a
view that test-specific statistics can be seen as a surrogate variable for causal intervention and show
that TsmoBN yields improved generalization bounds by reducing the divergence of distributions
between training and test. Our extensive experiments have demonstrated significant improvements
for unseen client generalization for state-of-the-art FL algorithms, as well as orthogonal benefits
for current domain generalization methods. Our study demonstrates that causal explanation can
be successfully applied in federated learning, showing the great potential for future investigations
beyond generalizability such as trustworthiness and safety.
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6 ETHICS STATEMENT

Deploying models on data that differs from training samples is an ongoing challenge to ensure
AI safety. Our work provides a promising solution to improve out-of-federation generalization
for federated learning, which may be applied in various applications. For safety-critical tasks,
however, such as disease diagnosis and autonomous vehicles, one needs to capture the unintended
application-specific risk that cannot be mitigated by our interventional TsmoBN stratigy.

7 REPRODUCIBILITY STATEMENT

For our proposed TsmoBN approach, a link to a anonymous downloadable source code can be
found in Appendix A. The detailed algorithm box is shown in Appendix D. For theoretical results,
assumptions and complete proofs are included in Sec. 3.3, Sec. 3.4, and Appendix B, C. For datasets
used in the experiments, complete experiment settings, results, and implementation details, please
refer to Sec. 4.1 and Appendix E.
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A NOTATION TABLE

Notations Description

X input space X ⊆ Rd

Y label space Y ∈ {0, 1}
X inputs variable, which denotes samples x ∈ X
Y label variable of the inputs variable X
Ds

k the input data distribution for the the k-th training client
Du data distribution for an unseen client
K number of clients
nk size of samples drawn from distribution for the k-th client

p(x, y) density of sample pairs from a specific distribution
R raw extracted feature, i.e., the output of middle layers in neural network
F normalized feature (i.e., the outputs of batch normalization layers)
Gtr directed acyclic graph representation of structural causal model for training
Gte directed acyclic graph representation of structural causal model for testing
S surrogate variable, i.e., mean and variance calculated from R during testing
P (·) probability distribution
V variables in a certain structural causal model

PAX parent vertices of input X
U unobserved variables
⊥⊥ notation for independent
µ mean of data batch, a parameter of batch normalization layer
σ2 variance of data batch, a parameter of batch normalization layer
τ momentum value for causal intervention
H hypothesis class of two layer neural network with V C-dimension d
Ni gaussian distribution for the ith client
Nu gaussian distribution for the unseen client
Ñ mixture of training samples with size Knk
λi error of optimal hypothesis h∗ on seen and unseen clients
N̂u gaussian distribution for the unseen client after causal intervention
εu(h) risk term for unseen client with hypothesis function h
εs(h) risk term for seen clients with hypothesis function h
εu(hNu) risk term for unseen client with hypothesis function hNu with gaussian distribution assumption
εÑ (hNi

) risk term for seen training clients with hypothesis function hNi
with gaussian distribution assumption

dH(·, ·) distance between two distributions

Table A.1: Notations occurred in the paper.

Code and data availability: We have included the example code to demonstrate our proposed
method, please find in Google Drive via the below anonymous link
https://drive.google.com/file/d/1t9JOhegUZRHIhMkGaX8b0VYd5zpsPTFj/
view?usp=sharing
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B CAUSAL ANALYSIS AND PROOFS

B.1 INFEASIBILITY OF BACK-DOOR ADJUSTMENT IN DG

In this section, we first show the formal statement on the infeasibility of backdoor adjustment for
domain generalization in FL, and then give the proofs to get our proposed proposition.

Proposition B.1 (Infeasibility of back-door adjustment) Consider an SCM over variables V con-
taining input X , parents PAX of X , label Y and unobserved variables U in federated learning,
the causal effect P (Y |do(X)) is identifiable whenever {X ∪ Y ∪ PAX} ⊆ V \U , i.e. whenever
X , Y , and all parents of variables in X are measured. The back-door adjustment P (Y |do(X)) =∑

PAX
P (Y |X,PAX)P (PAX) fails whenever PAX is not allowed to be accessed.

To conduct intervention on a certain vertex X in structural causal model (SCM) via back-door
adjustment, the key idea is summing the conditional probability over a set of parent vertices of X .
Based on Chapter 6 Peters et al. (2017), we first define the valid adjustment set as following:

Definition B.2 (Valid adjustment set) Consider an SCM over variables V and let Y /∈ PAX

(otherwise we have P (Y |do(X)) = P (Y )). We call a set D ⊆ V\{X,Y } a valid adjustment set for
the ordered pair (X,Y ) if

P (Y |do(X)) =
∑
d

P (Y |X,d)P (d). (6)

Here, the sum (could also be an integral) is over the range of D, that is, over all values d that D can
take.

From the valid adjustment set definition, we can see that the intervention P (Y |do(X)) can be
achieved by adjusting over all values d that D can take. Before conducting the adjustment as shown
in the right hand side of Eq.( 6), we should make sure the left hand side intervention is identifiable,
i.e., all variables in the SCM should be measured, otherwise, the causal intervention P (Y |do(X)) is
not computable. We give a theorem based on Chapter 3 Pearl (2009) to illustrate the identifiabiltiy
and the relationships between identifiabiltiy and adjustment as following:

Theorem B.3 (Identifiability) Consider an SCM over a subset V of variables are measured, the
causal effect P (Y |do(X)) is identifiable whenever {X ∪ Y ∪ PAX} ⊆ V , that is, whenever X , Y ,
and all parents of variables in X are measured. The expression P (Y |do(X)) is then obtained by
adjusting for PAX as in Eq.( 6).

From the Definition B.2 and Theorem B.3, we can summarize that to conduct a valid back-door
adjustment for a pair (X,Y ), we should satisfy two conditions:

1. The causal effect of intervention P (Y |do(X)) is identifiable
2. The set of parent variables PAX for adjustment are valid.

In conventional domain generalization methods, the intervention P (Y |do(X)) is identifiable, since
the intervention can be computed from the observational distribution and the graph structure, i.e.,
the graph representation of SCM is explicitly defined and all variables are measured. As there is no
strict on data access, all data distributions in D can be accessed. Hence, two conditions are satisfied,
making the intervention P (Y |do(X)) certainly identifiable and can be computed via back-door
adjustment. Considering our federated learning system, all variables are measured under the federated
learning paradigm, so the causal effect P (Y |do(X)) is identifiable. However, when we want to
achieve the intervention by adjusting parent variables (i.e., DS) of X , since each client data is strictly
kept locally, we cannot find a valid adjustment set for (X,Y ). The second condition does not hold
when we directly apply conventional domain generalization methods into federated learning, making
the back-door adjustment failed. Summarizing the above analysis, we have the proposition B.1.

B.2 PROOF OF THEOREM 3.1

In this section we show how to achieve the intervention on F via intervening the surrogate variable S.
The main proof sketch is using calculus of intervention to exchange the effect of intervening F and S.
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First, we give a definition of d-separation based on Pearl (2009) to help understand the calculus of
intervention.

Definition B.4 (d-separation) Let A,B,C be the three non-intersecting subsets of variables in a
directed acyclic graph G. For any path between two variables, a collider is a variable where arrows
of the path meet head-to-head. A path from A to B is said to be blocked by C if either a non-collider
on the path is in C, or there is a collider on the path and neither the collider nor its descendants
are in C. If all paths from A to B are blocked, then A is d-separated from B by C, denoted by
A ⊥⊥ B | C.

The d-separation helps to demonstrate the independency between variables in the SCM. If two
variables are independent, there is no causal effects between them, indicating that the intervention
on one variable will not have effects on the other one. Based on the d-separation, we can show
different effects of intervention towards dependent or independent variables, so according to Peters
et al. (2017), we introduce the rules of intervention calculus as following:

Theorem B.5 (Rules of intervention calculus) Given a DAG G and disjoint subsets of variables
X,Y, Z and W , let P (·) stand for the probability distribution induced by that model, we have the
following rules.

Rule 1 (Insertion/deletion of observations):

P (Y | Z,W, do(X)) = P (Y |W,do(X)), if(Y ⊥⊥ Z | X,W )GX

Rule 2 (Intervention/observation exchange):

P (Y | do(Z),W, do(X)) = P (Y | Z,W, do(X)), if(Y ⊥⊥ Z | X,W )GXZ

Rule 3 (Insertion/deletion of interventions):

P (Y | do(Z),Wdo(X)) = P (Y |W,do(X)), if(Y ⊥⊥ Z | X,W )GX,Z(W )

Start from our formed SCM for testing, the test-specific batch-statistics variable S (i.e., mean
and variance of batch data in testset) is introduced and can be served as surrogate variable with
following conditions satisfied: (1) F intercepts all directed paths from S to Y ; and (2) P (Y |do(S))
is identifiable (according to Theorem B.3). The first condition makes sure the causal effect between
S and Y is indirect, i.e., S affects Y totally through F , otherwise, the effects of intervening S and F
will both be passed to Y directly, we can not eliminate either one intervention. The second condition
ensures the intervention P (Y |do(S)) can be computed over our SCM.

Firstly, the Rule 3 of Theorem B.5 can be applied on original intervention P (Y |do(F )), having

P (Y |do(F )) = P (Y |do(F ), do(S)), because(Y ⊥⊥ S | F )GFS
(7)

The Eq.( 7) demonstrates that, due to the intervention on F , variable F is not be affected by its
parent variable S, so the external intervention do(S) is independent from the label Y . With the
independency between S and Y , we can add S holding any values into the conditional probability,
having P (Y |do(F ), do(S)).

Then, consider relations in GFS , intervention on F can be removed based on Rule 2, having:

P (Y |do(F ), do(S)) = P (Y |do(S)), because(Y ⊥⊥ S | F )GFS
(8)

This equation shows the conditions for an external intervention do(S) to have same effect on Y as
the passive observation S = s (here s is the mean and variance of test-specific data), since in GFS all
paths from S to Y are eliminated. Combining Eq.( 7) and Eq.( 8), we finally conduct the intervention
on F with the help of surrogate variable S,

P (Y |do(F )) = P (Y |do(S)). (9)

Combing the above conditions for introducing the surrogate variable S and rules to exchange
intervention, we have the theorem as below:
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Theorem B.6 With SCM defined for testing, if a variable S served as surrogate variable with
following conditions satisfied: (1)F intercepts all directed paths from S to Y ; (2)P (Y |do(S)) is
identifiable; (3)(Y ⊥⊥ S|F )Gte

SF
; and (4)(Y ⊥⊥ F |S)Gte

SF
, then we have

P (Y |do(F )) = P (Y |do(S)). (10)
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C ERROR BOUND ANALYSIS AND PROOFS

In this section, we first give the proofs for the Theorem 3.2, and then we introduce a corollary showing
the new error bound with reduced divergence term.

C.1 PROOF OF THEOREM 3.2

First, we introduce notation for our error bound analysis on out-of-federation clients.

Notation: We define the client as a tuple with the specific distribution samples from D and a
deterministic labeling function g. We consider two types of clients, seen clients 〈Ds, gs〉 and a unseen
client 〈Du, gu〉. Moreover, we define a hypothesis h : X → Y , such that h ∈ H, whereH is a set of
candidate hypothesis, and finally define the risk of hypothesis h with respect to the labeling function
g on distribution Ds as εS(h, g) = Ex∼Ds [|h(x) − g(x)|]. We denote the risk of hypothesis h on
Ds as εs(h). Parallelly, the risk of hypothesis h on Du are denoted as εu(h).

Distance between two distributions: Let H be a hypothesis class for input space X , and AH
be the set of subsets of X that are the support of some hypothesis in H, i.e. for each h ∈ H,
{x : x ∈ X , h(x) = 1} ∈ AH. Then the distance between two distributions D and D′ is defined as :
dH(D,D′) := 2 supA∈AH

|PD(A)− PD′(A)|.
The symmetric difference spaceH∆H is defined as : H∆H := {h(x)⊕ h′(x)|h, h′ ∈ H}, where
⊕ is the XOR operation. AH∆H is defined as the set of all setsA such thatA = {x : x ∈ X , h(x) 6=
h′(x)} for some h, h′ ∈ H and it follows that a distance dH∆H is well-defined. The ideal hypothesis
h∗ minimizes combined source and target risk: h∗ = arg minh∈H εs(h) + εu(h) and the error of h∗
is defined as λ := εs(h

∗) + εu(h∗).

Based on Albuquerque et al. (2019), the error bound of the unseen client given one seen client is
bounded by:

εu(h) ≤ εs(h) +
1

2
dH∆H (Ds,Du) + 4

√
2d log (2nk) + log (4/δ)

nk
+ λ. (11)

Consider federated learning with K seen clients and an unseen client, samples size of each client is
nk, the upper bound of dH∆H can be further derived as below:

dH∆H (Ds,Du) = 2 sup
A∈AH∆H

|PDS
(A)− PDU

(A)|

= 2 sup
A∈AH∆H

∣∣∣∣∣
K∑

k=1

αk

(
PDs

k
(A)− PDu(A)

)∣∣∣∣∣
≤ 2 sup

A∈AH∆H

K∑
k=1

αk

(
| PDS

k
(A)− PDu(A) |

)
≤ 2

K∑
k=1

αk sup
A∈AH∆H

(
| PDs

k
(A)− PDu(A) |

)
=

K∑
k=1

αkdH∆H (Ds
k,D

u) ,

the first inequality is derived by the triangle inequality. With the same triangle inequality, we can get
λ ≤

∑K
k=1 λk similarly. Note that εs(hu) = εs(

∑K
k=1 αkhs,k) for ∀hu ∈ H. Replace the λ, εs(hu)

and dH∆H into Eq.( 11), we have:

εu(h) ≤ εs(
K∑

k=1

αkhs,k) +

K∑
k=1

αk (dH∆H (Ds
k,D

u) + λk) + 4

√
2d log (2nkK) + log (4/δ)

nkK
(12)

With the assumption that the input data points follow Gaussian distribution for all clients, we denote
the Gaussian distribution for client k asNk, the Gaussian distribution for unseen client asNu and the
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mixture of training samples with size nkK as Ñ , we can change Eq.( 12) into following form:

εu(hNu
) ≤ εÑ (

K∑
k=1

αkhNk
)+

K∑
k=1

αk

(
1

2
dH∆H (Nk,Nu) + λk

)
+4

√
2d log (2nkK) + log (4/δ)

nkK
.

(13)

Extend to multiple unseen clients: Given nu unseen clients, letNj be the distribution for the j-th
unseen client, j = 1, · · · , nu, and let Ñu be the mixture of unseen clients. Then, the error bound is

εu(hNu) ≤
nu∑
j=1

εuj (hNu)

≤nuεÑ (

K∑
k=1

αkhNk
) +

nu∑
j=1

K∑
k=1

αk

(
1

2
dH∆H

(
Nk,Nuj

)
+ λkj

)

+ 4

√
2d log (2nkK) + log (4/δ)

nkK
,

where λkj is the risk of the optimal hypothesis on the mixture of seen clientNk and unseen clientNj .

C.2 COROLLARY OF REDUCED ERROR BOUND USING TMBN

We first give the formal statement of the new error bound with reduced divergence term using our
proposed TMBN as the causal intervention.

Corollary C.1 (generalization bound with TMBN as causal intervention) Under the assump-
tions of Theorem 3.2, and assume the network is a two-layer networks with BN layers, the error with
causal intervention is bounded by

εu(hN̂u
) ≤ εÑ (

K∑
k=1

αkhNk
) +

K∑
k=1

αkλk + 4

√
2d log(2nkK) + log(4/δ)

nkK
.

The proof is given below, and the key idea is that, by using our approach TMBN as causal intervention,
i.e., using the test statistics to normalize features, the divergence of the distributions of the normalized
features between seen and unseen clients decreases. More specifically, if the input data are all
Gaussian distributed, our causal intervention is tend to obtain the standard Gaussian distribution same
as feature distributions during training, thus the divergence becomes zero.

As we assume thatH is a class of two layer neural network with batch normalization, then the input
data is transformed as

z := (V [Wx])−1/2(Wx− E[Wx]),

where W ∈ Rd×M and M is the number of neurons. Since x is Gaussian distributed, the transformed
layer z followsN , whereN is the standard Gaussian distribution with mean 0 and covariance matrix
as identity matrix. For ∀h ∈ H, there exists a function q such that q(z) = h(x;W ) and for the true
labeling function g, let qt(z) = g(x;Wt), where Wt is the true model parameter. Thus,

εNi
(h) = Ex∼Ni

[|h(x)− g(x)|] = Ez∼N [|q(z)− qt(z)|] = εN (q).

For the seen clients, the risk becomes εN (q) instead of εNi(h), that means the covaraite shift is
eliminated by batch normalization.

For unseen client with vanilla FedAvg method, the input data is transformed as zv :=

Σ
−1/2
s (W x−µs), where µs and Σs are the mean and variance matrix calculated using the seen

clients data. Let Nv be the distribution for zv , then the error bound becomes

εNv
(qu) ≤ εN (

K∑
k=1

αkqk) +

K∑
k=1

αk

(
1

2
dH∆H (N ,Nv) + λk

)
+ 4

√
2d log (2nkK) + log (4/δ)

nkK
.
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For unseen client with proposed causal intervention, the input data is transformed as zI :=

Σ
−1/2
t (W x−µt), where µt and Σt are the mean and variance matrix calculated using the seen

clients data. Then we have zI ∼ N , and the error bound becomes

εN (qu) ≤ εN (

K∑
k=1

αkqk) +

K∑
k=1

αk

(
1

2
dH∆H (N ,N ) + λk

)
+ 4

√
2d log (2nkK) + log (4/δ)

nkK

= εN (

K∑
k=1

αkqk) +

K∑
k=1

αkλk + 4

√
2d log (2nkK) + log (4/δ)

nkK
.

The causal intervention reduces the divergence of distributions of the seen and unseen clients.
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D TSMOBN ALGORITHM

We describe the details algorithm of our proposed TsmoBN as following Algorithm 1.

Algorithm 1 Algorithm of TsmoBN
Notations: For a neural network with batch normalization layers, TsmoBN(x;µ, σ2) denotes our

proposed normalization method on samples x with mean µ and variance σ2. M denotes incoming
batches of data, where each batch has m samples{x1, · · · , xm}. τ denotes the momentum value.

1: During testing:
2: for each batch t = 1, . . . ,M do
3: if t = 1 then
4: Initialize µ = 1

m

∑m
i=1 xi, σ

2 = 1
m

∑m
i=1(xi − µ2

5: else
6: µ = τµ+ (1− τ) 1

m

∑m
i=1 xi, σ

2 = τσ2 + (1− τ) 1
m

∑m
i=1(xi − µ)2

7: end if
8: TsmoBN({xi}mi=1;µ, σ2)
9: end for
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E EXPERIMENTS

In this part we show more experimental results and implementation details. Sec. E.1 gives more
details for implementation, including dataset details, model architectures, training and testing details.
Sec. E.2 shows more experiment results, more specifically, Sec. E.2.1 reports the results of TsmoBN
using imbalanced data in camelyon17 dataset, Sec. E.2.2 presents all results of table and figure
appeared in our manuscript with standard deviation for multiple runs, Sec. E.2.3 further studies
hyper-parameters on four types (i.e., noise, blur, weather and digital) in CIFAR-10-C, Sec. E.2.4
demonstrates that our proposed TsmoBN is not sensitive to different sampling orders and in Sec. E.2.5,
we conduct more experiments on four more corruptions types (speckle noise, gaussian blur, spatter
and saturate) provided by CIFAR-10-C to further show the generalizability improvements and effects
of involving more various distributions.

E.1 EXPERIMENTAL DETAILS

In this section we present more details for three datasets (Digits-DG, CIFAR-10-C and Camelyon17),
model architectures and model training and testing settings.

Digit classification: For our 10 digits classification experiment on Digits-DG dataset, we use
images from four different domains as shown in Fig. E.1 and reshape all images into 28× 28× 3. We
use a six-layer Convolutional Neural Network (CNN) and its details are listed in Table. E.2. We train
the model for 100 epochs with the learning rate of 0.01 and select the best model with the highest
validation accuracy.

svhn mnistm mnist syn

Figure E.1: Samples from four different domains in Digits-DG.

Layer Details

1 Conv2D(3, 64, 5, 1, 2)
BN(64), ReLU, MaxPool2D(2, 2)

2 Conv2D(64, 64, 5, 1, 2)
BN(64), ReLU, MaxPool2D(2, 2)

3 Conv2D(64, 128, 5, 1, 2)
BN(128), ReLU

4 FC(6272, 2048)
BN(2048), ReLU

5 FC(2048, 512)
BN(512), ReLU

6 FC(512, 10)

Table E.2: Model architecture of the Digits-DG experiment. For convolutional layer (Conv2D), we
list parameters with sequence of input and output dimension, kernal size, stride and padding. For
max pooling layer (MaxPool2D), we list kernal and stride. For fully connected layer (FC), we list
input and output dimension. For BatchNormalization layer (BN), we list the channel dimension.

CIFAR-10-C image recognition: CIFAR-10-C contains ten categories of natural images with
various corruption types, as shown in Fig. E.2 and we preprocess all images into 256× 256× 3. We
use adapted AlexNet Krizhevsky et al. (2012) pretrained on Imagenet dataset, and add BN layer after
each convolutional layer and fully-connected layer (except the last layer), as the architecture shown in
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Table E.3. We train the model for 200 epochs with learning rate of 0.001 and early stop the training if
no improvements for validation accuracy over 10 epochs. The model is selected based on the highest
validation accuracy.

gaussian noise shot noise impulse noise defocus blur glass blur

motion blur zoom blur snow frost fog

bright contrast elastic pixelate jpeg

Figure E.2: Samples from fifteen different corruption types in CIFAR-10-C.

Layer Details

1 Conv2D(3, 64, 11, 4, 2)
BN(64), ReLU, MaxPool2D(3, 2)

2 Conv2D(64, 192, 5, 1, 2)
BN(192), ReLU, MaxPool2D(3, 2)

3 Conv2D(64, 128, 5, 1, 2)
BN(128), ReLU

4 Conv2D(384, 256, 3, 1, 1)
BN(256), ReLU

5 Conv2D(256, 256, 3, 1, 1)
BN(256), ReLU, MaxPoll2D(3, 2)

6 AdaptiveAvgPool2D(6, 6)

7 FC(9216, 4096)
BN(4096), ReLU

8 FC(4096, 4096)
BN(4096), ReLU

9 FC(4096, 10)

Table E.3: Model architecture for CIFAR-10-C experiment. For convolutional layer (Conv2D), we
list parameters with sequence of input and output dimension, kernal size, stride and padding. For
max pooling layer (MaxPool2D), we list kernal and stride. For fully connected layer (FC), we list
input and output dimension. For BatchNormalization layer (BN), we list the channel dimension.

Medical image diagnosis: For the histology image diagnosis, we use the all data from the public
dataset Camelyon17 Bandi et al. (2018). Camelyon17 comprises 450,000 patches of breast cancer
metastases in lymph node sections from 5 hospitals in the Netherlands. The task is to predict whether
a given region of tissue contains any tumor tissue or not. All the data are prerprocessed into shape
of 96× 96× 3. For neural network, we use the DenseNet121 Huang et al. (2017) and train it with
learning rate of 0.001 for 200 epochs. We early stop the training if no improvements for validation
accuracy over 10 epochs and select the model selected based on the highest validation accuracy.
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For all experiments, we train and test our models on TITAN RTX GPU with Ubuntu18.04 operating
system.

E.2 MORE EXPERIMENTS

Here we show more experimental results, including performance with imbalanced setting for real-
world application (Sec. E.2.1), results reported in manuscript with standard deviation (Sec. E.2.2),
and more hyper-parameter studies on batch size and momentum value (Sec. E.2.3), including four
groups of corruption types (i.e., noise, blur, weather and digital) in CIFAR-10-C. In addition, in
Sec. E.2.4 we show that our proposed TsmoBN is not sensitive to the order of testing batches. For
CIFAR-10-C, we additionally show unseen client generalization results on extra 4 unseen clients (i.e.,
speckle noise, gaussian blur, spatter and saturate) in Sec. E.2.5.

E.2.1 IMBALANCED DATA SETTING FOR REAL-WORLD APPLICATION ON MEDICAL DATASET

In this section, we conduct experiments on camelyon17 dataset with imbalanced training data (i.e.,
original size of samples from each training client). From the Table E.4 can be observed that our
proposed TsmoBN can effectively improve the performance with various existing FL algorithms even
with the imbalanced training data across clients.

Methods hospital4 hospital5

FedAvg 63.23(6.40) 63.31(8.10)
+TsmoBN +23.60 89.61(0.14) 84.13(0.16)

FedProx 62.45(6.71) 63.73(6.65)
+TsmoBN +24.29 89.86(0.41) 84.90(1.31)

FedNova 56.56(3.06) 58.16(9.80)
+TsmoBN +30.64 90.64(0.25) 85.35(2.19)

FedAdam 71.31(13.90) 62.03(6.34)
+TsmoBN +20.33 89.28(0.25) 84.71(0.24)

FedBN 68.06(16.01) 64.85(14.93)
+TsmoBN +17.41 89.39(1.20) 78.33(1.96)

Table E.4: Performance of TsmoBN under imbalanced data setting. We report results on medical
image dataset with 3 training clients and 2 unseen clients. Each column represents an unseen client.
We implement our approach on five state-of-the-art FL algorithms and report standard deviation (in
bracket) for multiple runs.

E.2.2 DETAILED RESULTS WITH STANDARD DEVIATION FOR MULTIPLE RUNS

We run our experiments 3 times with random seed 0, 1, 2 and report the average results with standard
deviation.

Improve unseen client generalization for state-of-the-art FL algorithms:

• For detailed version of digit classification results reported in Table 2, please refer to Ta-
ble E.5.

• For detailed version of medical image diagnosis results reported in Table 1, please refer to
Table E.6.

• For detailed version of CIFAR-10-C image recognition results reported in Fig. 2, please
refer to Table E.7.

From results in three tables, we have the observation that besides generalization accuracy improve-
ments, our proposed methods have lower standard deviation than baseline FL algorithms in general.
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Methods svhn mnistm mnist syn

FedAvg 73.47(0.62) 69.90(0.82) 98.71(0.08) 89.51(0.14)
+TsmoBN +1.86 77.56(0.35) 71.10(0.24) 99.13(0.07) 90.68(0.14)

FedProx 73.22(0.48) 69.01(0.62) 98.79(0.10) 89.55(0.16)
+TsmoBN +1.92 77.18(0.35) 71.10(0.40) 99.17(0.10) 90.80(0.33)

FedNova 76.36(0.13) 73.84(0.57) 98.83(0.07) 91.49(0.49)
+TsmoBN +1.13 79.63(0.81) 74.56(0.49) 99.18(0.08) 91.64(0.41)

FedAdam 73.96(0.09) 68.89(0.63) 98.68(0.07) 89.09(0.20)
+TsmoBN +1.60 77.02(0.60) 70.72(0.52) 99.04(0.07) 90.23(0.05)

FedBN 71.81(0.51) 69.06(1.26) 98.35(0.18) 88.53(0.34)
+TsmoBN +2.35 76.85(0.25) 71.32(0.55) 99.98(0.12) 89.99(0.07)

Table E.5: Performance of TsmoBN for unseen client generalization on digit classification dataset.
Each column represents an unseen client. We implement our approach on five state-of-the-art FL
algorithms and report standard deviation (in bracket) for multiple runs.

Methods noise blur weather digital

gaussian shot impulse defocus glass motion zoom snow frost fog bright contrast elastic pixelate jpeg

FedAvg 58.30 71.09 30.46 96.17 66.46 92.58 88.50 95.07 95.16 96.34 96.30 95.76 91.31 95.92 94.13
(0.97) (0.40) (3.06) (0.15) (1.31) (0.71) (1.53) (0.17) (0.23) (0.06) (0.03) (0.08) (0.79) (0.05) (0.33)

+TsmoBN +9.62 92.99 94.20 79.68 96.29 87.33 95.79 95.70 95.77 96.02 96.38 96.24 96.20 94.37 96.11 94.74
(0.58) (0.26) (1.07) (0.12) (0.89) (0.11) (0.16) (0.14) (0.13) (0.09) (0.05) (0.12) (0.19) (0.12) (0.07)

FedProx 58.42 71.21 31.68 96.22 64.67 91.83 87.28 95.00 95.04 96.34 96.35 95.70 90.69 95.98 93.88
(3.85) (2.94) (2.83) (0.12) (1.95) (1.14) (2.10) (0.17) (0.12) (0.14) (0.05) (0.16) (0.59) (0.06) (0.19)

+TsmoBN +9.72 92.65 94.15 79.30 96.34 86.37 95.70 95.65 95.75 95.99 96.42 96.28 96.26 94.36 96.16 94.74
(0.69) (0.63) (1.17) (0.23) (0.85) (0.03) (0.11) (0.12) (0.12) (0.11) (0.15) (0.06) (0.14) (0.09) (0.14)

FedNova 75.82 84.79 32.62 96.69 75.69 94.85 92.88 95.78 95.47 96.66 96.83 96.42 94.43 96.59 95.75
(0.98) (0.54) (3.58) (0.05) (1.95) (0.10) (0.37) (0.22) (0.32) (0.06) (0.09) (0.12) (0.25) (0.02) (0.11)

+TsmoBN +7.21 95.55 96.09 86.10 96.75 91.37 96.24 96.20 96.39 96.49 96.76 96.81 96.71 95.53 96.64 95.82
(0.20) (0.12) (0.59) (0.04) (0.46) (0.10) (0.08) (0.15) (0.10) (0.05) (0.09) (0.06) (0.05) (0.10) (0.08)

FedAdam 58.25 70.78 32.41 96.37 67.97 92.81 88.85 93.70 93.62 95.63 96.41 95.87 90.87 96.05 93.92
(3.30) (2.28) (1.97) (0.12) (1.17) (0.45) (0.83) (2.20) (2.35) (1.20) (0.19) (0.35) (1.51) (0.16) (1.25)

+TsmoBN +9.71 93.24 94.53 80.40 96.48 87.58 95.89 95.85 95.11 95.60 96.15 96.45 96.37 94.38 96.23 94.87
(0.11) (0.18) (0.46) (0.14) (0.88) (0.20) (0.15) (1.18) (0.54) (0.40) (0.08) (0.06) (0.54) (0.09) (0.45)

FedBN 55.87 68.84 28.44 96.04 64.56 90.38 84.95 94.38 94.42 96.06 96.11 94.61 87.26 95.47 91.99
(4.83) (4.55) (1.59) (0.19) (1.59) (1.13) (1.41) (0.25) (0.43) (0.14) (0.22) (1.05) (2.51) (0.57) (1.48)

+TsmoBN +10.60 91.53 93.01 77.30 96.42 85.48 95.71 95.52 95.46 95.87 96.35 96.30 96.17 93.48 96.06 93.77
(1.17) (1.02) (1.08) (0.13) (0.63) (0.30) (0.21) (0.14) (0.07) (0.11) (0.13) (0.24) (1.00) (0.28) (0.87)

Table E.6: Performance of TsmoBN for unseen client generalization on CIFAR-10-C dataset. Each
column represents an unseen client under leave-one-CorruptionType-out validation. We implement
our approach on five state-of-the-art FL algorithms and report standard deviation (in bracket) for
multiple runs.

Enhance domain generalization methods as an orthogonal approach:

• For detailed version of digit classification results reported in Table 3, please refer to Ta-
ble E.8.

• For detailed version of medical image diagnosis results reported in Table 4, please refer to
Table E.9.

• For detailed version of CIFAR-10-C image recognition results reported in Fig. 4, please
refer to Table E.10.

By applying our proposed approach on domain generalization methods, especially for data with strong
distribution changes (e.g., noise in CIFAR-10-C), we can see the standard deviation is mitigated.
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Methods hospital4 hospital5

FedAvg 62.62(5.82) 59.95(7.93)
+TsmoBN +25.27 89.66(0.40) 83.44(2.34)

FedProx 63.41(5.64) 59.99(8.75)
+TsmoBN +24.88 89.66(0.37) 83.51(2.58)

FedNova 80.02(9.41) 60.54(2.06)
+TsmoBN +16.51 88.72(1.13) 84.86(3.07)

FedAdam 68.71(10.46) 58.41(9.63)
+TsmoBN +24.77 89.46(0.37) 87.20(6.34)

FedBN 59.36(15.64) 58.14(2.99)
+TsmoBN +25.27 89.98(1.33) 78.06(2.65)

Table E.7: Performance of TsmoBN for unseen client generalization on medical image dataset with
3 training clients and 2 unseen clients. Each column represents an OOF client. We implement our
approach on five state-of-the-art FL algorithms and report standard deviation (in bracket) for multiple
runs.

Methods svhn mnistm mnist syn
FedAvg 73.47(0.62) 69.90(0.82) 98.71(0.08) 89.51(0.14)
JiGen 69.92(1.28) 68.64(0.12) 98.63(0.15) 89.53(0.23)
+TsmoBN +1.30 72.83(0.56) 69.99(0.16) 98.79(0.17) 90.33(0.26)
CSD 74.01(0.54) 71.15(0.59) 98.96(0.11) 90.84(0.28)
+TsmoBN +1.92 78.42(0.77) 73.07(0.39) 99.32(0.06) 91.81(0.11)
RandConv 76.55(1.19) 80.53(0.59) 98.95(0.09) 92.97(0.54)
+TsmoBN +2.50 82.39(0.41) 83.92(0.52) 99.39(0.02) 93.30(0.16)

Table E.8: Results of adding our proposed TsmoBN to current domain generalization methods on
digital classification dataset. We report standard deviation (in bracket) for multiple runs.

Methods noise blur weather digital

gaussian shot impulse defocus glass motion zoom snow frost fog bright contrast elastic pixelate jpeg

JiGen 61.13 70.51 33.86 95.24 66.29 88.88 84.97 94.44 94.84 96.40 95.29 92.63 85.11 93.91 89.21
(0.96) (0.92) (1.02) (2.08) (3.93) (3.74) (4.38) (0.23) (0.08) (0.02) (0.64) (1.35) (1.00) (0.87) (1.48)

+TsmoBN +7.01 87.23 88.79 74.91 94.58 77.84 92.62 92.45 94.12 94.94 95.97 93.66 93.35 87.82 92.36 87.21
(0.81) (0.74) (0.83) (2.58) (3.01) (3.18) (3.51) (0.10) (0.19) (0.07) (0.98) (1.16) (1.24) (1.09) (1.58)

CSD 64.71 77.05 32.99 96.38 71.35 93.64 90.45 95.48 95.48 96.48 96.40 95.85 91.60 96.11 94.42
(1.64) (0.28) (1.24) (0.07) (1.18) (0.50) (1.25) (0.10) (0.13) (0.18) (0.06) (0.18) (0.91) (0.14) (0.37)

+TsmoBN +8.46 93.97 94.92 82.01 96.52 88.36 96.06 95.85 96.08 96.20 96.44 96.43 96.43 94.70 96.23 95.05
(0.34) (0.21) (0.67) (0.09) (0.66) (0.06) (0.04) (0.03) (0.06) (0.06) (0.08) (0.15) (0.11) (0.11) (0.18)

RandConv 53.30 67.21 55.16 77.23 41.89 66.40 62.38 70.32 69.93 77.13 73.64 70.60 63.86 74.63 72.30
(3.33) (3.61) (3.96) (0.83) (4.65) (1.41) (1.08) (3.16) (3.22) (3.16) (2.63) (3.27) (2.22) (2.23) (2.59)

+TsmoBN +22.90 91.27 91.32 81.63 92.10 79.91 90.09 89.94 90.71 92.45 93.31 91.30 91.25 85.04 90.75 88.33
(1.23) (1.38) (1.15) (0.97) (1.53) (1.12) (1.18) (1.40) (1.22) (1.10) (0.21) (0.14) (0.14) (0.12) (0.31)

Table E.9: Results of adding our proposed TsmoBN to current domain generalization methods on
CIFAR-10-C dataset, which demonstrates that our solution is orthogonal to these methods. We report
standard deviation (in bracket) for multiple runs.

E.2.3 HYPER-PARAMETER STUDIES ON FOUR CORRUPTION TYPES IN CIFAR-10-C

In addition to the results on medical dataset which are shown in Sec. 4.3, we further conduct studies
on the four groups of corruptions (i.e., blur, weather and digital) and plot the results in Fig. E.3 and
Fig. E.4.

One-batch experiment with different batch sizes: We first show accuracy changes with different
batch size. The observations are consistent that the unseen client test accuracy increases as we enlarge
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Methods hospital4 hospital5

JiGen 66.10(4.95) 56.75(9.97)
+TsmoBN +24.75 89.50(0.41) 82.83(1.62)

CSD 72.60(9.17) 64.19(5.63)
+TsmoBN +18.37 89.60(0.14) 83.92(0.34)

RandConv 55.91(7.49) 49.85(0.32)
+TsmoBN +32.78 90.23(0.94) 81.10(5.25)

Table E.10: Results of adding our proposed TsmoBN to current domain generalization methods on
medical dataset. We report standard deviation (in bracket) for multiple runs.

the batch size, because more samples benefit representative estimation of the statistical distributions.
Meanwhile, we also see that the accuracy becomes saturated near to the highest performance after
batch size is sufficiently large. For corruption types bringing strong distribution changes (e.g., noise,
blur), our method outperforms baseline method (FedAvg) at very small batch size (e.g., batch size of
8). For corruption types with less changes as weather and digital, our methods achieve comparable
or better results after batch size of 16, showing less requirements on large batch size.

blur

weather digital

noise

Figure E.3: Studies on how batch size would affect TsmoBN performance. We report FedAvg on
three unseen corruption types (i.e., noise, blur, weather and digital) in CIFAR-10-C.

Studies on momentum value: For the momentum values studies, we set the testing batch size
as 32, and change the value of momentum between [0.0, 0.9]. Please note that when momentum
value is 0, it is equal to not using momentum. From the Fig. E.4 we can observe that, within a wide
range, using momentum is beneficial to improve performance, while overall performance is not very
sensitive to the specific value of momentum (with accuracy changing within around 1%).

E.2.4 SAMPLING ORDER SENSITIVITY STUDY ON TSMOBN

Besides results on the medical dataset camelyon17, we further validate our proposed TsmoBN on
batches with different incoming orders to show the stability. Specifically, we shuffle the test set with
5 different random seeds (i.e., 0, 1, 2, 3, 4) and draw the accuracies as shown in Fig. E.5. We show
results on four different types of corruptions (i.e., noise, blur, weather and digital) in CIFAR-10-C.
The observation clearly shows the stability of our proposed TsmoBN, all accuracy lines are nearly
parallel to the x-axis and only minor changes can be seen in weather and digital type within range
less than 0.5%.
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blur

digital

noise

weather

Figure E.4: Studies on how momentum values would affect TsmoBN performance. We report FedAvg
on four unseen corruption types (i.e., noise, blur, weather and digital) in CIFAR-10-C.

noise blur

weather digital

Figure E.5: Studies show batch sampling order would not affect TsmoBN. We report results of
FedAvg and TsmoBN on CIFAR-10-C.

E.2.5 MORE EXPERIMENTAL RESULTS ON EXTRA FOUR UNSEEN CLIENTS FROM CIFAR-10-C

Besides the leave-one-CorruptionType-out experiments on CIFAR-10-C, we use four extra corruption
types provided by CIFAR-10-C to conduct more evaluations, the samples of theses four corruption
types are shown in Fig. E.6. Specifically, we collect four models from leave-one-CorruptionType-out
validation and report all results on the extra four unseen clients, as shown in Table E.11, Table E.12
and Table E.13. The ’Leaved CorruptionType’ indicates that models do not see a specific type of
corruptions at all. Our TsmoBN achieves consistent improvements with different FL algorithms or
domain generalization methods on all 4 unseen clients averagely. From Table E.11, we can see that if
the model has not seen any types of noise, it performs worse on speckle noise than the model (e.g., the
row of blur) which has seen noise. For gaussian blur and spatter, since they do not strongly change
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speckle noise gaussian blur spatter saturate

Figure E.6: Samples of four extra corruption types (i.e., speckle noise, gaussian blur, spatter and
saturate) in CIFAR-10-C.

distributions, the results between different models are similar. As the saturate is totally different from
all types in digital group, we can see the results in the digital row of Table E.12 are not much lower
than other rows even if the model has not seen digital types of corruptions. Hence, our results show
that involving more different distributions at training time improves the model generalizability on
new distributions that does not change in a large degree, but for the very different new distribution,
the performance is still degraded.

Leaved Method speckle noise gaussian blur spatter saturateCorruptionType

no
is

e

FedAvg 71.96(0.21) 96.53(0.13) 95.13(0.16) 92.16(0.58)
+TsmoBN +6.44 93.68(0.36) 96.37(0.04) 95.87(0.14) 95.64(0.38)

FedProx 72.68(2.53) 96.49(0.14) 94.88(0.48) 91.99(0.86)
+TsmoBN +6.19 93.27(0.59) 96.33(0.11) 95.74(0.28) 95.45(0.44)

FedNova 85.39(0.33) 96.91(0.10) 96.35(0.08) 93.74(0.47)
+TsmoBN +3.32 95.94(0.16) 96.86(0.04) 96.62(0.02) 96.25(0.16)

FedAdam 72.44(1.92) 96.57(0.18) 95.23(0.06) 92.81(0.04)
+TsmoBN +6.27 93.83(0.15) 96.48(0.09) 96.03(0.01) 95.81(0.20)

FedBN 70.32(3.76) 96.23(0.23) 93.96(0.87) 90.44(1.67)
+TsmoBN +6.92 92.32(1.18) 96.23(0.17) 95.34(0.39) 94.76(0.58)

bl
ur

FedAvg 89.15(1.75) 96.17(0.16) 95.83(0.19) 91.41(0.72)
+TsmoBN +2.78 95.52(0.18) 96.28(0.10) 96.12(0.12) 95.77(0.15)

FedProx 87.28(1.77) 96.21(0.12) 95.63(0.19) 90.39(1.39)
+TsmoBN +3.50 95.34(0.15) 96.34(0.22) 96.15(0.02) 95.67(0.18)

FedNova 95.77(0.39) 96.69(0.05) 96.57(0.10) 93.41(0.55)
+TsmoBN +0.88 96.36(0.18) 96.75(0.03) 96.62(0.09) 96.23(0.15)

FedAdam 90.60(2.21) 96.37(0.12) 96.03(0.12) 91.95(0.34)
+TsmoBN +2.41 95.83(0.20) 96.46(0.14) 96.42(0.13) 95.87(0.22)

FedBN 86.50(1.81) 96.04(0.18) 95.42(0.38) 89.13(1.09)
+TsmoBN +3.93 95.06(0.17) 96.39(0.14) 95.99(0.16) 95.39(0.47)

Table E.11: Performance of TsmoBN for unseen client generalization on CIFAR-10-C dataset. We
use models from leave-one-CorruptionType-out validation (i.e., leave-noise-out and leave-blur-out)
and test the models on 4 extra unseen clients. We implement our approach on five state-of-the-art FL
algorithms and report standard deviation (in bracket) for multiple runs.
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Leaved Method speckle noise gaussian blur spatter saturateCorruptionType

w
ea

th
er

FedAvg 88.37(0.91) 96.27(0.11) 95.70(0.11) 91.04(0.06)
+TsmoBN +3.04 95.46(0.09) 96.32(0.16) 96.18(0.15) 95.58(0.18)

FedProx 87.87(3.09) 96.29(0.10) 95.75(0.07) 91.03(0.66)
+TsmoBN +3.17 95.52(0.16) 96.35(0.10) 96.14(0.12) 95.63(0.09)

FedNova 95.11(0.64) 96.73(0.04) 96.47(0.07) 92.09(0.59)
+TsmoBN +1.40 96.33(0.06) 96.79(0.09) 96.61(0.03) 96.25(0.15)

FedAdam 83.99(5.69) 95.82(0.95) 94.85(1.59) 88.62(4.28)
+TsmoBN +4.52 94.54(1.64) 96.19(0.35) 95.69(0.89) 94.93(1.17)

FedBN 84.91(1.61) 96.06(0.15) 95.30(0.29) 88.53(0.90)
+TsmoBN +4.45 95.02(0.18) 96.34(0.15) 95.91(0.19) 95.35(0.24)

di
gi

ta
l

FedAvg 89.22(1.71) 96.00(0.02) 95.74(0.17) 89.91(0.87)
+TsmoBN +3.15 95.52(0.07) 96.20(0.13) 96.11(0.11) 95.64(0.13)

FedProx 88.53(2.31) 95.97(0.05) 95.66(0.17) 89.26(0.52)
+TsmoBN +3.48 95.45(0.17) 96.26(0.13) 96.13(0.09) 95.49(0.12)

FedNova 95.50(0.29) 96.59(0.13) 96.60(0.05) 92.56(0.12)
+TsmoBN +1.13 96.31(0.02) 96.72(0.08) 96.64(0.06) 96.12(0.10)

FedAdam 88.23(4.75) 96.19(0.16) 95.84(0.29) 90.32(1.68)
+TsmoBN +3.32 95.50(0.45) 96.45(0.14) 96.22(0.08) 95.67(0.37)

FedBN 84.68(3.18) 95.52(0.55) 94.95(0.78) 86.50(1.76)
+TsmoBN +5.05 94.71(0.61) 96.26(0.08) 95.91(0.34) 94.96(0.60)

Table E.12: Continue from Table E.11. Performance of TsmoBN for unseen client generalization
on CIFAR-10-C dataset. We use models from leave-one-CorruptionType-out validation (i.e., leave-
weather-out and leave-digital-out) and test the models on 4 extra unseen clients. We implement our
approach on five state-of-the-art FL algorithms and report standard deviation (in bracket) for multiple
runs.
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Leaved Method speckle noise gaussian blur spatter saturateCorruptionType

no
is

e

JiGen 70.87(0.62) 96.53(0.14) 94.12(0.59) 89.04(1.02)
+TsmoBN +4.37 86.57(1.02) 95.40(0.33) 93.44(0.42) 92.63(0.55)

CSD 78.38(0.29) 96.61(0.04) 95.70(0.08) 92.62(0.52)
+TsmoBN +5.05 94.67(0.33) 96.68(0.05) 96.34(0.10) 95.81(0.07)

RandConv 69.14(3.50) 79.74(2.90) 72.70(3.43) 74.09(3.06)
+TsmoBN +18.36 89.43(1.54) 94.26(0.91) 92.26(1.05) 93.15(1.09)

bl
ur

JiGen 82.24(5.41) 95.25(2.09) 94.35(2.40) 86.24(3.20)
+TsmoBN +3.05 90.17(3.63) 94.58(2.58) 93.25(3.01) 92.26(3.29)

CSD 92.58(1.40) 96.36(0.07) 96.16(0.23) 91.79(0.71)
+TsmoBN +1.99 95.64(0.11) 96.52(0.09) 96.38(0.07) 96.03(0.18)

RandConv 73.19(5.50) 77.19(0.84) 73.66(0.84) 71.02(1.28)
+TsmoBN +16.13 88.98(0.93) 92.10(0.97) 90.70(0.93) 87.80(6.36)

w
ea

th
er

JiGen 86.03(0.20) 96.47(0.08) 95.50(0.18) 88.08(0.96)
+TsmoBN +2.94 92.89(0.30) 95.99(0.04) 95.01(0.33) 93.94(0.14)

CSD 92.88(1.19) 96.41(0.12) 96.03(0.16) 91.57(0.48)
+TsmoBN +1.95 95.87(0.06) 96.51(0.01) 96.32(0.13) 95.99(0.05)

RandConv 72.06(4.77) 78.96(2.87) 73.76(2.86) 73.02(2.95)
+TsmoBN +17.55 90.34(1.63) 93.44(0.99) 91.92(1.25) 92.28(1.34)

di
gi

ta
l

JiGen 79.50(1.55) 94.26(0.87) 93.55(0.86) 83.22(0.67)
+TsmoBN +3.57 88.55(1.66) 93.46(0.93) 92.12(1.34) 90.66(1.19)

CSD 91.81(0.74) 96.14(0.23) 95.76(0.30) 89.49(0.90)
+TsmoBN +2.75 95.79(0.11) 96.39(0.06) 96.27(0.11) 95.78(0.13)

RandConv 70.39(3.10) 74.98(2.49) 71.87(2.95) 68.79(2.96)
+TsmoBN +18.34 88.27(0.14) 91.32(0.16) 89.91(0.17) 89.87(0.04)

Table E.13: Results of adding our proposed TsmoBN to current domain generalization methods on
CIFAR-10-C dataset. We use models from leave-one-CorruptionType-out validation (i.e., leave-noise-
out, leave-blur-out, leave-weather-out and leave-digital-out) and test the 4 models on 4 extra unseen
clients. We report standard deviation (in bracket) for multiple runs.
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