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Abstract

Generative artificial intelligence (GenAI) has made significant progress in under-1

standing world knowledge and generating content from human languages across2

various modalities, like text-to-text large language models, text-to-image stable dif-3

fusion, and text-to-video Sora. While in this paper, we investigate the capability of4

GenAI for text-to-model generation, to see whether GenAI can comprehend hyper-5

level knowledge embedded within AI itself parameters. Specifically, we study a6

practical scenario termed train-once-for-all personalization, aiming to generate per-7

sonalized models for diverse end-users and tasks using text prompts. Inspired by the8

recent emergence of neural network diffusion, we present Tina, a text-conditioned9

neural network diffusion for train-once-for-all personalization. Tina leverages a10

diffusion transformer model conditioned on task descriptions embedded using a11

CLIP model. Despite the astronomical number of potential personalized tasks (e.g.,12

1.73× 1013), by our design, Tina demonstrates remarkable in-distribution and out-13

of-distribution generalization even trained on small datasets (∼ 1000). We further14

verify whether and how Tina understands world knowledge by analyzing its capa-15

bilities under zero-shot/few-shot image prompts, different numbers of personalized16

classes, prompts of natural language descriptions, and predicting unseen entities.17

1 Introduction18

Tina: 
Text-to-Model Neural Network Diffusion

Meta Training

Give me a dog-cat
classifier, now!

Help me to classify
different cat breeds!

I want a vehicle
classifier, please.

Dog: 0.95
Cat : 0.05

Users

Server

Test

Truck  : 0.85
Car      : 0.10
Bicycle: 0.02
...

Ragdoll: 0.65
Berman: 0.15
Maine   : 0.10
...

A large dataset

Figure 1: Demonstration of train-once-for-all
personalization scenario. Users have text descrip-
tions of the desired personalized models.

Generative artificial intelligence (GenAI) has19

been flourishing in different aspects of human20

life, and people can simply generate content21

from natural language text prompts [1, 2, 3, 4].22

Large language models [1, 5], like GPT-4, have23

especially shown emergent intelligence [6] in24

the knowledge of language through text-to-25

text transformation [7, 8, 1, 5]. Besides, re-26

cent progress in text-to-image (e.g., stable dif-27

fusion) [9, 4, 2, 10] and text-to-video (e.g.,28

Sora) [3, 11] diffusion models has shown the29

great power of AI in understanding the physical30

world and generating high-quality images and31

videos that are virtually indistinguishable from32

reality [12, 3]. The text-prompted GenAI maps33

the human languages’ semantics to the world34

knowledge in different forms in language and vision. One step further, in this paper, we propose35

and study whether the GenAI can understand hyper-level knowledge—the knowledge inherently36

resides in the AI itself models’ parameters. Specifically, we study text-to-model generation; akin to37

text-to-text, text-to-image, and text-to-video, text-to-model targets whether the GenAI models can38
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directly generate the model parameters given the human’s text prompts to meet the personalization39

demand of diverse end users.40

We focus on a practical scenario called train-once-for-all personalization [13], which means that41

the generic model is trained just once and can later be customized into a condensed model on the42

fly for different end-users and requests, given their task descriptions. For example, the CIFAR-10043

dataset [14] contains 100 classes, but an end user may just need a personalized model with a certain44

10 classes according to a specific scenario (e.g., classifying items in the kitchen). In other words,45

train-once-for-all personalization targets that train the model once and customize the model to be46

well performed in a sub-distribution when deployed, and an example is in Figure 1. But there are47

tremendous sub-distributions, for the CIFAR-100 example, the number of personalized 10-way tasks48

is
(
100
10

)
= 1.73× 1013, even not taking permutations into consideration, so it is challenging for the49

GenAI model to generalize. Inspired by recent progress in neural network diffusion [15, 16], we50

propose Tina, a Text-Conditioned Neural Network Diffusion for Train-Once-for-All Personalization.51

Tina is trained on model parameters with the models’ task descriptions, and it can be generalized to52

unseen tasks, or even unseen classes (entities), given the text prompts.53

In Tina, a CLIP model [17] is used to embed the users’ task descriptions into the diffusion model as54

the conditions. The diffusion model of Tina is the diffusion transformer (DiT) [12] that is shown to55

have high expressive power under scaling law in the fields of image [12] and video generation [3].56

We demonstrate that DiT’s scaling law applies to model parameter generation as well: increasing57

the number of parameters and data sizes enhances the model’s capability to generalize across more58

challenging tasks that involve scaling the dimension of generated models. However, it is surprising to59

find that even though the number of personalized tasks is astronomical (e.g., 1.73× 1013 for 10-way60

tasks), by our designs, Tina can generalize on extremely small datasets (∼ 1000 data points) and61

support different lengths of classification tasks (5-way or 8-way tasks, etc.) in training once. Our62

analysis shows that Tina can reach both in-distribution and out-of-distribution personalization of63

generated models. Thanks to the vision-language alignment of CLIP, Tina can also take images64

as prompts and generalize under few-shot or even zero-shot settings. We also verify whether Tina65

understands world knowledge by testing its abilities under prompts of natural language descriptions66

and predicting unseen entities. Our contributions are as follows:67

• We explore the potential of GenAI in generating personalized models followed by users’68

text prompts, i.e., text-to-model generation. We open more applications of neural network69

diffusion; to the best of our knowledge, it is the first paper that takes the text prompts as70

conditions for neural network diffusion.71

• We propose Tina, a well-performed text-conditioned neural network diffusion framework72

for train-once-for-all personalization. Tina can generalize on unseen tasks and entities even73

given small model datasets.74

• In addition, we analyze the abilities and the boundaries of Tina and gain insights about75

whether and how it generalizes and understands world knowledge.76

2 Methodology77

2.1 Problem Setup78

2.1.1 Definition of Setup79

Following [13], we consider image classification for train-once-for-all personalization due to the80

natural personalization requirements of image classification. We note that our method is not limited81

to classification tasks and can be extended to other tasks for personalization. Define a task k as82

classification over a subset of classes Yk ⊂ Y . The goal of personalization is to learn a neural83

network predictor fθk : X 7→ Yk, parameterized by θk. To handle many tasks at the same time, we84

further assume we have the task description natural text tk for Yk, and it is generally the description85

of the classes and styles of Yk. We want to build a neural network generator G(tk) where given tk,86

it will output the model parameters θk. Specifically, consider using a large-scale dataset with many87

classes covering Y to learn the personalized-friendly function fθk = Gϕ(tk) parameterized by ϕ. Gϕ88

is learned on the large dataset to generate any personalized model directly from the task descriptions,89

and the setup is called train-once-for-all personalization [13]. Train-once-for-all personalization has90

wide applications in a server-user system, where the model generator Gϕ is learned on the server for91

personalized cloud services to many future users. We refer to [13] for more detailed advantages and92

usages of train-once-for-all personalization.93
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2.1.2 Strong Baselines: Classifier Selection and TAPER94

Classifier Selection. For a generic network fθ, we consider that it consists of a feature extractor95

parameterized by ψ with a linear classifier w = [w(1), . . . ,w(|Y|)] of |Y| vectors for output96

predictions over all classes in Y . The generic model is trained on the large dataset, and we want97

to personalize it into a few-way classification task k. One effective method is to build a personalized98

classifier wk by selecting only the row vectors in w for the relevant classes. Therefore, the99

personalized model for task k are θk = {ψ,wk}, and this approach is called classifier selection,100

which serves as a strong baseline [13].101

TAPER. We briefly introduce TAPER [13] proposed by the original paper on train-once-for-all per-102

sonalization and discuss its limitations. The main idea of TAPER is to train several experts (bases) and103

learn a mixture network to fuse these experts into a personalized model. It has three stages as follows.104

• Stage 1: train a generic model on the large dataset.105

• Stage 2: divide the dataset into several shards and finetune the generic model on each shard106

respectively for specification. Each finetuned model can be seen as a domain expert.107

• Stage 3: For a given personalized task, learn an MLP mixer (i.e., the generator G) whose108

input is the text embedding of the task description and the output is the aggregation weights of109

the expert models. Then, weighted aggregation is conducted to merge several expert models110

into a personalized one. Also, the expert models can be finetuned during personalization.111

TAPER requires finetuning the expert models on the target task, so it is not applicable to unseen tasks112

without having task-specific data. Also, the MLP mixer only generates the aggregation weights instead113

of the parameters, so it has limited generalization and expressiveness. While in our design of Tina,114

we try to construct an end-to-end text-to-model system that can understand the hyper-knowledge115

residing parameters and can generalize to unseen tasks, even unseen classes.116

2.1.3 Dataset Preparation and Description117

We introduce how to conduct datasets for training Tina and elaborate on the differences in training118

and inference between Tina and TAPER.119

Training data preparation for Tina. Tina takes the personalized model parameters as training data120

for diffusion training, and the dataset is conducted in two stages. i) Stage 1: Similar to TAPER, we121

train a generic model on the large dataset to let the model have a generic capability on all classes. ii)122

Stage 2: We craft the personalized tasks and finetune the generic model on the personalized tasks to123

obtain the personalized models (p-Models) for Tina training. For each personalized task k, we select124

the corresponding |Yk| classes out of |Y| classes to craft the data for p-Model, and then finetune to125

get a p-Model as a data sample for Tina. Each data sample for Tina contains the “(task description,126

p-Model)” pair.127

...

...

Seen Tasks Unseen Tasks

Samples

Models

p-Models as Data
for Training Tina

Samples for
Training p-Models

In-Distribution
Samples for Testing
Generated p-Models

Out-of-Distribution
Samples for Testing
Generated p-Models

Figure 2: Description of the training and testing
data for Tina. p-Model is short for personalized
models. The blue blocks are for training, and the
green blocks are for testing.

Testing data preparation. The overall demon-128

stration of data partitions can be found in Fig-129

ure 2. The blue blocks refer to the training data,130

and the green blocks are the testing data. For131

testing, there are two kinds of evaluation metrics:132

i) In-distribution (ID, the light green blocks):133

the personalized tasks are seen during training134

of the generative model G, and G generates the135

p-Models tested on the testset of each seen task.136

ii) Out-of-distribution (OOD, the dark green137

blocks): the tasks are unseen during the gener-138

ator G’s training, and G directly generates the139

p-Models from the task prompts (the text de-140

scriptions). We note that the original TAPER141

cannot be tested on the OOD tasks since it re-142

quires the target personalized training data for143

finetuning the expert models. To remedy this, we derive TAPER-Mixer to only train the mixer without144

finetuning the experts and verify its OOD generalization on unseen tasks.145
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Figure 3: Framework overview of Tina.

2.2 Proposed Tina: Text-conditioned Neural Network Diffusion Model146

2.2.1 Framework Overview147

We present Tina, a text-conditioned neural network diffusion model for train-once-for-all148

personalization. The framework overview is in Figure 3. Generally, Tina consists of DiT and CLIP149

encoders for generating personalized models from text prompts. During training, we use the CLIP150

text encoder for encoding texts, and due to the alignment of image and text in CLIP, during inference,151

Tina can also take images as prompts by utilizing the CLIP image encoder. Additionally, we devise152

an effective data augmentation approach to enable training Tina under limited samples. We also153

propose a classification sequence padding strategy to enable Tina can generate models with different154

lengths of classes for further personalization.155

2.2.2 Architecture and Training Objective156

Algorithm 1 Tina Training

1: Input: Number of training iteration Niter, p-Model
dataset K = {(tk, θk)}Kk=1, Tina, diffusion pro-
cess length J , diffusion cumulative variance sched-
ule ᾱ.

2: Initialize: Learnable parameters ϕ for G
3: for i = 1, 2, ..., Niter do
4: # Sample a mini-batch of data
5: (tk, θk) ∼ K
6: # Noise p-Model parameters
7: j ∼ U({1, ..., J})
8: θjk ∼ N (

√
ᾱjθk, (1− ᾱj)I)

9: # Compute the predictions
10: θ̂k ← Gϕ(T (tk), θ

j
k, j)

11: # Compute the loss
12: loss← ||θ̂k − θk||22
13: # Update DiT’s parameters
14: ϕi+1 ← update(loss;ϕi)
15: end for

We use diffusion models as the generative model157

and follow the main architecture of G.pt [16]158

that uses a diffusion transformer as the back-159

bone. Analogous to the optimization process160

that takes random initialization as inputs and161

outputs the trained models, the diffusion process162

takes the noise as inputs and gradually denoises163

to recover the original distributions. Previous164

works have shown the rationale of neural net-165

work diffusion [16, 15, 18]. We choose DiT as166

the backbone because it can be easily scaled up167

and is shown to have great generalization and168

expressiveness. We use signal prediction for169

the diffusion process and inherit the architecture170

of GPT-2 [8] as the transformer. The used text171

encoder is the pretrained ViT-B/32 in CLIP [17].172

Training objective. Denote the training set173

of Tina as K, where each piece of data is a174

(task description, p-Model) tuple, notated as175

(tk, θk) for task k ∈ K. We denote the CLIP176

text encoder as T , and given the task description tk, the text embedding is T (tk). The text encoder177

is frozen during training.178

Our DiT model Gϕ takes two vectors as input: the text embedding T (tk) as conditions and the noised179

p-Model parameter vector θjk, where j ∈ [J ] denotes the timestep in the diffusion forward noising180
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process. The learning objective of diffusion is to minimize the simplified variational lower bound,181

which reduces to predicting the denoised p-Model parameters:182

min
ϕ

L(ϕ) =
∑
k∈K

∑
j∈J

||θk −Gϕ(T (tk), θ
j
k, j)||

2
2, (1)

where the timestep j is embedded in DiT by frequency-based encoding [19]. The detailed training183

procedure is in Algorithm 1. We use DDPM sampling [9]; add Gaussian noise depicted by the ᾱ to184

θk and gradually denoising it.185

2.2.3 Design Details186

We elaborate the design details of Tina.187

Parameter tokenization. For a p-Model’s parameters θk, we first flatten all the parameters into188

a 1-D vector and chunk/tokenize the parameters within each layer. If the chunk size is M and the189

number of parameters in a certain layer is N , so for this layer, there will be ceil(N/M) tokens. For190

some layers smaller than M , the whole layer is a token.191

Text embedding. Assume the personalized task is a classification task that has c = |Yk| classes. The192

task description tk is an ordered list of the classes’ text descriptions, of which the simplest form is193

the class entity, e.g., "telephone" and "rabbit". The generated p-Model is expected to have the correct194

predictions in the same order with tk. In other words, we need Tina to learn the correct classifier195

orders as the text prompts, which is sequence-to-sequence modeling. Therefore, unlike TAPER,196

which averages the class embeddings into one, we make every class description as a token by CLIP197

text encoder and concatenate them in order with position encoding.198

Encoding and decoding of tokens. We use linear layers as encoders for mapping the parameter199

tokens and text embedding tokens to the hidden size of DiT. Each token has a different linear200

layer without weight sharing. The decoders are similar to encoders, which use linear layers, and201

the encoders transform the transformer’s hidden size back to the p-Model’s parameter dimension.202

Between the encoders and decoders, there are transformer attention layers akin to GPT-2.203

Data augmentation. In [16], the permutation invariance property [20, 21, 22] is utilized for data204

augmentation by randomly permuting the neurons without changing the function. However, in our205

scenario, we find this augmentation will even impede training. We hypothesize that the personalized206

models are finetuned from the same generic model, so they may lie in the same or close loss landscape207

basins; as a result, permutation augmentation will disturb network representations and impair Tina208

training. Further, we develop an effective classifier augmentation strategy to speed up Tina training209

under limited data by randomly permuting the order of classes in the task description and also210

the order of corresponding classifier vectors during training. This data augmentation improves211

sample diversity and helps the DiT better learn the description-to-classifier sequence modeling in a212

position-aware manner.213

Parameter inheritance. In [16], the authors release a pretrained checkpoint of G.pt, which is also214

DiT for parameter generation. G.pt is pretrained on large datasets of optimization checkpoints;215

though it has different conditions, designs, and scenarios from ours, we explore whether we can216

inherit some parameters from the pretrained checkpoints to speed up and boost training. Considering217

the model sizes and architectures are different, we use a strategy similar to bert2BERT [23, 24, 25]218

for inheriting parameters.219

Classification sequence padding. We study how to incorporate more personalized settings where220

diverse users request for tasks with different numbers of classes. In language models [26, 5], padding221

is used to enable sequence-to-sequence learning with different input and output lengths. Inspired222

by this, we use the padding technique to enable the description-to-classifier sequence of different223

classification lengths. Specifically, if the user’s number of classes is smaller than the maximal length,224

we pad missing classes with tokens ‘<->’ in the task description list and mask the corresponding225

classifier vectors with zero-like tensors. We denote this strategy as classification sequence padding,226

and Tina can learn to adapt to any number of classes within the maximal length.227

3 Experiments228

3.1 Experimental Setups229

Datasets and p-Models. We use three datasets to conduct experiments: Mini-ImageNet [27, 28],230

CIFAR-100 [14], and Caltech-101 [29]. Mini-ImageNet is a subset of the ImageNet dataset, primarily231
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Table 1: Main results across different datasets and models. The best results are in bold.
Dataset Mini-ImageNet CIFAR-100 Caltech-101 Avg

p-Models. CNN ResNet CNN ResNet CNN ResNet CNN ResNet

In-distribution Personalization

Generic Model 19.76 39.32 28.72 51.24 29.14 47.95 25.87 46.17
Classifier Selection 51.74 71.49 64.83 84.01 56.07 74.75 57.55 76.75
TAPER-Mixer 52.16 65.50 67.71 75.12 58.48 77.92 59.45 72.85

Tina 54.08 74.99 68.35 86.46 58.69 78.36 60.37 79.94

Out-of-distribution Personalization

Generic Model 18.55 39.80 29.88 52.24 29.14 50.56 25.86 47.53
Classifier Selection 51.02 72.47 64.15 83.94 56.44 76.03 57.20 77.48
TAPER-Mixer 51.64 67.03 66.85 72.30 58.93 79.65 59.14 72.99

Tina 53.31 75.34 67.14 86.63 59.27 79.69 59.91 80.55

used for few-shot learning tasks. CIFAR-100 is a popular benchmark dataset for image classification232

tasks. Each class contains 600 images, divided evenly into 20 superclasses and 100 classes. Caltech-233

101: A dataset for object recognition featuring diverse images with varied resolutions and quality.234

It includes 101 categories, each containing 40 to 800 images, offering a wide range of objects and235

scenes compared to CIFAR-100 and Mini-ImageNet. For the images with different resolutions, we236

resize them into 32 × 32 for unified modeling. The personalized tasks are crafted by selecting 10237

classes out of the 100/101 total classes. If not mentioned otherwise, the number of p-Models (i.e.,238

personalized tasks) for training Tina is 1000.239

We use two architectures for personalized models: a simple CNN (dubbed as CNN) and ResNet-20240

(dubbed as ResNet). The CNN architecture follows [16], which consists of 2 layers, and the number241

of parameters is approximately 5K. We take all the parameters of CNN as the input and output of242

Tina. But for ResNet-20, the number of parameters is nearly 272k, which is too large for Tina’s243

generation. Thus, we explore partial parameter generation following [15]. We only personalize the244

classifier layers for parameter generation, nearly 640 parameters.245

For more details about data preparation and p-Models, please refer to Appendix A in the appendix.246

Compared baselines. We follow the baselines used in the original paper of train-once-for-all247

personalization [13]. As described in subsection 2.1.3, we use the generic model trained in stage248

1 as a baseline, showing the performance without any personalization. Further, we compare the249

classifier selection method described in subsection 2.1.2, which serves as a strong baseline for250

personalization [13]. The vanilla TAPER [13] requires finetuning the expert models on the target251

tasks and cannot generalize on out-of-distribution personalization where only target text descriptions252

are available. For fair comparisons, we adopt TAPER-Mixer, which adopts the mixer of TAPER for253

generating the aggregation weights, and the MLP-based mixer can generalize on unseen tasks.254

Evaluation metrics. For Table 1, we compare in-distribution personalization and out-of-distribution255

personalization as elaborated in subsection 2.1.3. For other tables and figures, we report the out-of-256

distribution personalization as p-Acc.257

Hyperparameters. The detailed hyperparameters can be found in subsection A.5 in the appendix.258

3.2 Results under Different Datasets259

In Table 1, we evaluate the performance of our proposed method, Tina, against several baseline260

methods including Generic Model, Classifier Selection, and TAPER-Mixer across various datasets261

and model architectures for the task of train-once-for-all personalization. It is found that the Generic262

Model has inadequate performance, validating the need for personalization techniques. For the263

personalization methods, the results demonstrate that Tina consistently outperforms all baseline264

methods across both in-distribution and out-of-distribution personalization scenarios. Though Tina is265

a text-to-model foundation model, it is worth noting that Tina shows intelligence of personalization266

under limited data (nearly 1000 samples). Specifically, for in-distribution personalization, Tina267

achieves significant improvements with an average score of 79.94, surpassing the next best method,268

Classifier Selection, by a margin of 3.19. Similarly, for out-of-distribution personalization, Tina leads269

with an average score of 80.55, which is a notable increase over the second-best performing method270

by 2.78. It is notable that TAPER-Mixer shows performance gains over Classifier Selection in CNN271
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Figure 4: Tina capability analysis w.r.t. different parameterization and training schemes. (a)
Scaling the parameters of DiT in Tina. CNN-5K (14K) means the p-Model is a CNN with 5K
(14K) parameters. From 152M (hidden size 32) to 789M (hidden size 2048), scaling helps in the
emergence of intelligence. (b) Parameter inheritance from pretrained G.pt helps speed up training
in the early. (c) Training Tina with image-prompted data versus text-prompted data. The
text-prompted has faster convergence.

but has marginal results in ResNet. Also, TAPER-Mixer has inferior performance compared with272

Tina, showing the advantages of Tina as a generative model in parameter generation. TAPER-Mixer273

only learns to merge the expert models, while Tina learns to directly generate the parameters.274

3.3 In-depth Analysis of Tina275

Tina shows great potential for text-to-model generation for personalization. We have made several276

in-depth analyses to better understand the capabilities and boundaries of Tina, and we will show277

insights into how Tina learns hyper-level world knowledge as well as its limitations for future278

research. If not mentioned otherwise, we use CIFAR-100 as the dataset for analyses.279
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Figure 5: Scaling the input dimensions
and training data for Tina.

Scaling studies for Tina. Scaling law was found for280

transformer-based foundation models that scaling the pa-281

rameters, data, computes can bring intelligence emergence.282

In Figure 4 (a), we scale the parameters of Tina by chang-283

ing the hidden sizes ranging from 32 (152M parameters)284

to 2048 (789M), and we test two sizes of p-Model. It is285

found that when Tina is small, it fails to generalize, espe-286

cially when the p-Model has a higher parameter dimension.287

The intelligence emerges when scaling Tina at large sizes288

(e.g., 1024 or 2048 hidden sizes), but the scaling effect289

is saturated if reaching the upper bound performance of290

personalization. We also scale the input, also the gener-291

ated, dimensions (i.e., p-Model sizes) and the training data292

in Figure 5. It is found that a larger input dimension is293

harder to learn and requires larger sizes of training data294

to converge and generalize. The generalization of Tina295

can benefit from larger training data, but it has diminishing marginal returns. Generally, larger296

p-Models, larger training samples, and larger model sizes make Tina reach higher p-Acc, and it297

demonstrates the increasing expressive power of Tina by scaling, which is consistent with previous298

DiT works [12, 16, 3]. The scaling property indicates the great potential of Tina for more complex299

and challenging text-to-model scenarios.300

Parameter inheritance. We verify whether Tina can benefit from pretrained parameters. We inherit301

the parameters from G.pt’s [16] checkpoints by the bert2BERT-like method [24]. From Figure 4 (b),302

it is found that parameter inheritance from pretrained models can help Tina to converge faster, but303

the final p-Accs are similar.304

Training images as prompts. In the original design of Tina, the texts are used for the prompts305

encoded by the CLIP text encoder. We train a Tina with image prompts using CLIP image encoder,306

and the results are in Figure 4 (c). For each class, we randomly select one single image as the prompts.307

It is found that text-prompted Tina converges faster than the image-prompted, though the final p-Accs308

are similar. This is intuitive to understand since texts are known to have higher knowledge density309

than images [30, 17], that the class text has richer knowledge representations than a single image.310
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Figure 6: Tina capability analysis w.r.t. different prompt schemes. (a) Train text-prompted Tina
and verify the zero-shot and few-shot abilities of using images as prompts. (b) The accuracies
of p-Models generated by Tina vary with different numbers of classes. Classification sequence
padding is used, and the maximal sequence length is 10. (c) Train class-name-conditioned Tina and
verify its zero-shot ability on the natural language descriptions generated by GPT-4.

Table 2: Zero-shot transfer of Tina to unseen classes. We test the generalization capability of Tina
to unseen classes that have similar textual similarity with the seen ones.

Settings 0% unseen tasks 20% unseen tasks 40% unseen tasks 60% unseen tasks 100% unseen tasks

TAPER-Mixer 60.27 51.94 42.48 31.45 0.0

Tina 62.51 55.36 49.17 42.78 30.93

Testing images as prompts. We train text-prompted Tina and verify its zero-shot and few-shot311

abilities on image prompts, and the results are in Figure 6 (a). Due to the alignment of texts and312

images in CLIP, Tina shows zero-shot ability on image prompts. By few-shot finetuning on image313

prompts, Tina can reach comparable performances to the text-prompted model. We note that the314

image-prompted ability is important in practical personalization scenarios, because some users may315

have few images and want a personalized model for those. The images are too few to train a model316

from scratch, but thanks to the generative power of Tina, we can generate a p-Model given image317

prompts by utilizing Tina’s vision-language-parameter-aligned knowledge.318

Varying the number of personalized classes. Without changing architecture, Tina can adapt to any319

personalized classes within the maximal supported length due to the padding design. In Figure 6 (b),320

we test the p-Models with different numbers of classes, generated by one Tina. The maximal classifi-321

cation length is 10. It is shown that the generated p-Models reach higher p-Accs when the number of322

classes is fewer, which is consistent with common sense that fewer classes are easier to personalize.323

How Tina understands world knowledge I: natural language descriptions as prompts. In our324

implementation of Tina, we adopt a simple prompting that uses the class names as the text prompts.325

We verify whether Tina actually learns the knowledge in the case where the prompts are replaced326

by the natural language descriptions at test time. We generate the language descriptions of classes327

with the assistance of GPT-4 [31], and we make sure that the descriptions do not include the original328

class entities. The exemplars are in Table 4 of the appendix. From Figure 6 (c), the results reveal329

that Tina has zero-shot generalization ability when the prompts are unseen language descriptions,330

though the p-Accs are lower than the ones of the class-named prompts. It shows that Tina is not331

just memorizing the class names but also generalizing and understanding the knowledge behind the332

names and the nuances inherent in the text semantics.333

How Tina understands world knowledge II: generalization to unseen classes/entities. We divide334

the CIFAR-100 dataset into two disjoint shards of classes and train a Tina on one shard, then verify its335

generalization on the unseen classes of another shard. Results in Table 2 showcase that Tina has the336

intelligence to generalize on unseen classes, while TAPER-Mixer fails when meeting 100% unseen337

classes. As a generative model, Tina can understand the hyper-level world knowledge embedded in338

model parameters as well as text semantics and generate models for predicting unseen entities.339

3.4 Ablation of Design Choices of Tina340

We make an ablation study for different design choices of Tina. The ablated designs are the ones dif-341

ferent from previous literature, such as our design of classifier augmentation, G.pt’s design of permu-342

tation augmentation [16], and TAPER’s design of merge text embedding as one [13]. The results are343

in Table 3. Our classifier augmentation can boost the performance even under small training datasets.344
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Table 3: Ablation study for different design choices of
Tina.

Designs/Datasets Mini-Imagenet CIFAR-100 Caltech-101 Avg.

w/o classifier aug. 32.45 49.61 41.61 41.22
w/ permutation aug. 9.88 10.14 10.59 10.20
merge text embed. as one 10.04 10.35 10.78 10.39

Tina (completed) 53.31 67.14 59.27 59.91

Permutation augmentation has neg-345

ative effects on generating person-346

alized models, and we hypothesize347

that for Tina’s training data, the348

p-Models finetuned from the same349

generic model are located in a com-350

mon loss basin, where permutations351

will disturb the shared representations.352

In addition, merging the text embeddings into one will hinder the DiT from learning the sequential353

classifications, making Tina bad in generalization.354

4 Related Works355

Diffusion models. Originating from non-equilibrium thermodynamics [32, 33], diffusion models356

have evolved significantly. DDPM and DDIM pioneered forward-and-reverse processes in text-to-357

image generation [9, 34]. Guided-based diffusion models [35] surpassed GAN-based methods in358

image generation quality. Subsequent models like GLIDE [36], Imagen [37], DALL·E 2 [2], and359

stable diffusion [4] further advanced image generation and art creation. The diffusion transformer360

(DiT) [12] introduced a scaling law, with OpenAI’s Sora [3] being a notable application in text-to-361

video generation, employing DiT architecture at a billion-scale.362

Parameter generation. Learning to optimize explores neural networks learning update rules for363

others [38, 39, 40, 41]. Hypernetwork [42] is a meta learning approach that uses networks to modify364

neural network parameters, differing from our approach of mapping language space directly to365

parameter space. Hypernetworks are used in federated learning [43], few-shot learning [44], and366

model editing [45]. A concurrent work ModelGPT [46] customizes models by large language367

models and hypernetworks, while Tina uses conditional neural network diffusion for a different368

task—train-once-for-all personalization. Neural network diffusion [16, 15] is recently proposed to369

mimic optimization rules via diffusion for parameter generation, but previous works haven’t explored370

sufficient use cases of such techniques.371

For more detailed related works (e.g., the works about personalization), please refer to Appendix B.372

5 Discussions373

Limitations. Despite the merits of Tina, it has some current limitations. One bottleneck is the input374

dimension; due to our computation limits, Tina currently supports lightweight models as inputs, and375

it requires huge computation resources to fully generate large models with millions of parameters. On376

the one hand, a larger input dimension needs exponentially larger Tina parameters, so more GPUs.377

On the other hand, a larger input dimension needs more data to converge or generalize, requiring378

more compute hours. As a remedy, we tried to train a variational autoencoder (VAE) for encoding379

the p-Model parameters into a low-dimension latent space as in [15], but the VAE cannot generalize,380

suggesting more advanced techniques are needed. Another limitation is the generality of Tina, that381

one single Tina cannot generate personalized models across different sizes and different modalities;382

in the future, large-scaling pretraining for Tina may be promising to reach this goal.383

Broader impacts. Tina is the preliminary work of text-to-model generation and will have broader384

impacts on the machine learning community, especially in the field of generative AI and model person-385

alization. Though in this initial version of Tina, we only showcase its great potential in image classi-386

fication tasks, Tina is prospective in a wide range of applications and tasks, such as natural language387

processing, audio recognition, and recommender system. Also, Tina has opened more potential direc-388

tions for neural network diffusion, and we believe it can inspire more interesting works in the future.389

6 Conclusion390

In this paper, we present Tina, a text-to-model neural network diffusion model for train-once-for-all391

personalization. Tina has shown its great capability in generating personalized models from text392

prompts, and it can generalize to in-distribution as well as out-of-distribution tasks, zero-shot/few-shot393

image prompts, natural language prompts, and unseen classes. Tina also supports personalization394

under different numbers of classes. This paper explores the potential of text-to-model generative AI395

and opens new applications for neural network diffusion in end-user personalization.396
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Appendix558

A Implementation Details559

A.1 Dataset Preparation560

Mini-ImageNet. The Mini-ImageNet dataset [28] is a sub-dataset of ImageNet [27], which is561

widely used in few-shot learning. It selects 100 categories from ImageNet1K. The trainset contains562

600 labeled images for each category, a total 60,000 images, and the testset contains 100 labeled563

images for each category, a total of 10,000 pieces.564

CIFAR-100. Each image in CIFAR-100 [14] has two labels: superclass and subclass. There are565

500 training images and 100 testing images per subclass. CIFAR-100 has 20 superclasses, and each566

superclass has 5 subclasses.567

Caltech-101. Caltech-101 [29] is an objects image dataset with 101 categories. Approximately 40568

to 800 images per category, most categories have around 50 images, 8677 images in total. We divide569

it into a trainset and a testset according to the ratio of 8:2.570

When creating the p-Model datasets, we strive to maintain a consistent frequency of occurrences571

for each class, while simultaneously varying the combinations of different classes in various orders.572

For each dataset, we randomly permute the order of all classes, divide them into ten classes, and573

train on the respective classes to construct p-Models. This approach allows us to generate 10 distinct574

class models for each dataset. We utilize various random seeds to control the generation of class575

combinations, ensuring we acquire sufficient p-Models. We randomly selected 150 data from the576

original training data as the out-of-distribution testset.577

For CIFAR-100, it has two classification methods: superclass and subclass. In order to increase the578

diversity and semantics of p-Model data, we use a more complex way to set up the classes included579

in each model. (1) The classes trained by each model come from different superclasses. This ensures580

a wide range of semantic variations. (2) Part of the classes trained by each model come from the581

same superclass. The selection of these classes is done randomly. (3) The classes trained by each582

model only come from two different superclasses. In the trainset and testset, we distribute these three583

division methods in quantity according to 3:2:1.584

A.2 Example of class description from GPT-4585

For the word of each class, we use GPT-4 to provide a more detailed and standardized description586

and definition. Some examples are shown in Table 4.587

Table 4: Natural language descriptions of the class names from GPT4.

class description of the class from GPT4

"boy" "a male child or young man"
"girl" "a female child or young woman"

"apple" "a round fruit with red, green, or yellow skin and a crisp, sweet flesh"
"pear" "a sweet, juicy fruit with a thin skin and a rounded base tapering to a stalk"

"orange" "a round, juicy citrus fruit with a tough, bright orange rind"

A.3 Data Preparation for Experiments of Unseen Classes588

We divide the 100 classes in CIFAR-100 evenly into two groups/shards. The classes belonging to one589

group serve as the training model data, while the classes in the other group are intentionally excluded590

from appearing during the training process. When making these divisions, we take care to distribute591

categories with similar characteristics into separate groups. For instance, we separate the apple and592

the orange, both being common fruits, into different groups. Similarly, the bear and the lion, both593

large carnivorous mammals, are divided, and the boy and the man, both representing the male gender,594

are also separated accordingly.595

A.4 Detailed Implementations of Methods596

We first train the model on the entire dataset for 50 epochs to obtain a stage-one model.597
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Classifier Selection: Based on the stage-one model, for each classification task, we only retain the vec-598

tor representing the corresponding class on the classifier and set the vectors for all other classes to zero.599

TAPER-Mixer: We set up two base models and split the dataset into two shards based on the600

classification labels. Each base model is initialized using the parameters of the stage-one model601

and fine-tuned on one of the sharded datasets for 5 epochs. In stage 3, we use the class order of602

the p-Model in the trainset to train the mixer for 5 epochs, and during the testing phase, the mixer603

remains frozen.604

Tina: For each p-Model data, we initialize it using the parameters of the stage-one generic model as605

a starting point. At the same time, each class is sequentially reorganized as labels ranging from 0 to 9606

for training. We fine-tune the generic model for 10 epochs to obtain the p-Models. For ResNet-20, we607

only fine-tune the parameters of the classifier, while keeping the remaining network parameters frozen.608

A.5 Hyperparameters609

In all experiments, we use the same hyperparameters for training. For the model structure, we set the610

hidden size to 2048, and the number of the encoder and decoder is 1. Each encoder and decoder has611

12 layers, and each self-attention layer has 16 attention heads. For the training process, we divide612

the model parameters into chunks by layer, and the size of each chunk is 576. We set batch size 64,613

learning rate 4e−4, and the gradient clipping coefficient to 0.1.614

A.6 Environments and Resources615

All our experiments are conducted on CPU Intel(R) Xeon(R) Silver 4210 CPU @ 2.20GHZ. We616

employ two Quadro RTX 8000 for data-parallel distributed training. When Tina generates a CNN617

neural network with 5,000 parameters, each GPU requires 20,000MB of memory, and training for618

300 epochs takes approximately 5 hours.619

B Detailed Related Works620

Diffusion models The origin of diffusion models is the study of non-equilibrium thermodynam-621

ics [32, 33]. In recent years, DDPM [9] and DDIM [34] have refined diffusion models to a higher level622

by transforming the paradigm into forward-and-reverse processes in text-to-image generation. Later623

on, guided-based diffusion models [35] found a better architecture to improve the image generation624

quality that could beat the GAN-based methods [47, 48]. Then, GLIDE [36], Imagen [37], DALL·E625

2 [2], and stable diffusion [4] emerged and flourished in the field of image generation and art creation.626

In the work of diffusion transformer (DiT) [12], the authors found that if the basic architecture of627

diffusion models is changed to transformers, the scaling law emerges, that scaling the number of628

parameters can reach the increasing quality of image generation. Based on DiT, in Feb 2024, OpenAI629

launched Sora [3], a text-to-video model that can understand and simulate the physical world in630

motion. In Sora, the DiT architecture is used and scaled to the billions level.631

Parameter generation The field of learning to optimize studies how one neural network can learn632

the update rules (gradients) for optimizing another network [38, 39, 40, 41]. Besides, the studies633

of hypernetworks [42] focus on how to directly output or modify neural networks’ parameters by a634

hypernetwork. Hypernetworks usually take models’ parameters as input and generate parameters [43,635

45], which is different from our paper, which directly maps language space into the parameter636

space. Hypernetworks were used to generate local models for federated learning [43], edge-cloud637

collaboration, few-shot learning [44], and model editing [45]. A concurrent work ModelGPT [46] also638

uses text prompts to generate customized models. However, ModelGPT didn’t target the train-once-639

for-all personalization scenario, and it uses conventional hypernetwork and meta learning methods640

while our Tina adopts novel conditional neural network diffusion. Recently, empowered by the641

strong expressiveness of diffusion models, neural network diffusion [16, 15] was proposed to mimic642

the optimization rule by diffusion for generating the model parameters. The first paper is G.pt [16],643

which uses DiT to learn to generate the model given a targeted loss or accuracy, and it mimics the644

optimization process while achieving faster inference compared with vanilla optimization. However,645

G.pt may have limited use cases; it can only generate the models for the training tasks (i.e., the646

in-distribution in our paper’s terminology), and the accuracies are upper-bounded by the accuracies647

of checkpoint models in the training datasets. p-diff [15] formally formulates the neural network648

diffusion problem and proposes to diffuse and generate the batch normalization layers for better649

accuracies, but the improvement may be marginal, and the diffusion design is not conditioned. It also650

15



meets the dilemma of G.pt, which lacks a specific scenario and use case. Recently, GPD [18] uses the651

diffusion model for few-shot learning in smart city applications, which showcases the applications of652

neural network diffusion. However, GPD takes the smart city’s knowledge graphs as prompts and653

is tailored for the specific smart city application that cannot be easily extended to other fields. Our654

Tina takes language texts as prompts, which is more flexible and can be extended to a wider range of655

applications for the personalization of user demands.656

Personalization Instead of training a generic model to provide many users with the same model657

service, personalization of deep learning models acknowledges users’ characteristics and diversity and658

learns each a customized model. Personalization techniques were introduced in medical AI [49, 50,659

51], recommendation systems [52, 53], large language models [54, 55], and especially federated learn-660

ing [56, 57]. Personalized federated learning studies how to exploit the common knowledge of users661

and then use it to explore further personalization on users’ local datasets under privacy constraints [56],662

and techniques like proximal descent [58, 57], network decoupling [56, 59], and clustering [60, 61]663

are used. Recently, the scenario of train-once-for-all personalization [13] was proposed to bridge the664

gap between edge-side and server-side personalization. Train-once-for-all personalization aims to665

utilize server-side computation and generic models for fast and effective personalized adaptation to666

meet the edge users’ demands. The original method TAPER [13] finetunes the generic model into667

several base models and learns MLP-based hypernetworks as mixers to fuse the base models into the668

personalized one given users’ task descriptions. However, the MLP mixer has limited generalization669

capability, and it cannot be applied to unseen tasks, whereas our Tina learns the text-to-model world670

knowledge and can be generalized to out-of-distribution samples, modalities, and domains.671
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NeurIPS Paper Checklist672

1. Claims673

Question: Do the main claims made in the abstract and introduction accurately reflect the674

paper’s contributions and scope?675

Answer: [Yes]676

Justification: See the paper for details.677

Guidelines:678

• The answer NA means that the abstract and introduction do not include the claims679

made in the paper.680

• The abstract and/or introduction should clearly state the claims made, including the681

contributions made in the paper and important assumptions and limitations. A No or682

NA answer to this question will not be perceived well by the reviewers.683

• The claims made should match theoretical and experimental results, and reflect how684

much the results can be expected to generalize to other settings.685

• It is fine to include aspirational goals as motivation as long as it is clear that these goals686

are not attained by the paper.687

2. Limitations688

Question: Does the paper discuss the limitations of the work performed by the authors?689

Answer: [Yes]690

Justification: See section 5.691

Guidelines:692

• The answer NA means that the paper has no limitation while the answer No means that693

the paper has limitations, but those are not discussed in the paper.694

• The authors are encouraged to create a separate "Limitations" section in their paper.695

• The paper should point out any strong assumptions and how robust the results are to696

violations of these assumptions (e.g., independence assumptions, noiseless settings,697

model well-specification, asymptotic approximations only holding locally). The authors698

should reflect on how these assumptions might be violated in practice and what the699

implications would be.700

• The authors should reflect on the scope of the claims made, e.g., if the approach was701

only tested on a few datasets or with a few runs. In general, empirical results often702

depend on implicit assumptions, which should be articulated.703

• The authors should reflect on the factors that influence the performance of the approach.704

For example, a facial recognition algorithm may perform poorly when image resolution705

is low or images are taken in low lighting. Or a speech-to-text system might not be706

used reliably to provide closed captions for online lectures because it fails to handle707

technical jargon.708

• The authors should discuss the computational efficiency of the proposed algorithms709

and how they scale with dataset size.710

• If applicable, the authors should discuss possible limitations of their approach to711

address problems of privacy and fairness.712

• While the authors might fear that complete honesty about limitations might be used by713

reviewers as grounds for rejection, a worse outcome might be that reviewers discover714

limitations that aren’t acknowledged in the paper. The authors should use their best715

judgment and recognize that individual actions in favor of transparency play an impor-716

tant role in developing norms that preserve the integrity of the community. Reviewers717

will be specifically instructed to not penalize honesty concerning limitations.718

3. Theory Assumptions and Proofs719

Question: For each theoretical result, does the paper provide the full set of assumptions and720

a complete (and correct) proof?721

Answer: [NA]722
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Justification: NA.723

Guidelines:724

• The answer NA means that the paper does not include theoretical results.725

• All the theorems, formulas, and proofs in the paper should be numbered and cross-726

referenced.727

• All assumptions should be clearly stated or referenced in the statement of any theorems.728

• The proofs can either appear in the main paper or the supplemental material, but if729

they appear in the supplemental material, the authors are encouraged to provide a short730

proof sketch to provide intuition.731

• Inversely, any informal proof provided in the core of the paper should be complemented732

by formal proofs provided in appendix or supplemental material.733

• Theorems and Lemmas that the proof relies upon should be properly referenced.734

4. Experimental Result Reproducibility735

Question: Does the paper fully disclose all the information needed to reproduce the main ex-736

perimental results of the paper to the extent that it affects the main claims and/or conclusions737

of the paper (regardless of whether the code and data are provided or not)?738

Answer: [Yes]739

Justification: We have provided the implementation details and the hyperparameters in740

Appendix A.741

Guidelines:742

• The answer NA means that the paper does not include experiments.743

• If the paper includes experiments, a No answer to this question will not be perceived744

well by the reviewers: Making the paper reproducible is important, regardless of745

whether the code and data are provided or not.746

• If the contribution is a dataset and/or model, the authors should describe the steps taken747

to make their results reproducible or verifiable.748

• Depending on the contribution, reproducibility can be accomplished in various ways.749

For example, if the contribution is a novel architecture, describing the architecture fully750

might suffice, or if the contribution is a specific model and empirical evaluation, it may751

be necessary to either make it possible for others to replicate the model with the same752

dataset, or provide access to the model. In general. releasing code and data is often753

one good way to accomplish this, but reproducibility can also be provided via detailed754

instructions for how to replicate the results, access to a hosted model (e.g., in the case755

of a large language model), releasing of a model checkpoint, or other means that are756

appropriate to the research performed.757

• While NeurIPS does not require releasing code, the conference does require all submis-758

sions to provide some reasonable avenue for reproducibility, which may depend on the759

nature of the contribution. For example760

(a) If the contribution is primarily a new algorithm, the paper should make it clear how761

to reproduce that algorithm.762

(b) If the contribution is primarily a new model architecture, the paper should describe763

the architecture clearly and fully.764

(c) If the contribution is a new model (e.g., a large language model), then there should765

either be a way to access this model for reproducing the results or a way to reproduce766

the model (e.g., with an open-source dataset or instructions for how to construct767

the dataset).768

(d) We recognize that reproducibility may be tricky in some cases, in which case769

authors are welcome to describe the particular way they provide for reproducibility.770

In the case of closed-source models, it may be that access to the model is limited in771

some way (e.g., to registered users), but it should be possible for other researchers772

to have some path to reproducing or verifying the results.773

5. Open access to data and code774

Question: Does the paper provide open access to the data and code, with sufficient instruc-775

tions to faithfully reproduce the main experimental results, as described in supplemental776

material?777
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Answer: [Yes]778

Justification: The datasets we used are all public datasets that are available to anyone. We779

will release the codes upon acceptance.780

Guidelines:781

• The answer NA means that paper does not include experiments requiring code.782

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/783

public/guides/CodeSubmissionPolicy) for more details.784

• While we encourage the release of code and data, we understand that this might not be785

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not786

including code, unless this is central to the contribution (e.g., for a new open-source787

benchmark).788

• The instructions should contain the exact command and environment needed to run to789

reproduce the results. See the NeurIPS code and data submission guidelines (https:790

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.791

• The authors should provide instructions on data access and preparation, including how792

to access the raw data, preprocessed data, intermediate data, and generated data, etc.793

• The authors should provide scripts to reproduce all experimental results for the new794

proposed method and baselines. If only a subset of experiments are reproducible, they795

should state which ones are omitted from the script and why.796

• At submission time, to preserve anonymity, the authors should release anonymized797

versions (if applicable).798

• Providing as much information as possible in supplemental material (appended to the799

paper) is recommended, but including URLs to data and code is permitted.800

6. Experimental Setting/Details801

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-802

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the803

results?804

Answer: [Yes]805

Justification: We have provided the implementation details and the hyperparameters in806

Appendix A and the corresponding captions.807

Guidelines:808

• The answer NA means that the paper does not include experiments.809

• The experimental setting should be presented in the core of the paper to a level of detail810

that is necessary to appreciate the results and make sense of them.811

• The full details can be provided either with the code, in appendix, or as supplemental812

material.813

7. Experiment Statistical Significance814

Question: Does the paper report error bars suitably and correctly defined or other appropriate815

information about the statistical significance of the experiments?816

Answer: [Yes]817

Justification: We have provided experiments on several datasets and models to support the818

statistical significance.819

Guidelines:820

• The answer NA means that the paper does not include experiments.821

• The authors should answer "Yes" if the results are accompanied by error bars, confi-822

dence intervals, or statistical significance tests, at least for the experiments that support823

the main claims of the paper.824

• The factors of variability that the error bars are capturing should be clearly stated (for825

example, train/test split, initialization, random drawing of some parameter, or overall826

run with given experimental conditions).827

• The method for calculating the error bars should be explained (closed form formula,828

call to a library function, bootstrap, etc.)829
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• The assumptions made should be given (e.g., Normally distributed errors).830

• It should be clear whether the error bar is the standard deviation or the standard error831

of the mean.832

• It is OK to report 1-sigma error bars, but one should state it. The authors should833

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis834

of Normality of errors is not verified.835

• For asymmetric distributions, the authors should be careful not to show in tables or836

figures symmetric error bars that would yield results that are out of range (e.g. negative837

error rates).838

• If error bars are reported in tables or plots, The authors should explain in the text how839

they were calculated and reference the corresponding figures or tables in the text.840

8. Experiments Compute Resources841

Question: For each experiment, does the paper provide sufficient information on the com-842

puter resources (type of compute workers, memory, time of execution) needed to reproduce843

the experiments?844

Answer: [Yes]845

Justification: See Appendix A for details.846

Guidelines:847

• The answer NA means that the paper does not include experiments.848

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,849

or cloud provider, including relevant memory and storage.850

• The paper should provide the amount of compute required for each of the individual851

experimental runs as well as estimate the total compute.852

• The paper should disclose whether the full research project required more compute853

than the experiments reported in the paper (e.g., preliminary or failed experiments that854

didn’t make it into the paper).855

9. Code Of Ethics856

Question: Does the research conducted in the paper conform, in every respect, with the857

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?858

Answer: [Yes]859

Justification: As it is.860

Guidelines:861

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.862

• If the authors answer No, they should explain the special circumstances that require a863

deviation from the Code of Ethics.864

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-865

eration due to laws or regulations in their jurisdiction).866

10. Broader Impacts867

Question: Does the paper discuss both potential positive societal impacts and negative868

societal impacts of the work performed?869

Answer: [Yes]870

Justification: See section 5.871

Guidelines:872

• The answer NA means that there is no societal impact of the work performed.873

• If the authors answer NA or No, they should explain why their work has no societal874

impact or why the paper does not address societal impact.875

• Examples of negative societal impacts include potential malicious or unintended uses876

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations877

(e.g., deployment of technologies that could make decisions that unfairly impact specific878

groups), privacy considerations, and security considerations.879
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• The conference expects that many papers will be foundational research and not tied880

to particular applications, let alone deployments. However, if there is a direct path to881

any negative applications, the authors should point it out. For example, it is legitimate882

to point out that an improvement in the quality of generative models could be used to883

generate deepfakes for disinformation. On the other hand, it is not needed to point out884

that a generic algorithm for optimizing neural networks could enable people to train885

models that generate Deepfakes faster.886

• The authors should consider possible harms that could arise when the technology is887

being used as intended and functioning correctly, harms that could arise when the888

technology is being used as intended but gives incorrect results, and harms following889

from (intentional or unintentional) misuse of the technology.890

• If there are negative societal impacts, the authors could also discuss possible mitigation891

strategies (e.g., gated release of models, providing defenses in addition to attacks,892

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from893

feedback over time, improving the efficiency and accessibility of ML).894

11. Safeguards895

Question: Does the paper describe safeguards that have been put in place for responsible896

release of data or models that have a high risk for misuse (e.g., pretrained language models,897

image generators, or scraped datasets)?898

Answer: [NA]899

Justification: NA900

Guidelines:901

• The answer NA means that the paper poses no such risks.902

• Released models that have a high risk for misuse or dual-use should be released with903

necessary safeguards to allow for controlled use of the model, for example by requiring904

that users adhere to usage guidelines or restrictions to access the model or implementing905

safety filters.906

• Datasets that have been scraped from the Internet could pose safety risks. The authors907

should describe how they avoided releasing unsafe images.908

• We recognize that providing effective safeguards is challenging, and many papers do909

not require this, but we encourage authors to take this into account and make a best910

faith effort.911

12. Licenses for existing assets912

Question: Are the creators or original owners of assets (e.g., code, data, models), used in913

the paper, properly credited and are the license and terms of use explicitly mentioned and914

properly respected?915

Answer: [Yes]916

Justification: As it is.917

Guidelines:918

• The answer NA means that the paper does not use existing assets.919

• The authors should cite the original paper that produced the code package or dataset.920

• The authors should state which version of the asset is used and, if possible, include a921

URL.922

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.923

• For scraped data from a particular source (e.g., website), the copyright and terms of924

service of that source should be provided.925

• If assets are released, the license, copyright information, and terms of use in the926

package should be provided. For popular datasets, paperswithcode.com/datasets927

has curated licenses for some datasets. Their licensing guide can help determine the928

license of a dataset.929

• For existing datasets that are re-packaged, both the original license and the license of930

the derived asset (if it has changed) should be provided.931
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• If this information is not available online, the authors are encouraged to reach out to932

the asset’s creators.933

13. New Assets934

Question: Are new assets introduced in the paper well documented and is the documentation935

provided alongside the assets?936

Answer: [NA]937

Justification: NA938

Guidelines:939

• The answer NA means that the paper does not release new assets.940

• Researchers should communicate the details of the dataset/code/model as part of their941

submissions via structured templates. This includes details about training, license,942

limitations, etc.943

• The paper should discuss whether and how consent was obtained from people whose944

asset is used.945

• At submission time, remember to anonymize your assets (if applicable). You can either946

create an anonymized URL or include an anonymized zip file.947

14. Crowdsourcing and Research with Human Subjects948

Question: For crowdsourcing experiments and research with human subjects, does the paper949

include the full text of instructions given to participants and screenshots, if applicable, as950

well as details about compensation (if any)?951

Answer: [NA]952

Justification: NA953

Guidelines:954

• The answer NA means that the paper does not involve crowdsourcing nor research with955

human subjects.956

• Including this information in the supplemental material is fine, but if the main contribu-957

tion of the paper involves human subjects, then as much detail as possible should be958

included in the main paper.959

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,960

or other labor should be paid at least the minimum wage in the country of the data961

collector.962

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human963

Subjects964

Question: Does the paper describe potential risks incurred by study participants, whether965

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)966

approvals (or an equivalent approval/review based on the requirements of your country or967

institution) were obtained?968

Answer: [NA]969

Justification: NA970
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• The answer NA means that the paper does not involve crowdsourcing nor research with972

human subjects.973

• Depending on the country in which research is conducted, IRB approval (or equivalent)974

may be required for any human subjects research. If you obtained IRB approval, you975

should clearly state this in the paper.976

• We recognize that the procedures for this may vary significantly between institutions977

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the978

guidelines for their institution.979

• For initial submissions, do not include any information that would break anonymity (if980

applicable), such as the institution conducting the review.981

22


	Introduction
	Methodology
	Problem Setup
	Definition of Setup
	Strong Baselines: Classifier Selection and TAPER
	Dataset Preparation and Description

	Proposed Tina: Text-conditioned Neural Network Diffusion Model
	Framework Overview
	Architecture and Training Objective
	Design Details


	Experiments
	Experimental Setups
	Results under Different Datasets
	In-depth Analysis of Tina
	Ablation of Design Choices of Tina

	Related Works
	Discussions
	Conclusion
	Implementation Details
	Dataset Preparation
	Example of class description from GPT-4
	Data Preparation for Experiments of Unseen Classes
	Detailed Implementations of Methods
	Hyperparameters
	Environments and Resources

	Detailed Related Works

