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ABSTRACT

We present a scalable and effective exploration strategy based on Thompson sam-
pling for reinforcement learning (RL). One of the key shortcomings of existing
Thompson sampling algorithms is the need to perform a Gaussian approximation
of the posterior distribution, which is not a good surrogate in most practical set-
tings. We instead directly sample the Q function from its posterior distribution,
by using Langevin Monte Carlo, an efficient type of Markov Chain Monte Carlo
(MCMC) method. Our method only needs to perform noisy gradient descent up-
dates to learn the exact posterior distribution of the Q function, which makes our
approach easy to deploy in deep RL. We provide a rigorous theoretical analysis for
the proposed method and demonstrate that, in the linear Markov decision process

(linear MDP) setting, it has a regret bound of O(d3/ 2H3/2\/T ), where d is the
dimension of the feature mapping, H is the planning horizon, and T is the total
number of steps. We apply this approach to deep RL, by using Adam optimizer
to perform gradient updates. Our approach achieves better or similar results com-
pared with state-of-the-art deep RL algorithms on several challenging exploration
tasks from the Atari57 suite[l]

1 INTRODUCTION

Balancing exploration with exploitation is a fundamental problem in reinforcement learning (RL)
(Sutton and Barto, 2018). Numerous exploration algorithms have been proposed (Jaksch et al.
2010; (Osband and Van Royl 2017 |Ostrovski et al., 2017; |Azizzadenesheli et al.l 2018} [Jin et al.,
2018). However, there is a big discrepancy between provably efficient algorithms, which are typ-
ically limited to tabular or linear MDPs with a focus on achieving tighter regret bound, and more
heuristic-based algorithms for exploration in deep RL, which scale well but have no guarantees.

A generic and widely used solution to the exploration-exploitation dilemma is the use of optimism
in the face of uncertainty (OFU) (Auer et al.| [2002). Most works of this type inject optimism
through bonuses added to the rewards or estimated Q functions (Jaksch et al., 2010;|Azar et al., 2017;
Jin et al 2018} 2020). These bonuses, which are typically decreasing functions of counts on the
number of visits of state-action pairs, allow the agent to build upper confidence bounds (UCBs) on
the optimal Q functions and act greedily with respect to them. While UCB-based methods provide
strong theoretical guarantees in tabular and linear settings, they often perform poorly in practice
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(Osband et al., 2013} |Osband and Van Royl [2017). Generalizations to non-tabular and non-linear
settings have also been explored (Bellemare et al.| 2016} Tang et al., [2017} |Ostrovski et al., 2017}
Burda et al., [2018)).

Inspired by the well-known Thompson sampling (Thompson,|1933) for multi-armed bandits, another
line of work proposes posterior sampling for RL (PSRL) (Osband et al., 2013 |Agrawal and Jia,
2017), which maintains a posterior distribution over the MDP model parameters of the problem
at hand. At the beginning of each episode, PSRL samples new parameters from this posterior,
solves the sampled MDP, and follows its optimal policy until the end of the episode. However,
generating exact posterior samples is only tractable in simple environments, such as tabular MDPs
where Dirichlet priors can be used over transition probability distribution. Another closely related
algorithm is randomized least-square value iteration (RLSVI), which induces exploration through
noisy value iteration (Osband et al., 2016a} [Russo, [2019; [shfaq et al.,|2021). Concretely, Gaussian
noise is added to the reward before applying the Bellman update. This results in a Q function
estimate that is equal to an empirical Bellman update with added Gaussian noise, which can be seen
as approximating the posterior distribution of the Q function using a Gaussian distribution. However,
in practical problems, Gaussian distributions may not be a good approximation of the true posterior
of the Q function. Moreover, choosing an appropriate variance is an onerous task; and unless the
features are fixed, the incremental computation of the posterior distribution is not possible.

Algorithms based on Langevin dynamics are widely used for training neural networks in Bayesian
settings (Welling and Teh, 2011). For instance, by adding a small amount of exogenous noise,
Langevin Monte Carlo (LMC) provides regularization and allows quantifying the degree of un-
certainty on the parameters of the function approximator. Furthermore, the celebrated stochastic
gradient descent, resembles a Langevin process (Cheng et al.l 2020). Despite its huge influence in
Bayesian deep learning, the application of LMC in sequential decision making problems is relatively
unexplored. Mazumdar et al.|(2020) proposed an LMC-based approximate Thompson sampling al-
gorithm that achieves optimal instance-dependent regret for the multi-armed bandit (MAB) problem.
Recently, [Xu et al.| (2022) used LMC to approximately sample model parameters from the poste-
rior distribution in contextual bandits and showed that their approach can achieve the same regret
bound as the best Thompson sampling algorithms for linear contextual bandits. Motivated by the
success of the LMC approach in bandit problems, in this paper, we study the use of LMC to approx-
imate the posterior distribution of the Q function, and thus provide an exploration approach which
is principled, maintains the simplicity and scalability of LMC, and can be easily applied in deep RL
algorithms.

Main contributions. We propose a practical and efficient online RL algorithm, Langevin Monte
Carlo Least-Squares Value Iteration (LMC-LSVI), which simply performs noisy gradient descent
updates to induce exploration. LMC-LSVI is easily implementable and can be used in high-
dimensional RL tasks, such as image-based control. Along with providing empirical evaluation
in the RiverSwim environment and simulated linear MDPs, we prove that LMC-LSVI achieves a
O(d3/2H3/2\/T) regret in the linear MDP setting, where d is the dimension of the feature mapping,
H is the planning horizon, and 7' is the total number of steps. This bound provides the best possible
dependency on d and H for any known randomized algorithms and achieves sublinear regret in 7.

Because preconditioned Langevin algorithms (Li et al.,|2016)) can avoid pathological curvature prob-
lems and saddle points in the optimization landscape, we also propose Adam Langevin Monte Carlo
Deep Q-Network (Adam LMCDQN), a preconditioned variant of LMC-LSVIbased on the Adam
optimizer (Kingma and Ba,2014). In experiments on both N-chain (Osband et al.,[2016b)) and chal-
lenging Atari environments (Bellemare et al.,2013)) that require deep exploration, Adam LMCDQN
performs similarly or better than state-of-the-art exploration approaches in deep RL.

Unlike many other provably efficient algorithms with function approximations (Yang and Wang,
2020 [Cai et al., 20205 |Zanette et al., |2020a; | Xu and Gu, [2020; |Wu et al., [2020; |Ayoub et al.| 2020;
Zanette et al.| 2020b}; |Zhou et al., 2021} |He et al., 2023)), LMC-LSVI can easily be extended to deep
RL settings (Adam LMCDQN). We emphasize that such unification of theory and practice is rare
(Feng et al., 2021} Kitamura et al., 2023} [Liu et al., 2023)) in the current literature of both theoretical
RL and deep RL.
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2 PRELIMINARY

Notation. For any positive integer n, we denote the set {1,2,...,n} by [n]. For any set A, (-,-) 4
denotes the inner product over set A. ® and @ represent element-wise vector product and division

respectively. For function growth, we use (5(), ignoring poly-logarithmic factors.

We consider an episodic discrete-time Markov decision process (MDP) of the form (S, A, H, P, r)
where S is the state space, A is the action space, H is the episode length, P = {P, }/1_, are the state
transition probability distributions, and = {rj,}?L are the reward functions. Moreover, for each
h € [H], Pr(- | z,a) denotes the transition kernel at step h € [H], which defines a non-stationary
environment. 75, : S X A — [0,1] is the deterministic reward function at step h A policy 7 is
a collection of H functions {mj, : & — A} Where 7, (z) is the action that the agent takes in
state x at the h-th step in the episode. Moreover, for each h € [H|, we define the value function
Vi +'§ — R as the expected value of cumulative rewards received under policy m when starting
from an arbitrary state x;, = x at the h-th time step. In particular, we have

Vhﬂ([lj) = Eﬂ- [Zg:h Th' (,’Eh/ y ah’)

Similarly, we define the action-value function (or the Q function) @} : & x A — R as the expected
value of cumulative rewards given the current state and action where the agent follows policy =
afterwards. Concretely,

Qn(x,a) = Eﬂ[25:h Th(They apr) { Thp=1x,ap = a].

We denote V¥ (x) = V7 () and Q} (z,a) = QF (x,a) where * is the optimal policy. To simplify
notation, we denote [P, Vi11](2, a) = Eprop, (| 2,0) Va1 (2”). Thus, we write the Bellman equation
associated with a policy 7 as

QZ(CB,(I) = (Th+PthzTr+1)(xﬂa)7 Vhﬂ(x) = Qp(x, mn(x)), VHWJrl(x) =0. 1
Similarly, the Bellman optimality equation is
Qiw.a) = (m + BuViy)(wa),  Vi(e) = Qi(a. (@),  Viaa(@)=0. ()

The agent interacts with the environment for K episodes with the aim of learning the optimal policy.
At the beginning of each episode k, an adversary picks the initial state %, and the agent chooses a
policy 7*. We measure the suboptimality of an agent by the total regret defined as

Regret(K) = Yopy [V (ah) — Vi (ah)].

l‘h:!E].

Langevin Monte Carlo (LMC). LMC is an iterative algorithm (Rossky et al., 1978} [Roberts and
Stramer, 2002; |Neal et al., 201 1)), which adds isotropic Gaussian noise to the gradient descent update
at each step:

W1 = wg — MV L(wg) + /208 ey, (3)
where L(w) is the objective function, 7, is the step-size parameter, 3 is the inverse temperature
parameter, and ¢, is an isotropic Gaussian random vector in R?. Under certain assumptions, the
LMC update will generate a Markov chain whose distribution converges to a target distribution <
exp(—BL(w)) (Roberts and Tweediel |1996; Bakry et al.,2014). In practice, one can also replace the
true gradient V L(wy) with some stochastic gradient estimators, resulting in the famous stochastic
gradient Langevin dynamics (SGLD) (Welling and Teh| [2011) algorithm.

3 LANGEVIN MONTE CARLO FOR REINFORCEMENT LEARNING

In this section, we propose Langevin Monte Carlo Least-Squares Value Iteration (LMC-LSVI), as
shown in Algorithm [I| Assume we have collected data trajectories in the first k& — 1 episodes as
{(=7,a],7(x],a]),..., 25, a5, r(x%, ay))}*Zl. To estimate the Q function for stage h at the

k-th episode of the learning process, we define the following loss function:
k—1 T 4T T . T 4T 2
LZ(wh) = Z’T:l [Th(xha ah) + maXge QZ+1(xh+17 a) - Q(whv qb(xm ah))} + )‘”whHQv 4

>We study the deterministic reward functions for notational simplicity. Our results can be easily generalized
to the case when rewards are stochastic.
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where ¢(-, -) is a feature vector of the corresponding state-action pair and Q(wn; ¢(2}, aj,)) denotes
any possible approximation of the Q function that is parameterized by wj, and takes ¢(x],a]) as
input. At stage h, we perform noisy gradient descent on Lﬁ (+) for Ji, times as shown in Algorithm
where Jj, is also referred to as the update number for episode k. Note that the LMC-LSVI algorithm
displayed here is a generic one, which works for all types of function approximation of the Q func-
tion. Similar to the specification of Langevin Monte Carlo Thompson Sampling (LMCTS) to linear
bandits, generalized linear bandits, and neural contextual bandits (Xu et al.,[2022), we can also de-
rive different variants of LMC-LSVI for different types of function approximations by replacing the
functions Q(wy; ¢(z7, a})) and the loss function L% (wp,).

In this paper, we will derive the theoretical analysis of LMC-LSVIunder linear function approx-
imations. In particular, when the function approximation of the Q function is linear, the model
approximation of the Q function, denoted by Qfl’ in Line 11 of Algorithmbecomes

QF () « min{o(-, ) Twp?* H — h + 1} )

Denoting ViF,, (-) = maxae 4 QF (-, a), we have VLj (wy) = 2(Afwy, — bf), where

k—1 k—1
Af = Z ¢(xf,, af)p(xf,, ap)" + Al and by = Z [rn(zh,af,) + Vifﬂ(xﬁﬂ)] o(xy,ap,). (6)
T=1 T=1

By setting VL (wy,) = 0, we get the minimizer of L as @y = (A})~1b}.
We can prove that the iterate w h"l’“ in Equation (5) follows the following Gaussian distribution.

Proposition 3.1. The parameter w,’j"]k used in episode k of Algorithm|l|follows a Gaussian distri-

bution N (MZ’J", Eﬁ"]’“ ), with mean and covariance matrix:

i = Al v +2Ah AL (1 Aty

k
Z’Z’J’CZZ%AZ’C AT =AY ()T AT A LA,

where A; = I — 2n; Al fori € [k].

Proposition shows that in linear setting the parameter waJ" follows a tractable distribution. This
allows us to provide a high probability bound for the parameter wfb"]"' in Lemma which is then
used in Lemma to show that the estimated @’ function is optimistic with high probability.

We note that the parameter update in Algorithm [I]is presented as a full gradient descent step plus
an isotropic noise for the purpose of theoretical analysis in Sectiond] However, in practice, one can
use a stochastic gradient (Welling and Teh, 2011} |Zou et al.,[2021) or a variance-reduced stochastic

grad1ent (Dubey et al., 2016;|Xu et al.,2018; |Zou et al.,2018; |2019)) of the loss function Lk( kg 1)
to improve the sample efficiency of LMC LSVI.

4 THEORETICAL ANALYSIS

We now provide a regret analysis of LMC-LSVIunder the linear MDP setting (Jin et al., | 2020; |Yang
and Wangl |2020;2019)). First, we formally define a linear MDP.

Definition 4.1 (Linear MDP). A linear MDP is an MDP (S, A, H, P, r) with a feature ¢ : S x A —

R<, if for any h € [H], there exist d unknown (signed) measures pj, = (,ugl), ,ugl), e uéd)) over S

and an unknown vector ), € R%, such that for any (z,a) € S x A, we have

]P)h(' | x,a) = <¢(I,a),uh()> and Th('r’a) = <¢(I7a)30h>-
Without loss of generality, we assume |[¢(z,a)lls < 1 for all (z,a) € S x A, and
max{[|n ()12, 100 12} < VA forall h € [H].
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Algorithm 1 Langevin Monte Carlo Least-Squares Value Iteration (LMC-LSVI)

1: Input: step sizes {ny > 0}x>1, inverse temperature {3 }x>1, loss function Ly (w)
2: Initialize w)® = 0 for h € [H], Jo = 0

3: for episode k =1,2,..., K do

4:  Receive the initial state s¥

5 forsteph=H,H—1,...,1do
. kO __  k—=1,Jk_1
6: wy = w,
7 fory=1,...,J;do
8: b’ ~ N(0,1)
0: w,’j’] = wZ’J_l — nkVLZ(wZ’J_l) + \/277k5,:1€2"’
10: end for
1: QL (-,-) « min{Q(wy”™; (-, ), H — h + 1}+
12: VE() < maxaes QF (-, a)
13:  end for
14: forsteph=1,2,...,H do
15: Take action af < argmax,c 4 QF (s}, a), observe reward rj; (s¥, af) and next state s
16:  end for
17: end for

We refer the readers to Wang et al.| (2020), |[Lattimore et al.| (2020), and |Van Roy and Dong| (2019)
for related discussions on such a linear representation. Next, we introduce our main theorem.

Theorem 4.2. Let A = 1 in Equation (H) ﬁ = O(HV/d) in Algorithm and § € (2\/%’ 1). For
any k € [K], let the learning rate ni, = 1/(4Amax(AY)), the update number Ji, = 2k log(4H K d)
where k), = )\max(Aﬁ)/)\min(A]ﬁ) is the condition number of A’,‘;. Under Definition the regret
of Algorithm ]| satisfies

Regret(K) = O(d**H?*V/'T),
with probability at least 1 — 0.

We compare the regret bound of our algorithm with the state-of-the-art results in the literature of
theoretical reinforcement learning in Table 1, Compared to the lower bound (dH+/T) proved in
Zhou et al.|(2021), our regret bound is worse off by a factor of v/dH under the linear MDP setting.
However, the gap of v/d in worst-case regret between UCB and TS-based methods is a long standing
open problem, even in a simpler setting of linear bandit (Hamidi and Bayati, 2020). When converted
to linear bandits by setting H = 1, our regret bound matches that of LMCTS (Xu et al.| [2022)) and
the best-known regret upper bound for LinTS from |Agrawal and Goyal| (2013) and [Abeille and
Lazaric| (2017).

Remark 4.3. In Theorem , we require that the failure probability § > 5 \/12? However, in
frequentist regret analysis it 1s desirable that the regret bound holds for arbitrarily small failure
probability. This arises from Lemma [B.7], where we get an optimistic estimation with a constant
probability. However, this result can be improved by using optimistic reward sampling scheme pro-
posed in|Ishfaq et al.{(2021). Concretely, we can generate M estimates for Q function {Qﬁ’m Ymeln

through maintaining M samples of w: {wZ’J*"m}me[ - Then, we can make an optimistic estimate
of Q function by setting Q7 (-, ) = min{max,, e {be’m(', )}, H—h+1}. We provide the regret
analysis for this approach, whose proof essentially follows the same steps as in that of Theorem[4.2]
in Appendix [D] However, for the simplicity of the algorithm design, we use the currently proposed
algorithm.

5 DEEP Q-NETWORK WITH LMC EXPLORATION

In this section, we investigate the case where deep Q-networks (DQNs) (Mnih et al.| 2015) are
used, which is used as the backbone of many deep RL algorithms and prevalent in real-world RL
applications due to its scalability and implementation ease.
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Table 1: Regret upper bound for episodic, non-stationary, linear MDPs. Here, computational
tractability refers to the ability of a computational problem to be solved in a reasonable amount
of time using a feasible amount of computational resources.

Algorithm Regret Exploration CEF;;E ?;gﬁ?:;al
LSVI-UCB (Jin et al., 2020) O(d*?H?/*\/T) UCB Yes
OPT-RLSVI (Zanette et al., 2020a)  O(d*H*V/T) TS Yes
ELEANOR (Zanette et al., 2020b) O(dH*/*\/T) Optimism No
LSVI-PHE (Ishfaq et al.,[2021) O(d*/*H**\/T) TS Yes
LMC-LSVI (this paper) O(d*?H3?\/T) LMC Yes

While LMC and SGLD have been shown to converge to the true posterior under idealized settings
(Chen et al.| 2015} Teh et al.l [2016; |Dalalyan, [2017), in practice, most deep neural networks often
exhibit pathological curvature and saddle points (Dauphin et al., [2014)), which render the first-order
gradient-based algorithms inefficient, such as SGLD. To mitigate this issue, |Li et al.|(2016) proposed
RMSprop (Tieleman et al.,[2012)) based preconditioned SGLD. Similarly, Kim et al.|(2022) proposed
Adam based adaptive SGLD algorithm, where an adaptively adjusted bias term is included in the
drift function to enhance escape from saddle points and accelerate the convergence in the presence
of pathological curvatures.

Similarly, in sequential decision problems, there have been studies that show that deep RL algo-
rithms suffer from training instability due to the usage of deep neural networks (Sinha et al., |2020;
Ota et al., [2021; [Sullivan et al., [2022). Henderson et al.| (2018) empirically analyzed the effects
of different adaptive gradient descent optimizers on the performance of deep RL algorithms and
suggest that while being sensitive to the learning rate, RMSProp or Adam (Kingma and Ba, 2014)
provides the best performance overall. Moreover, even though the original DQN algorithm (Mnih
et al.,2015) used RMSProp optimizer with Huber loss, (Ceron and Castro| (202 1)) showed that Adam
optimizer with mean-squared error (MSE) loss provides overwhelmingly superior performance.

Motivated by these developments both in the sampling community and the deep RL community, we
now endow DQN-style algorithms (Mnih et al.,[2015) with Langevin Monte Carlo. In particular, we
propose Adam Langevin Monte Carlo Deep Q-Network (Adam LMCDQN) in Algorithm [2] where
we replace LMC in Algorithm E] with the Adam SGLD (aSGLD) (Kim et al., 2022) algorithm in
learning the posterior distribution.

In Algorithm Vfﬁ(w) denotes an estimate of VL¥ (w) based on one mini-batch of data sam-
pled from the replay buffer. a; and ais are smoothing factors for the first and second moments of
stochastic gradients, respectively. a is the bias factor and A; is a small constant added to avoid

J can be viewed as an approximator of the true second-moment matrix
E(VLE (wy ™YW LE (w7~ ")) and the bias term m)"/ " @ /vy ™' 4+ A1 can be viewed as the
rescaled momentum which is isotropic near stationary points. Similar to Adam, the bias term, with

an appropriate choice of the bias factor a, is expected to guide the sampler to converge to a global
optimal region quickly.

.. k
zero-divisors. Here, v,

6 EXPERIMENTS

In this section, we present an empirical evaluation of Adam LMCDQN . For the empirical evaluation
of LMC-LSVIin the RiverSwim environment (Strehl and Littmanl 2008}, |Osband et al., [2013)) and
simulated linear MDPs, we refer the reader to Appendix First, we consider a hard exploration
problem and demonstrate the ability of deep exploration for our algorithm. We then proceed to
experiments with 8 hard Atari games, showing that Adam LMCDQN is able to outperform several
strong baselines. Note that for implementation simplicity, in the following experiments, we set all
the update numbers J;, and the inverse temperature values ), to be the same number for all & € [K].
We also emphasize that even though in Theorem we specify a theoretical value for Ji, as we
show in this section, in practice, a small value for Jj, (we use J; = 4 for N-Chain and J; = 1 for
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Algorithm 2 Adam LMCDQN
1: Input: step sizes {ny, > 0},>1, inverse temperature {3, },>1, smoothing factors ; and vz, bias
factor a, loss function Ly (w).

2: Initialize w,lz’o from appropriate distribution for h € [H], Jy = 0, m,ll’0 = 0 and v}ll’o = 0 for
h e [H]and k € [K].

3: forepisode £ =1,2,..., K do

4:  Receive the initial state s¥.

5 forsteph=H,H—1,...,1do

6: w}l?o _ w:—l,J}c717ml]—€L,0 _ mZ—l,Jk717UZ,O _ U:—l,«]k—l

7: forj;l,...,Jkdo

8 erd ~ N(0, 1)

9 wZ’j = wZ’Fl — Nk (VZZ(wZ’jfl) + amﬁ"j*l %) \/ull‘;‘j*l + M\ 1) + \/2nkﬂ,;16f’j
10: mZ’j = alm’;’j*l +(1- al)VZﬁ(wZ’j*l)

11: l]l;} = (12’0,}:”‘77] +(1— (yg)VL;‘,:(wf’jf]) ©) VL;‘;(’uyff"77])

12: end for .

13: Qz(v) HQ(wh“k; (’))

14: ViE(:) + maxaea QF (-, a)

15:  end for

16: forsteph=1,2,...,H do

17: Take action ay < argmax,c 4 QF (s}, a), observe reward (s}, af’) and next state s}’ ;.
18:  end for

19: end for

Atari) can yield good performance for our algorithm. We also emphasize that in our implementation
of Adam LMCDOQN we use fixed values of oy = 0.9, as = 0.99, and \; = 1078 instead of tuning
them.

Remark 6.1. We note that in our experiments in this section, as baselines, we use commonly used
algorithms from deep RL literature as opposed to methods presented in Table[I} This is because
while these methods are provably efficient under linear MDP settings, in most cases, it is not clear
how to scale them to deep RL settings. More precisely, these methods assume that a good feature
is known in advance and Q values can be approximated as a linear function over this feature. If the
provided feature is not good and fixed, the empirical performance of these methods is often poor.
For example, LSVI-UCB (Jin et al., 2020) computes UCB bonus function of the form ||¢(s, a)|[p-1,
where A € R*9 is the empirical feature covariance matrix. When we update the feature over
iterations in deep RL, the computational complexity of LSVI-UCB becomes unbearable as it needs
to repeatedly compute the feature covariance matrix to update the bonus function. In the same vein,
while estimating the Q function, OPT-RSLVI (Zanette et al., 2020a) needs to rely on the feature
norm with respect to the inverse covariance matrix. Lastly, even though LSVI-PHE (Ishfaq et al.,
2021) is computationally implementable in deep RL settings, it requires sampling independent and
identically distributed (i.i.d.) noise for the whole history every time to perturb the reward, which
appears to be computationally burdensome in most practical settings.

6.1 DEMONSTRATION OF DEEP EXPLORATION

We first conduct experiments in N-Chain (Osband et al., |2016b) to show that Adam LMCDQN is
able to perform deep exploration. The environment consists of a chain of N states, namely
S1,82,...,5N. The agent always starts in state so, from where it can either move left or right.
The agent receives a small reward » = 0.001 in state s; and a larger reward » = 1 in state sy. The
horizon length is N + 9, so the optimal return is 10. Please refer to Appendix [F.2|for a depiction of
the environment.

In our experiments, we consider N to be 25, 50, 75, or 100. For each chain length, we train different
algorithms for 10° steps across 20 seeds. We use DQN (Mnih et al., 2015), Bootstrapped DQN
(Osband et al., 2016b) and Noisy-Net (Fortunato et al., 2017) as the baseline algorithms. We use
DQN with e-greedy exploration strategy, where € decays linearly from 1.0 to 0.01 for the first 1, 000
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training steps and then is fixed as 0.01. For evaluation, we set € = 0 in DQN. We measure the
performance of each algorithm in each run by the mean return of the last 10 evaluation episodes.
For all algorithms, we sweep the learning rate and pick the one with the best performance. For
Adam LMCDQN, we sweep a and 3, in small ranges. For more details, please check Appendix[F.2]

In Figure[T] we show the performance of Adam
LMCDOQN and the baseline methods under dif- 2] —e— DON

ferent chain lengths. The solid lines repre- 104 —e— Adam LMCDQN
sent the averaged return over 20 random seeds Noisy-Net

and the shaded areas represent standard er- 81 —e— Bootstrapped DQN
rors. Note that for Adam LMCDQN, we set
Ji = 4 for all chain lengths. As N in-
creases, the hardness of exploration increases,
and Adam LMCDQN s able to maintain high
performance while the performance of other 2
baselines especially Bootstrapped DQN and
Noisy-Net .drop q}liqkly. Clearly, Adam LM- 0 % ma 100
CDQN achieves significantly more robust per- N

formance than other baselines as N increases,

showing its deep exploration ability.

Return
o

Figure 1: A comparison of Adam LMCDQN and
other baselines in N-chain with different chain
lengths N. All results are averaged over 20 runs
6.2 EVALUATION IN ATARI GAMES and the shaded areas represent standard errors. As
N increases, the exploration hardness increases.

To further evaluate our algorithm, we conduct

experiments in Atari games (Bellemare et al.l [2013). Specifically, 8 visually complicated hard ex-
ploration games (Taiga et al.,[2019) are selected, including Alien, Freeway, Gravitar, H.E.R.O., Pit-
fall, Qbert, Solaris, and Venture. Among these games, Alien, H.E.R.O., and Qbert are dense reward
environments, while Freeway, Gravitar, Pitfall, Solaris, and Venture are sparse reward environments,
according to|Taiga et al.| (2019).

Main Results. We consider 7 baselines: Double DQN (Van Hasselt et al., [2016), Prioritized DQN
(Schaul et al., 2015), C51 (Bellemare et al., 2017), QR-DQN (Dabney et al., 2018a), IQN (Dabney
et al.| [2018b)), Bootstrapped DQN (Osband et al., 2016b) and Noisy-Net (Fortunato et al.| [2017).
Since a large Jj, greatly increases training time, we set J;, = 1 in Adam LMCDQN so that all exper-
iments can be finished in a reasonable time. We also incorporate the double Q trick (Van Hasselt,
2010; Van Hasselt et al., 2016)), which is shown to slightly boost performance. We train Adam
LMCDQN for 50M frames (i.e., 12.5M steps) and summarize results across over 5 random seeds.
Please check Appendix for more details about the training and hyper-parameters settings.

In Figure [2] we present the learning curves of all methods in 8 Atari games. The solid lines corre-
spond to the median performance over 5 random seeds, while the shaded areas represent 90% con-
fidence intervals. Overall, the results show that our algorithm Adam LMCDQN is quite competitive
compared to the baseline algorithms. In particular, Adam LMCDQN exhibits a strong advantage
against all other methods in Gravitar and Venture.

Sensitivity Analysis. In Figure[3a] we draw the learning curves of Adam LMCDQN with different
bias factors a in Qbert. The performance of our algorithm is greatly affected by the value of the bias
factor. Overall, by setting a = 0.1, Adam LMCDQN achieves good performance in Qbert as well as
in other Atari games. On the contrary, Adam LMCDQN is less sensitive to the inverse temperature
Bk, as shown in Figure

Ablation Study. In Appendix we also present results for Adam LMCDQN without applying
double Q functions. The performance of Adam LMCDQN is only slightly worse without using dou-
ble Q functions, proving the effectiveness of our approach. Moreover, we implement Langevin DQN
(Dwaracherla and Van Royl |2020) with double Q functions and compare it with our algorithm Adam
LMCDQN . Empirically, we observed that Adam LMCDQN usually outperforms Langevin DQN in
sparse-reward hard-exploration games, while in dense-reward hard-exploration games, Adam LM-
CDQN and Langevin DQN achieve similar performance.
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Figure 2: The return curves of various algorithms in eight Atari tasks over 50 million training
frames. Solid lines correspond to the median performance over 5 random seeds, and the shaded
areas correspond to 90% confidence interval.
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Figure 3: (a) A comparison of Adam LMCDQN with different bias factor a in Qbert. Solid lines
correspond to the average performance over 5 random seeds, and shaded areas correspond to stan-
dard errors. The performance of Adam LMCDQN is greatly affected by the value of the bias factor.
(b) A comparison of Adam LMCDQN with different values of inverse temperature parameter [y, in
Qbert. Adam LMCDQN is not very sensitive to inverse temperature (.

7 CONCLUSION AND FUTURE WORK

We proposed the LMC-LSVT algorithm for reinforcement learning that uses Langevin Monte Carlo
to directly sample a Q function from the posterior distribution with arbitrary precision. LMC-LSVI
achieves the best-available regret bound for randomized algorithms in the linear MDP setting. Fur-
thermore, we proposed Adam LMCDQN, a practical variant of LMC-LSVI, that demonstrates com-
petitive empirical performance in challenging exploration tasks. There are several avenues for future
research. It would be interesting to explore if one can improve the suboptimal dependence on H for
randomized algorithms. Extending the current results to more practical and general settings
et all, 2022 [Ouhamma et al.| 2023} [Weisz et al., [2023) is also an exciting future direction. On
the empirical side, it would be interesting to see whether LMC based approaches can be used in
continuous control tasks for efficient exploration.
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A RELATED WORK

Posterior Sampling in Reinforcement Learning. Our work is closely related to a line of work
that uses posterior sampling, i.e., Thompson sampling in RL (Strens|, [2000). (Osband et al.| (2016a),
Russo| (2019) and Xiong et al.,| (2022) propose randomized least-squares value iteration (RLSVI)
with frequentist regret analysis under tabular MDP setting. RLSVI carefully injects tuned random
noise into the value function in order to induce exploration. Recently, [Zanette et al.| (2020a) and
Ishfaq et al.| (2021) extended RLSVI to the linear setting. While RLSVI enjoys favorable regret
bound under tabular and linear settings, it can only be applied when a good feature is known and
fixed during training, making it impractical for deep RL (Li et al.l 2021)). |(Osband et al.| (2016b;
2018) addressed this issue by training an ensemble of randomly initialized neural networks and
viewing them as approximate posterior samples of Q functions. However, training an ensemble
of neural networks is computationally prohibitive. Another line of work directly injects noise to
parameters (Fortunato et al., [2017; |Plappert et al., [2018). Noisy-Net (Fortunato et al., [2017) learns
noisy parameters using gradient descent, whereas [Plappert et al.| (2018) added constant Gaussian
noise to the parameters of the neural network. However, Noisy-Net is not ensured to approximate
the posterior distribution (Fortunato et al 2017). Proposed by [Dwaracherla and Van Roy| (2020),
Langevin DQN is the closest algorithm to our work. Even though Langevin DQN is also inspired by
SGLD (Welling and Tehl [2011)), Dwaracherla and Van Roy| (2020) did not provide any theoretical
study nor regret bound for their algorithm under any setting. In a concurrent work, Kuang et al.
(2024) studied linear MDP with delayed feedback, where they also used an LMC-based posterior
sampling algorithm, which theoretically resembles similarity to part of our theoretical study with no
deep RL variant studied.

A recently proposed model-free posterior sampling algorithm is Conditional Posterior Sampling
(CPS) algorithm (Dann et al.;[2021)). Similar to Feel-Good Thompson Sampling proposed in (Zhang,
2022), CPS considers an opimistic prior term which helps with initial exploration. However, the
proposed posterior formulation in CPS does not allow computationally tractable sampling. Another
recently proposed algorithm Bayes-UCBVI (Tiapkin et al., 2022) uses the quantile of a Q-value
function posterior as UCBs on the optimal Q-value functions which can be thought of as a determin-
istic version of PSRL (Osband et al., [2013)). While Bayes-UCBVI is extendable to deep RL, it does
not have any theory for the function approximation case and their analysis only works in the tabular
setting. Even for Bayes-UCBVI to work in deep RL, it needs a well-chosen posterior, and sampling
from the posterior is not addressed in their algorithm. Moreover, the Atari experiment in [Tiapkin
et al.| (2022) only shows average comparison against Bootstrapped DQN (Osband et al., 2016b) and
Double DQN (Van Hasselt et al.,2016) across all 57 games. However, in-average comparison across
57 games is not a sufficient demonstration of the utility of Bayes-UCBVI, especially when it comes
to hard exploration tasks.

Comparison to Dwaracherla and Van Roy| (2020). Here we provide a detailed comparison of
Langevin DQN (Dwaracherla and Van Roy, [2020) and our work. On the algorithmic side, at each
time step, Langevin DQN performs only one gradient update, while we perform multiple (i.e., Jj)
noisy gradient updates, as shown in Algorithm |I{ and Algorithm This is a crucial difference
as a large enough value for Jj allows us to learn the exact posterior distribution of the parame-
ters {wp, } ne[p] Up to high precision. Moreover, they also proposed to use preconditioned SGLD
optimizer which is starkly different from our Adam LMCDQN. Their optimizer is more akin to
a heuristic variant of the original Adam optimizer (Kingma and Ba, [2014) with a Gaussian noise
term added to the gradient term. Moreover, they do not use any temperature parameter in the noise
term. On the contrary, Adam LMCDQN s inspired by Adam SGLD (Kim et al., 2022), which
enjoys convergence guarantees in the supervised learning setting. Overall, the design of Adam LM-
CDQN is heavily inspired from the theoretical study of LMC-LSVI and Adam SGLD (Kim et al.,
2022)). Lastly, while Dwaracherla and Van Roy|(2020) provided some empirical study in the tabular
deep sea environment (Osband et al.||2019afb), they did not perform any experiment in challenging
pixel-based environment (e.g., Atari). We conducted a comparison in such environments in Ap-
pendix Empirically, we observed that Adam LMCDQN usually outperforms Langevin DQN
in sparse-reward hard-exploration games, such as Gravitar, Solaris, and Venture; while in dense-
reward hard-exploration games such as Alien, H.E.R.O and Qbert, Adam LMCDQN and Langevin
DQN achieve similar performance.
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B PROOF OF THE REGRET BOUND OF LMC-LSVI

Additional Notation. For any set A, (-,-) 4 denotes the inner product over set A. For a vector

z € RY, ||z||s = Vo Tz is the Buclidean norm of x. For a matrix V € R™*", we denote the
operator norm and Frobenius norm by ||V ||z and || V|| p respectively. For a positive definite matrix

V € R¥? and a vector z € RY, we denote ||z|y = VT V.

B.1 SUPPORTING LEMMAS

Before deriving the regret bound of LMC-LSVI, we first outline the necessary technical lemmas
that are helpful in our regret analysis. The first result below shows that the parameter obtained from
LMC follows a Gaussian distribution.

Proposition B.1. The parameter wZ’J" used in episode k of Algorithm|l|follows a Gaussian distri-
bution N (MZ’J", E’Z’J’“ ), where the mean vector and the covariance matrix are defined as

k
e = A Al S A Al (1 A0, o
i=1
N J i\ —1 J
S = g Al (1A ) ()T AT ALl ®
i=1 7"

where A; = I — 2n;\j, fori € [k].

Definition B.2 (Model prediction error). For any (k, h) € [K]x[H], we define the model prediction
error associated with the reward ry,,

lfb(a:,a) =rp(z,a) + ]P’hV}fH(J;, a) — Qﬁ(az, a).

Lemma B.3. Let \ = 1 in Algorithm[I] For any (k,h) € [K] x [H], we have

16 2K
< —HIVK + | =—d*?:=B
2~ 3 1\ 38x0 o
with probability at least 1 — 4.

Lemma B.4. Let \ = 1 in Algorithm[l| For any fixed 0 < 6 < 1, with probability 1 — 6, we have
forall (k,h) € [K] x [H],

k,Je

k—1

> dlah.ap) Vi (e740) = BaVilia (27, af)]

T=1 (Ap)-

1/2
1 2v2KB 2
< 3HVd [210g(K +1) + log <\[H6/2> + log ] ,
16 2K

where B§ = ?Hd\/R—F Wd3/2'
Lemma B.5. Let A = 1 in Algorithm[I] Define the following event

E(K, H,5)

- {|¢<x, @)@k — (e, @) — PV (5, )| < SHVACH |6(2,0) | ag)-1,

V(h,k) € [H] x [K] andV(z,a) € S x .A}, )

1/2
where we denote Cs5 = {% log(K + 1) + log (%) + log %] and Bg is defined in
Lemma(B.4| Then we have P(E(K, H,6)) > 1— 6.
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Lemma B.6 (Error bound). Let A\ = 1 in Algorithm l | Forany 6 € (0,1) conditioned on the event

E(K,H,06), forall (h,k) € [H] x [K] and (z,a) € 8 x A, with probability at least 1 — §2, we have
2dlog (1/6
—1f(z,a) < <5Hf05 +5 ;“;i/) +4/3> ¢z, a)ll(ax)-1, (10)

where Cy is defined in Lemma|B

Lemma B.7 (Optimism). Let A = 1 in Algorithm[I} Conditioned on the event £(K, H, ), for all
(h,k) € [H] x [K] and (z,a) € S x A, with probability at least \/7 we have

If(x,a) <0. (11)

B.2 REGRET ANALYSIS

We first restate the main theorem as follows.

Theorem B.8. Ler A = 1 in (@), ﬂik = O(HVd) in Algorithmand 0 € (2\/%, 1). For any
k € [K), let the learning rate n, = 1/(4\max(AF)), the update number Jy, = 2k log(4HKd)
where k), = )\maX(AZ)/)\min(Az) is the condition number of Aﬁ. Under Definition the regret
of Algorithm | satisfies

Regret(K) = O(d*/? H*/>V/T),

with probability at least 1 — 0.

Proof of Theorem By Lemma 4.2 in|Cai et al.|(2020), it holds that

=

Regret(T) = Y (Vi (af) = V7" (1)

el
Il
—

K H
Er [(QF(an ), mh(- | o) = 7b (- [ an) |21 = 24 + Y " D}

1 k=1t=1
@) (ii)

H K H
ZMZ—&-ZZ o lh (zh,an) | 21 —xl] — 1 (ah aZ)), (12)

1t=1 k=1h=1
(i) (i)
where D} and M} are defined as
Df = ((QF — Q7 )k, ), wh (o 2h)) — (QF — Q) (@, af), (13)
M =Pr((Vi — Vh+1))( hoan) = (Vi — Vh+1)(93]}$,)- (14)

I
]~
M=

b
I

1t

+

M=

S
Il

Next, we will bound the above terms respectively.

Bounding Term (i): For the policy 7}’ at time step h of episode k, we will prove that

K H
YD B [{@h(an, ) mi [ @n) = mh(- [ an) | a1 = af] < 0. (15)

k=1h=1

To this end, note that 7} acts greedily with respect to action-value function Q¥ . If 7rh = 7}, then the
difference 7} (- | zp) —7F (- | @) i 1s 0. Otherwise, the difference is negative since 7/ is deterministic
with respect to Q¥. Concretely, 7} takes a value of 1 where 7} would take a value of 0. Moreover,
Q’fb would have the greatest value at the state-action pair where wa equals 1. This completes the
proof.

Bounding Terms (ii) and (jii): From (3), note that we truncate Q¥ to the range [0, H — h + 1]. This
implies for any (h,k) € [K] x [H], we have |DF| < 2H. Moreover, E[D}|F¥] = 0, where F}
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is a corresponding filtration. Thus, D;’j is a martingale difference sequence. So, applying Azuma-
Hoeffding inequality, we have with probability 1 — /3,

K H
> ) Df < 2HTlog(3/9),

k=1h=1

where T' = K H. Similarly, we can show that Mﬁ is a martingale difference sequence. Applying
Azuma-Hoeffding inequality, we have with probability 1 — ¢/3,

K H
>N My < \/2H?Tlog(3/9).
k=1h=1
Therefore, by applying union bound, we have that for any § > 0, with probability 1 — 26/3, it holds

that
K H

Z D,’j +3 ) M < 2/2HTlog(3/9), (16)
where T'= KH.

Bounding Term (iv):

Suppose the event £(K, H, ') holds. by union bound, with probability 1 — (6"% + 2\/12;), we have,

K H
(En- [l (2, a) | 21 = 2¥] — U (2}, o)
k=1 h=1
K H
<>y —lh(ah,af)
k=1 h=1
K H
2d1og (1/6’ X
253 <5H\f Cor+5)[2EELT e afs ) otah bl ag -
k=1 h=1 K ’
2dlog (1/4' K
(5Hf05 +5 # 3) S5 itk ab)lar -
K k=1h=1
1/2
2dlog (1/6' u X
< <5Hf05 % + 4/3) S VK (Z 6, af) 2y
K h=1 k=1
/
< (5Hx/&05/ +5 M%W +4/3> H\/2dK log(1 + K)
K

2dlog (1/6'
= <5H\/&C5/ +5 % + 4/3) V2dHT log(1 + K)
K
= O(d*?H3>VT).
Here the first, the second, and the third inequalities follow from Lemma Lemma and the
Cauchy-Schwarz inequality respectively. The last inequality follows from Lemma [E.4] The last

equality follows from \//T = 10H/dCs + 3 8 which we defined in Lemma

By Lemma B.3] the event £(K, H, §’) occurs with probability 1 — §’. Thus, by union bound, the
event £(K, H,d") occurs and it holds that

K H
Z Z o (@, an) | 21 = of] = U (af, af)) < O(d*2H3/*VT)
=1
with probablhty least (1— (8" +67+

—)). Since § € (0,1), setting 6" = §/6, we have
1 ) 1

) >1— - - ——.

2/2em 3 2y/2em

2\/
1—(6"+0”%+

21



Published as a conference paper at ICLR 2024

The martingale inequalities from Equation occur with probability 1 — 2§/3. By Equation
and applying union bound, we get that the final regret bound is O(d®/2 H3/2\/T') with probability at

least 1 — (0 + 3 \/7) In other words, the regret bound holds with probability at least 1 — § where
9 < (2\/ 2er’ )

O

C PROOF OF SUPPORTING LEMMAS

In this section, we provide the proofs of the lemmas that we used in the regret analysis of LMC-
LSVIin the previous section.

C.1 PROOF OF PROPOSITION [B.]

Proof of Proposition[B.1] First note that for linear MDP, we have
VLk(wh) = Q(Ahwh - bl}f)

wszwﬁj 1777kVLk( kij= 1) \/anﬁk_leﬁ’j,
which leads to

whi s = BT g (A’,ﬁwz -1 bk) \/W o, i
(I 277kAk) k,Jk— 1+277ka]2+ /27]kﬂk1 k,Jk

Jp—1

The update rule is:

=(I- 277kAk O+ Z — 20 AY) <2leb§§ +y/2mkBy e l)
Je—1 Je—1 z
= (I~ 2nkA’;) Chom Y (I- 277kA’“ b+ /208" Z — 2 Af) e
1=0
Note that in Line 6 of Algorithm we warm-start from previous episode and set wh’o = w]::l"]’“ -

Denoting A; = I — 2n;A},, we note that A; is symmetric. Moreover, when the step size is chosen
such that 0 < 7; < 1/(2Amax(A})), A; satisfies I = A; = 0. Therefore, we further have

Je—1 Jp—1

o= Al o Y ARARER + /2008, Z Alef!
=0
J—1

= Afrwy N (1 - Ap) (AY+ AL+ AP+ 2B ZAI woJk

Jip—1

_AJk k 1,Jk-1 ( AJk wh+ /an;/gk Z Al ka —1
Ji—1

= Al A w +ZAJk AT (T - A h+Z\/2m STAl Al ZAﬁJ,;Ji—l,
=0

where in the first equality we used b = Aflwh, in the second equality we used the definition of A¥,
and in the third equality we used the fact that [ + A+ ... + A"~! = (I — A™")(I — A)~'. We
recall a property of multivariate Gaussian distribution: if € ~ N(0, I4x4), then we have Ae + p ~

N (i, AAT) for any A € R?*4 and i € R?. This implies wZ"]k follows the Gaussian distribution
N () 7k, 257+, where

bt S A )R o
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. . . . Z J;
We now derive the covariance matrix EZ’J’“. For a fixed ¢, denote M; = /2n;3; IAZ’“ AT
Then we have,

Ji—1 Ji—1 Ji—1 Ji—1
MY Al =3 MiAleg T A N <0, > MiAg(MiAg)T> ~N <O,M¢ (Z A$l> Mj) :
=0 =0 =0

=0

Thus we further have
k Ji—1
s = 3oan (3 )
=1 =0
k Ji—1
=Sttt
- Z 2,8 AL AL (T - AP (T - A2) 7 Al A

Jz i i -1 i .
_Zﬁ Al AT (D= AP (M) T+ Ay AT A
This completes the proof. O

C.2 PROOF OF LEMMA[B.3|

Before presenting the proof, we first need to prove the following two technical lemmas.
Lemma C.1. Forany (k,h) € [K] x [H], we have

|| < 2H/kd/X.
Proof of Lemma|[C.1] We have

~ -1
lwpll =

k—1
Z r(xq, af) + Vit (2h41)] - é(s7, af)
T=1

k—1 1/2
k-1 <Z || [rn (7, af) + Vit (x40)] - d(ah, asz)H?A’Z)‘l)

ol7 1/2
< AVE (Z lp(F, ap)[Esy- )
< 2H\/kd/,

where the first inequality follows from Lemma the second inequality is due to 0 < V}f <H
and the reward function being bounded by 1, and the last inequality follows from Lemmal[E.3] O

Lemma C.2. Let A = 1 in Algorithm[l] For any (h,k) € [H] x [K] and (z,a) € 8 x A, we have

2dlog (1/9)

\zzb(x,a)Tw;j e _ ¢(x,a)%,’§] < (5 Tir

+ 4) ot a)lag)-
with probability at least 1 — 6.
Proof of Lemma By the triangle inequality, we have
gb(z,a)TwZ’J’“ — q&(:c,a)Tfu\ﬁ‘ < ’gb(x,a)T (w,]j"]k *, L“)‘Jr‘qb z,a) (,uz e _ @ﬁ) ’ (18)
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Bounding the term ’(;S(m,a)T (wf T L“) ‘: we have
1/2 ~1/2
) ot (i) o) k)
: k,J, kJe sk, J otk \ Y2 (0 ko k,J
Since wy, " ~ N (7%, ;7% ), we have (Eh’ ’“) (wh Py k) ~ N(0, Igxa)- Thus, we

have >
(o™ o
2

When we choose 7y, < 1/(4Amax(AF)) for all k, we have

‘¢(957 CL)T (wz ke ;U/Z ke

2 2

4dlog(1/6)) < 62, (19)

1
5] <Ap=1- 277kA]}€L < (1 — 277k>\m1n(Aﬁ)) I

%I<I+Ak:21—2nkAZ<2L

Also note that Ay, and (A¥)~! commute. Therefore, we have
AT (MY Th = (1= 2R . (T — 2meAL) (T — 2mi M%) (AF) ™
= (I —2mAE) .. (I = 2mkAE) (AE) ™" (1 = 2miAY) 1)
—af (a7 A
Recall the definition of ZZ’J"‘. Then
O(z,0) Sy (. 0)

(20)

k
1 - _
Zﬁgb(x,a)TAi’“ AT (T = A (M) T T+ AT ALY A (@, a)

qu ma) AP Al ((A5) 7T = Al ()T A ) Al Al a)

i=1

3/8K Z¢ ma) Al Al ()7 = () ) Al Al a)

3Bi

5 ~ o
3 (w,a) T AL AT (AL T A A, a)—l—ﬁ (@,a)" (AF) ™ ¢(x, a),

where the first inequality is due to (Z0) and the last equality is due to setting 3; = B forall i € [K].
By Sherman-Morrison formula and (6)), we have

(A3) 7 = (A7) = (A3) 7 = (A} + 0l 0 (e} 0})T)
(M) ol ap)o(ag.a)T (AL
Lo, ap)ly, .

-1

This implies
o) AL AT (0) 7 = (a5 ) Al Al a)

iy~1 i i i i iy~1
— qb(x,a)TAi’“ A;.]—;jil (Ah) ¢(xhvahi)¢(?h’2ah)—r (Ah)
1 + H(b(xiwah)H(Am—1

. .\ 2
< ($la,)TAJ AT (A5) 7 ol ah))

A;jﬁl .. .AZ’“QS(:& a)

< ade Al )™ ot o[ (40) 7 ot 0|
k 1\ 275 o
< TT (1= 2mhmin (89)) 7 i aid[fa -1 (@ )2y )
j=i+1
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where the last inequality is due to (20). So, we have

koo N\ 275 o
o, @) Sh 7 o, a) < Z TT (1= 2m2in (83)) 7 lohaid [y oG @ity )

Jr
+ ?)67"¢(I ,a)|[Es -

Using the inequality va? + b2 < a + b for a, b > 0, we thus get

J; . X
| ¢(, )l e.se _,/ (w 0)lliag)- I (1= 20 A (83)) " i @i s |¢<x,a>||(A;L>1>

1=1 j=1i+1
(22)
Let’s denote the R.H.S. of 22) as g7 (¢(z, a)).

Therefore, it holds that

P (|o(e, @) Twp? = oo, ) | = 23K (6(w, ) /dlog (1/9))
<P (|o(z.0) wh” — o(w,0) k| = 2/ dlog (1/0) (e, @) )
1/2 —1/2
<P<H¢(x’a)T (Ef;]k) (EZJ,C> 1 (ka M;C,Jk> >2\/dlog(1/5)||¢(:C,a)||2:,Jk>
) ,

<62

2

(23)

where the last inequality follows from (T9).

Bounding the term ¢(z,a)" (ui i Ak) Recall that,

e = A A +ZAJk Al (1-a7) @
= Al Al w +ZM. Tt (@, — w) — Al AP+ @

i+1

— Al Al (o) - @) + Z Al AT (@, — B + @)
This implies that

d(z,a)" (u’; e _ @,’i) = qb(axa)TAi"‘ ...AlJl (w,ll — wh) + ¢(z,a) ZAJ" lfll (@}L AZH)

I

(24)
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In Algorithm |1} we choose w;® = 0 and @} = (A})~'b} = 0. Thus we have, I, = 0. Using
inequalities in 120) and Lemma|[C.T} we have

k—1
I < |¢(x,a)" D AL AT (@), — @)
i=1
k—1

o Ji ~i ~
$(w,a)TATE AT (@), — @it

o
[T
.

(1= 202 (Ai))Jj 6 (@, a) ||, — B

1

INA
=8

EE
|
_

(1= 200 (1)) ot @l (1l + 752

IA
]
—-

i=1 j=i+1
Y ﬁ (1= 200 (83))” 6@}l (28 V/7d/ + 20 /G 7 1)d73)
i=1 j=i+1

| /\

e K . J;
Z IT (1= 200min (41)) 7 (. e

j=it1

So, it holds that

o) (i — ) <1 VETAY [T (1- 20w () ot olls: @)

1=1 j=1i+1

Substituting (23) and (23) into (T8)), we get with probability at least 1 — 62,

|6z, @) T — o(a,a) T

=L A\ 2dlog (1/6)
<aHVEINYS TT (1202w (83)) 7 1660}l + 20| =55 22 6,0l g -

i=1 j=i+1

)
Lo, 208 2dlog (1/6) Z H (1—2773 . (A )) o (), apy H(N o, a)llagy-1-

SBK i=1 j=i+1
(26)

Let’s denote the R.H.S. of (26) as Q. Recall that, for any j € [K], we require n; < 1/(4/\max(A~2)).
Choosing 7; = 1/(4Amax(A7,)) yields

(1- 20 min(M)) = (1 = 1/,

where k; = )\max(AiL)/)\min(Ai)- In order to have (1 — 1/(2k;))” < ¢, we need to pick J; such
that

log (1/¢€)

log (4171/%))

Now we use the well-known fact that e=* > 1 — 2 for 0 < = < 1. Since 1/(2xk;) < 1/2, we
have log (1/(1 —1/2k;)) > 1/2k;. Thus, it suffices to set J; > 2x;log(1/¢) to ensure (1 —
1/2k;)7 < e. Also, note that since A}, > I, we have 1 > [|¢(z,a)[l2 > [|¢(x, a)]|(r; )-1- Setting
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=1/(4HKd) and A = 1, we obtain

2dlog (1/6 k—1 '
Q< }E:ek 14}{V/H¢ a)ll2 +2 ;ié(/) <H¢(x,aﬂkAﬁ)_l%_jzjek—z|¢(x’a)2)
1=1
. [Kd
< ;g;ek 411\/F}\vG%H¢(x,a)|(A;)-1

2dlog (1/5 S
+2 % <|¢(x,a)(/\g)1 +Z€kl\/é||¢(x’a)“(1\ﬁ)l)
=1

k—1

. 2d1og (1/6 =
<3 o, 0) gy + 2 2 <|¢<x,a>||<ml + Ze“1||¢><x,a>|m>l>
=1 =1
2d 1 1/6 4
< <5 2e /) >¢<x @)lla)

where the second inequality is due to [|¢(z, a) | (zx)-1 = 1/Vk||¢(z, a)||2 and the fourth inequality
is due to Zl 11 b=l = Zf:_g € <1/(1 —¢€) <4/3. So, we have

0
(]mw klkqb(x,a)%:i]sG 2‘“‘;;“”+4) (a0}l g - )

> P (|¢(a,0) 0l — oz, ) T

> 162

<Q)

This completes the proof. O

Proof of Lemma(B-3] From Proposition we know wﬁ"]’“ follows Gaussian distribution
N (uf7*, 5257+, Thus we can write,

)

k
o

k,J kJ
SRS

<

L,

2

where €77 ~ N(0, 217,
Bounding ||z} - k152 From Propos1t10n | we have,

k,Je Aik AJ1 0, ZAJk 1:51 ([ AJ )

o
2

<ty (1)
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where the inequality follows from the fact that we set wh =0in Algorlthml and triangle inequal-
ity. Denoting the Frobenius of a matrix X by || X || p, we have

[t (1= 47)
iHAJk aley (r-am)| i,
<omySES [z ali (1-a2)],
<o [0S valap . aty (1- a2,
§2Hd\/§Z|Ak||g~ [Aisa 5+ (I AZII)H

<ot K5 TT (1= 200w (111a + 14712)
=1 j=i+1

< 2Hd\/>z H 1 727]] mln AJ )JJ (HIH2+ ”A H21>
=1 j=141

<2Hd\/72 H 1 — 27 Amin )J7< + (1 -2, mln(Ah)) )
=1 j=i+1

<2dez<

j k . j
1 - QUjAmirl(A%))JJ + H (1 - 277j)\rnin(A€l)) ! )7
= j=i+1 Jj=t

where the second inequality is from Lemma [C.I] the third inequality is due to the fact that

rank(AJ’“ VA “31 (I — A/")) < d, the fourth one uses the submultiplicativity of matrix norm,
and the fifth one is from Lemma@ and (20).

As in Lemma setting J; > 2k;log(1/€) where k; = )\max(Ai)/)\min(Afl) and € =

1/(A4HKd), A = 1 we further get
ZHAJk ] le:Ll (I AJ h < 2Hd / Z k—i k z+1)
< 4Hd1/xiz:;el

K 1
=4H
d A(l—e)
/K 4
<4Hd\| — - =
- A3

Thus, setting A = 1, we have
16
il < 5 HAVE.

Bounding ||§h k1,2 Since gk Tk o N0, EZ’J’“), using Lemma we have
1
(Hg’“ RV (2@7"*@)) >1-4.
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Recall from Proposition[B.1] that

k
1 ) - _ )
=3 A A (1= a2) (a3) "+ A Al A
i=1 """

Thus,

T () Ly (Al ol (T-a27) () 7+ a7t Al Al

k
_ ;/7
3 Lo () () e (- ) e ((00) ) 1 (4407
i=1 """
x Tr (Ajjjf) LT (Ai") ,

where we used Lemma [E7] Note that if matrix A and B are positive definite matrix such that
A > B > 0, then Tr(A) > Tr(B). Also, recall from 20) that, when 7, < 1/(4\max(AF)) for all
k, we have

1 )
51 < Ap=1-2nAf < (1= 20 Amin(AF)) 1,

gl < I+ A, =2I —2mAF <21
So, we have A" < (1- 277;€AI,11I1(A§))JJ I and
Tr (A{i> <Tr ((1 — 2 Amin (AF)) I)

< d (1= 29 Amin (AF)) 7
< de
d
T 4HKd
<1,

where third inequality follows from the fact that in Lemma @, we chose J; such that
N

(1 —2n; )\min(A%)) < e and the first equality follows from the choice of € = 1/(4HKd). Simi-

larly, we have [ — A? < (1- 22%) I and thus,

1
2,
T (1 427) < (1—W)d<d.
Likewise, using (I + A;)™' < 21, we have

Tr((I+4;)7") < 2d.

Wl o

Finally, note that all eigenvalues of A} are greater than or equal to 1, which implies all eigenvalues of
(A%)~! are less than or equal to 1. Since the trace of a matrix is equal to the sum of its eigenvalues,
we have '

Tr((A})7 ") <d-1=d.

Using the above observations and the choice of 3; = Sk for all i € [K], we have

Tr (E’“’Jk) < ii 2 opo 2 ks
h T =B 3 30k ’

< /(15.321(1(613) 2P<H§,’§~’k < \/%Tr (22“)) >1-4.
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So, with probability at least 1 — d, we have

k]| < de+ f BK5d3/2

which completes the proof. O

C.3 PROOF OF LEMMA [B.4]

Proof of Lemma Applying Lemma B3] with probability 1 — §/2, we have

de K+ 4/ 5K5d3/2 := Bs o. 27)

Now, considering the function class V := {min{max,c4 ¢(-,a) w,H} : ||w|]lzs < Bs/s} and
combining Lemma [E.8|and Lemmam we have that for any € > 0 and 6 > 0, with probability at
least 1 —4/2,

k,J
[k,

k—1
Z o(zh, ap,) [th+1(33}:+1) - IP’thkH(a:ZL,aﬁ)}
=1 (AF)—1
d. [k+) Bs)a 2] 8k22\'?
< (4H? |=1 dlo log =
_< {20g<)\)+ (5 +og6+ h\
d k4 A Bs V2 9\ /oke
<2H |=1 dlo log . 28
< [2 0g< 5 ) + < - )t 5 + 7 (28)
Setting A =1, = 2Hﬁ’ we get
k—1
Z ¢($Za aﬁ) [th+1(332+1) - Pth’ll(wZ,aZ)]
T7=1 ky—1
(AF)
B 1/2
<2H\F[ log(k+1)+log< 5/2 >+1 +H
2fk
1 2v2KB 2 12
< 3HVd l2log(K +1) + log <H“/2> + log 5] . (29)

with probability 1 — 6/2. Now combining (27) and (29) through a union bound, we obtain the
stated result. O

C.4 PROOF OF LEMMA[B.3

Proof of Lemma(B-3] We denote the inner product over S by (-, -)s. Using Deﬁnition we have

thhk+1(m7 a) = ¢($, a)T<Nha Viic+1>5
-1
= ¢(x’a)‘r (AIZ) Aﬁ(#hvviﬁﬁs

k—1
= ¢(z,a)" (A) " (Z ¢(af, af)p(xf, ap) " + M) (1n, Vitir)s (30)
T=1

k-1
= ¢(z, ) (Ak <Z¢ xhvah)(Pth+1)(xh7ah) +)\I<Mhth+1> )

T=1
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Using (30) we obtain,

o(x, a)T@ﬁ —rp(z,a) — }P’thH(a: a)
=

— o(z,0)" (M) S [rleh af) + ViE (@740)] - 6(eh, af) — (e a)
T=1

k—1
— ¢(z,a)" (Ah <Z¢ xhvah)(Pth+1)(xhaah) + >\I<H}“Vh+1> )

T=1

k—1
= ¢(z,a (Z o(xp,, ar,) Vh+1($;+1) - thifﬂ(x;’ aﬁ)])

T=1

@

+o(z,a (Z n(%h, ap,)¢ mwﬂ)) —r(,a)

1

(ii)
— Ap(x,a) T (AF) . Vi) s - G1)
(iii)

We now provide an upper bound for each of the terms in (31).

Term(i). Using Cauchy-Schwarz inequality and Lemma|[B.4] with probability at least 1 — , we have

k-1

¢(z,a)" (Ah <Z¢ Tp,, ap,) [Vh+1(33h+1) thhkﬂ(x%aﬁ])
T=1

k—

Z d(z}, ap) Vh+1($£+1)_PVf+1($fTwa;)]

(. a)] ag-

(Af)-1

1/2
22K B 2
<3H\f[ log(K + 1) + log <w>+log5] lo(@, a)[ sy 1 - (32)

Term (ii). First note that,

k—1
o(z,a)" (A})~" ( rh(xﬁ,ah)¢>(sch,ah)> n(z,a)
T=1
k-1
—¢($7G)T(Aﬁ)_1< rh(xmah)gb(xhva;;)) ¢(x,a) O
T=1
k-1
= ¢(z,a) (A7) (Zrh(xhvah)d)(x;vah) Ah9h>
T=1
k-1
= ¢(z,a) " (AF)™? (Z rp(x],, ar)o(x},, af,) Z(b x7,al)o(x], al) 0 — A19h>
T=1
k-1
= Qs(xaa)T(AfL)il (Z rh(x;—wa‘}i)gb(xhaah Z(b xlnah Th(xhaah) AIQh)
T=1
= —Xo(z,a) " (AR) " On. (33)
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Here we used the definition 74 (z,a) = (¢(x,a),0;,) from Definition Applying Cauchy-
Schwarz inequality, we further get,

—Ag(w,a) T (AR) 7 0 < Mo, a)llam)- 10nl a%)-1
< VAI¢(x, a) | (ax)- 19nll2 (34)
< \ﬁ||¢($,a)||(1\’;)fl-

Here we used the observation that the largest eigenvalue of (A¥)~! is at most 1/\ and || ]2 < v/d
from Definition[d.1} Combining (33) and (34), we get,

k—1
$w,a) " (AF) <Z Th(fﬂﬁ,aﬁ)qﬁ(%aﬁ)) —ru(z,a) < VA||(w, )| ap)-1-  B5)
T=1

Term(iii). Applying Cauchy-Schwarz inequality, we get,
Ap(a,a) T (AR) " s Vitia)s < Mo, a)ll a1+ [ {ns Vi) sllas)
< VAo(x,a)lax) - ||<uh,V;f+1>s||z

< VAllg(, @)l agy s (Z ||uh|1> 1VE 1 lloe
< HVA|6(2,a) | a5y

(36)

where the the last inequality follows from 37, |47 |2 < din Deﬁnition Combining (32), (33)
and (36), and letting A = 1, we get, with probability at least 1 — ¢

|q§(x, a)Tzﬁ,kL —rp(x,a) — Pthk+1(x, a)|

2v/2K B
W) o

1/2

2 e VAd e HVAL 6t a)lag)

1
< [3HV4 [QIOg(K—l—l)-Hog( 7

) 1/2
og 5] [6(x, a)l (ak)-1

2v2KB
<5H\f[ log(K—i—l)—l—log(w)—H

H
= 5HVdCs ”(Zs(xva)H(A’}j)*l )

1/2
+ log %]

where we denote Cs = [% log(K +1) + log (%)

C.5 PROOF OF LEMMA[B.6]
Proof of Lemma[B.6] First note that,
—ly(x,a) = Qfi(2,a) — ru(x,a) — PpVify (2, )
= min{¢(z, a)Tw,]j"]k,H —h+1} —rp(2,a0) = PRV, (2, a)
< ¢(z,a) wy R Py Vi (2, a)
= d(z,a) "wy, ko — w,a) @, + ¢, a) "Wy — i, a) = PRV (e, a)
< |otw,a)Twp — ow,a) TBE| + | 6(@,0) BF — ru(e,a) = PAVi (,0)]

R (ii)

Applying Lemma[C.2] for any (h, k) € [H] x [K] and (2,a) € S x A, we have

2dlog (1/9)

(@) T~ olw,a) k| < (5 30,

4
+ 3> ¢(z, a)ll(axy—
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with probability at least 1 — §2.
From Lemma [B.5] conditioned on the event £(K, H, §), for all (h,k) € [H] x [K] and (z,a) €
S x A, we have
16(2,0)TBE — 7 (2, @) — BAVE (2,0)] < SHVACH9(2, 0) | ap) 1
So, with probability 1 — 52,

~if(,0) < (i) + (id)

2dlog (1/0)

< |5HVdCs +5
_< \[54- 36

+4/3> ¢z, a)llary-1-
This completes the proof. O

C.6 PRrROOF OF LEMMA [B.7]

Proof of Lemma[B.7] We want to show QJ (x,a) > ry(x,a) + P,V | (z, a) with high probability.
Recall that Qf (z, a) = min{¢(z,a) Twi’*, H —h+1}. Also note that 7, (z, a) + B, V), (z,a) <
H — h + 1. Thus, when gb(x,a)TwZ"]‘“’ > H — h + 1, we trivially have Q¥ (z,a) > rj(z,a) +
P),Vi¥, (2, a). So, we now consider the case, when ¢(z, a) Twy’* < H—h+1and thus Q} (z, a) =
o(x, a)Tw,kL”J"‘.

Based on the mean and covariance matrix defined in Proposition we have that ¢(z, a)Twﬁ"‘]k
follows the distribution N (¢(x, a) T 7% ¢(x, a) TEE7 ¢(x, a)).

rn(z,a k z,0)—d(z,a) " ks Tk
Define, Z), = n (@) 4P Vig ( ’k)J $@) 1" \When |Z1| < 1, by Lemma|E.2| we have
Vo@a) TSE T g (@)

P (d)(x, a)TwZ’J’“ > rp(z,a) + PhV,fH(x, a))
$a,a) b — gle,a) T (o) + BV (r0) — o(r.0) Tk
Jo@ TS e oz TS g(z,a)

exp (~Z;/2)

=P

Y

1
2V 2w
> ! .

2V 2er

We now show that | Zj| < 1 under the event £(K, H, J). First note that by triangle inequality, we
have

‘rh(x, a) + thhk+1(xa a) - ¢($, a)T/U'Z,Jk

< |rh(x, a) + ]P’hvfﬁrl(a:,a) — ¢(x,a)Tﬂ)\f| + )qﬁ(m, a)Tﬁ)\E — qb(a:,a)TuZ"]’“ .

By definition of the event £(K, H, §) from Lemma|[B.5] we have,
(@, @) + PaViy (@, 0) — 6(w,0) 05| < SHVACH |62, a) a1+

From (23)), we have

<arEIRY. TT (1= 200 () ot

i=1 j=i+1

N k,J
[6(2,0) T — pla,a) Tup
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As in proof of Lemma setting n; = 1/(4)\max(A{L)), J; > 2kjlog(1/e), we have for all
NN
j € K], (1 — 20 Amin (Ai)) " < e Setting e = 1/(4HK D), we have,

9z, )i — 6w, a) T

k—1
<AHVEAY 6z, a)ll2
=1

k—1
. 1
k—i—1
< ;:16 iR VEAVE]d(, )] ar)-

k—1
< Zek7171||¢($aa)\|(/x';)fl
=1

k-2

< ZﬁzH(ﬁ(x,a)H(Ag)fl

=0

IN

1
T« E||<I5(3370L)||(A§)—1

IN

4
§||¢($»a)||(A§)fl

So, we have

Th(x,a)+Pthk+1($»a) _45( )T;ullyC e

<5Hf05+ ) é(2, @)l ak)-1- (37)
Now, recall the definition of Zfl"]"' from Proposition
(j)(x,a)TEZ"]’“qS(x,a)

k
1 S\ — ,
=2 o) A ALY (- A (M) (I )T A A6 0)

k
>3 o) A AL (1 - A7) (A1) AL AT o),

where we used the fact that 37 < (I + A;)~'. Recall that in 1), we showed A}’* (Aﬁ)_1 =
AlE (AE) T ATk S0,

(z, a)TE’““’%(a: a)

)T Ap Al ()7 = Al (ag) 7 Al Al Al a)

k—1
26K Z¢> zya) DA AT (M) T — (A TY AT AT (e, a)
1
T gJ JiAly=14J J

— ——¢(x,a) Ak ... AT (A AY VAR A(,a) + ——

s ) AL AT (WD) TAT A a) + o

where we used the choice of 3; = Bk for all ¢ € [K]. By Sherman-Morrison formula and (6), we
have

¢z, a) " (A}) " (x, a),

(M) = (A7 = (40) 7 - (8 + Bl ah)o (e, ) )
(M) ol ap)o(rh ) T (A7)
T 116G, ap) [

)
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which implies

(6@, a) T AY AT ()T = (AT AL Al (e a)

i+1 7+1
Ai)_l o(zt , al )p(a az’)T (Ai)_l ‘
_ TAJk N .AJ7,+1 ( h h> h_ ! hy'%h h A-‘]1+1 B .AJk
P A A T i By AR
h

X . 2
< (o) Al AT (M) 0l a)

< i Al )60 | ah) 26wk ah)

‘ 2

i+1 9
k j 2J; i i2 2
< TT (1= 202min() " llolaio ai)lZy; ) I, )y ),
j=i+1

where we used 0 < 1/i < [[¢(z, a)|[(a;)-1 < 1. Therefore, we have

o(z, a)TZfL’J’“gb(z, a)

k
1 N\ 2J;
2 i 2
= Zﬁ 57— llo(z, H(Afl)*l - 25711;[1 (1 - QWi)\min(AZ)) ||¢($’a)”(/\i,)’1
N i QN2 2
QBKZ H (1= 202 (89)) " (@t an) 20 (@ )2y )

1=1 j=i+1
Similar to the proof of Lemma when we choose J; > &; log(3\/E), we have

(PR W LYy B . C200) - < D S WY
PN =0 B ALV BVE)F o (VBR)k » 4112

(38)

1 1 1
> 57 (Wt alagyos = ol — ot ol

1
> ﬁ”éf?(%a)n(/\ﬁ)fl,

where we used the fact that Ay, ((A¥)~1) > 1/k. Therefore, according to and (38), it holds
that

ri(x,a) + PRVE (2,0) — bz, a) T pf 't

| Zk| =
Vola.a) TS 6, a) 39)
5HVACs + 3
< 72\/27 .
which implies | Zx| < 1 when ﬁ = 10H\dCjs + 8. O

D REMOVING THE INTERVAL CONSTRAINT ON ¢ IN THEOREM [4.2]

As discussed in Remark[4.3] one shortcoming of Theorem[4.2)is that it requires the failure probability
0 to be in the interval (m, 1). However, in frequentist regret analysis it is desirable that the regret

bound holds for arbitrarily small failure probability. Motivated from optimistic reward sampling
scheme proposed in (Ishfaq et al.|[2021)), below we propose a modification of LMC-LSVI for which
we have the same regret bound that holds with probability 1 — § for any § € (0,1). We call this
version of the algorithm MS-LMC-LSVI where MS stands for multi-sampling.

D.1 MULTI-SAMPLING LMC-LSVI

Multi-Sampling LMC-LSVI follows the same algorithm as in LMC-LSVI (Algorithm [T)) with one
difference. In Algorithm l we maintain one parameterization wy, for each step h € [H|. After
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performing noisy gradient descent on this parameter J; times in Line 7 to 10, we use this perturbed
parameter to define our estimated Q function in Line 11. We follow exactly the same procedure
in MS-LMC-LSVI but instead of maintaining one estimate of Q function, we generate ) esti-

mates for Q function {Qﬁ’m}me[ ] through maintaining M samples of w: {wf;"]"’m}me[ M| Where

k k,Jk, 1,0, T
W) = o(, ) Twy ™ and {wy, "™} e are intialized as zero vector. Then, we can make

an optimistic estimate of Q function by setting the following

Qh() = min { max {Q4™ ()} H —ht 1} (40)

D.2 SUPPORTING LEMMAS

First, we outline the supporting lemmas required for the regret analysis of MS-LMC-LSVI.
Lemma D.1. Let A = 1 in @). For any (k,h) € [K| x [H| and m € [M], we have

16 2K
k‘,Jk,m < e 3/2 [
Hwh H2 < S HAVE + 3550 = B

with probability at least 1 — 0.

Proof of Lemma (D] The proof is identical to that of Lemma [B.3] O

Lemma D.2. Let A\ = 1 in (@). For any fixed 0 < § < 1, with probability 1 — §, we have for all
(k,h) € [K] x [H],

k—1
Z o(xp, ap) [th+1($2+1) - thfﬁ-l(x;a a};)]
=1 (Ak)=1
1 22K B 5]"?
< BHVd | 5 log(K + 1) + Mlog (H‘S/@M)> +log 5] :

where Bs = %Hd\/ﬁ—l— ;f;(sd?’/z.

Proof of Lemma[D.2] Applying Lemma[D.1]and applying union bound over all m, with probability
1—46/2, for all m € [M], we have

16 AMK
kom0 ga SR 43?2 .= B 41
s Hz_ g HAVE + /255 5/(211) “D
Similar to the proof of Lemma considering the function class V =
{max,e 4 min {max,,en #(, @) Tw™, H} = Vm € [M],||w™||2 < Bs/@m)} and combin-

ing Lemma [E-8and Lemma [E-TT]| we have that for any £ > 0 and 6 > 0, with probability at least
1-6/2,

k—1
> (g, af) (Vi (@h ) — PrVir (27, a7)]
T=1

ap-t
d k4 A Bsm) 212 2v/2ke
<2H |-1 —_— dM1 —= log — % 42
< {20g</\)+ og( 6 +og5 + I (42)
As in the proof of Lemma setting A = 1,¢ = ﬁ, we get
k—1
Z ¢(ITN a;) [th+1<$;+1) - ]th}ﬁrl(x;a a;)]
=1 (Ap)—t
1 2V2KB 2]
< 8HVd |5 log(K + 1)+ Mlog <H‘5/(2M)> + log 5] . 43)
with probability 1 — §/2. Applying union bound completes the proof. O
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Lemma D.3. Let A = 1 in @). Define the following event
E(K,H,M,))

- {|¢<z,am’; — (@, 0) — PaVE, (2, )| < SHVACs a9z, @) g1

V(h,k) € [H] x |[K] and¥(x,a) € S X A}, (44)

1/2
where we denote Cs = {1 log(K + 1) + M log ( + log %] and Bg is defined

2fKB5/(2NI))
in Lemma[D.2} Then we have P(€(K, H, M,6)) > 1 — 6.

Proof of Lemma[D.3] The proof is exactly the same as that of Lemma[B.3] We just need to replace
Lemma B4 with Lemma[D.2] when it is used. O

Lemma D.4 (Error bound). Ler A
E(K,H,M,$), forall (h,k) € [H] x
have

= 1lin (EI) For any 6 € (0,1) conditioned on the event
[K] and (z,a) € S x A, with probability at least 1 — §2, we
2dlog (1/9)

1 (z,a) < <5H\[C’ +5 35
K

+4/3> (e, @)l a1 (45)

where Cs v is defined in Lemma@

Proof of Lemma[D4, The proof is exactly the same as that of Lemma[B.6] We just need to replace
Lemma[B3with Lemma[D.J3] when it is used. O

Lemma D.5 (Optimism). Let A = 1 in (@) and M = log(HK/d)/log(1/(1 —c)) where c = 126

and 6 € (0,1). Conditioned on the event E(K, H, M, ), for all (h,k) € [H] x [K] and (z,a) €
S x A, with probability at least 1 — §, we have

I¥(z,a) <O0. (46)

Proof of Lemma[D.3] We have Qf (z,a) = H — h+ 1, when max,, ¢ Qi’m(x, a)>H-h+1,
and we trivially have I} (z,a) < 0.

Now, we consider the case, when () h(a: a) = maX,e[M] Qk " Using the exact same proof steps

as done in Lemma[B.7] we can first show that for any (k, h) € [K ] x [H] and any m € [M]

1
2\/2e7r7

P (Q’Z’m(% a) > rp(z,a) + IP’hV;fH(:E,a)) > 47

where Qi’m = ¢(x,a)Tw Z Jiom

Note that

e

P (IF(z,a) <0, V(z, )GSX.A)
P (Qﬁ > rp(z,a) + PthH(a: a), Y(z,a) €S x .A) (48)
1-P (3(96, a) €S x A: Qf(z,a) < rp(z,a) + PV (2,q))
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Now,

P(3(z,a) € S x A: Qj(z,a) < r(z,a) + PpVir, (2,q))

< (z,a) € S x A: max Qy™(z,a) < rp(z,a) +IF’hV,f+1(x,a))

me[M]

(EI z,a) €S X A:Vm € [M], QZ’m(a:,a) <rp(z,a) —|—Pthk+1(x,a))

Ym € | IHzm,am) €S X A: QZ’m(:vm, am) < 1Tp(Tm, am) + IP’hV;fH(:L'm, am))

Il IA
=

P (El(:z:,a) cSxA: Qﬁ’m(:c, a) <rp(z,a) + ]P’thk_,_l(x, a))

m=1

Il
=

(1 —P (Q’Z’m(m,a) > ry(z,a) + PRV, (2,a), Y(z,0) €S X A))

1

1 M
1—
2\/267‘()

3

<
6
- HK’

where the last inequality follows from @7).
Thus, from @8], we have
0

k < >1 - —
P (li(z,a) <0, V(z,a) € Sx A) > 1 K

Denoting ¢ = 2\/% and solving for M, we have M = log(HK/d)/log(1/(1 — c)).

Applying union bound over h and k, V(z,a) € S x A and V(h, k) € [H] x [K],with probability
1 — 4, we have, l,’i(x, a) < 0. This completes the proof. O

D.3 REGRET ANALYSIS OF MS-LMC-LSVI

Theorem D.6. Let A = 1 in (@), ﬁik = O(Hv/d). Forany k € [K), let the learning rate ), =
1/(4Amax(AF)), the update number Jy, = 2k, log(4H K d) where ki, = Amax(AF)/Amin (AY) is the
.. k _ — 1
condition number of A}. Forany é € (0,1), let M = log(HK/§)/log(1/(1—c)) where c = TR
Under Definition the regret of MS-LMC-LSVI satisfies
Regret(K) = O(d**H**V/'T),

with probability at least 1 — 0.

Proof of Theorem|D.6] The proof is essentially same as that of Theorem[B8] The only difference is
in computing the probabilites while applying union bound. Nevertheless, we highlight the key steps.

We use the same regret decomposition from (12). We bound the term (i), (ii) and (iii) in (I2)) exactly
in the same way as in the proof of Theorem and thus with probability 1 — 26/3, we have

H
Z Df+> > M} < 2y/2H2Tlog(3/0), (49)
k=1 h=1 k=1h=1
Now we bound term (iv) in (I2). Suppose the event £(K, H, M, ") defined in Lemm holds.
B.8]

Using Lemma[D.4]and Lemma with union bound, similar to the proof of Theorem|B.8| we can
show that with probability 1 — (d'* + d'), we have

Z o [z, an) | 21 = 28] — 15 (28 af)) < O(2HP?VT). (50)
k=1h=1
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By Lemma|D.3] the event £(K, H, M, ¢') occurs with probability 1 — ¢’. By union bound the event
E(K, H,M,?§) occurs and (50) holds with probability at least 1 — (62 + §’ + §'). As § € (0,1),
setting &' = §/9, wehave 1 — (62 +0' +6') >1—-3§ =1-4/3.

Applying another union bound over the last inequality and the martingale inequalities from {9), we

have, the regret is bounded by O(d®/2H3/2/T) with probability at least 1 — & and this completes
the proof. O

E AUXILIARY LEMMAS

E.1 GAUSSIAN CONCENTRATION

In this section, we present some auxiliary technical lemmas that are of general interest instead of
closely related to our problem setting.

Lemma E.1. Given a multivariate normal distribution X ~ N (0, X gxq), we have,

P <||X||2 < ;Tr(2)> >1-6.

Proof of Lemma|E.I} From the properties of multivariate Gaussian distribution, X = »1/2¢ for
€ ~ N(0,I4xq). As X1/? is symmetric, it can be decomposed as ©/2 = QAQ", where Q is
orthogonal and A is diagonal. Hence,

P (X1, < ) =P (IX]} < €2) =P ([QAQ"¢[; < c2) = P(||aQ e[, < ¢2)

since orthogonal transformation preserves the norm. Another property of standard Gaussian distri-

bution is that it is spherically symmetric. That is, Q¢ £ ¢ for any orthogonal matrix (. So,
2
P (|aQ7el; < ) =P (Iagl3 < ),

as Q7 is also orthogonal. Observe that [|[AE||2 = Y27, A2¢2 is the sum of the independent x2-
distributed variables with E <||A§H;) =% A2 = Tr(A?) = Z?zl Var(X;). From Markov’s

i=1""

inequality,

1
2 2 2

< >1— —. .
P (IIAgl; < ¢?) = 1- = -E(JIA¢]3)
So,

1 d 1
2
6= =5 B (lIAg)}) & ¢ = ;Var(Xl): S Tr(D),

which completes the proof. O

Lemma E.2 (Abramowitz and Stegun| (1964)). Suppose Z is a Gaussian random variable Z ~
N (i, %), where o > 0. For 0 < z < 1, we have

1 22 1 -z
P(Z >pu+ zo) > ez, P(Z < pu—zo)> e 2
(Z>p ) e (Z <p ) T
And for z > 1, we have
6—22/2 e—z2/2
<P(|Z — pu| > < .
S = (1Z = pl > z0) < =

E.2 INEQUALITIES FOR SUMMATIONS

Lemma E.3 (Lemma D.1 inJin et al.[(2020)). Let A, = A\ + Z:f:l bi¢; , where ¢; € R% and
A > 0. Then it holds that

t
ol (An) i < d.

i=1
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Lemma E.4 (Lemma 11 in |Abbasi-Yadkori et al.| (2011)). Using the same notation as defined in
this paper

K
ko ky||2 A+ K
;|’¢(sh’ah)|’(Aﬁ)*l S 2d10g( h\ )

Lemma E.5 (Lemma D.5 in [Ishfaq et al. (2021)). Let A € R¥*? be a positive definite matrix where
its largest eigenvalue \pax(A) < A\ Let x1, ..., x be k vectors in R, Then it holds that

k k 1/2
(EDE? Mk@nxini) .
i=1 i=1

E.3 LINEAR ALGEBRA LEMMAS

Lemma E.6. Consider two symmetric positive semidefinite square matrices A and B. If A > B,
then || All2 > || B[ 2.

Proof of LemmalE.6] Note that A — B is also positive semidefinite. Now,

|Bll2= sup "Bz < sup (z'Bx+a' (A—B)z) = sup z' Az = [|[A]o. (5D
lzll=1 lz=1 lzl=1

This completes the proof. O

Lemma E.7 ((Horn and Johnson, 2012)). If A and B are positive semi-definite square matrices of
the same size, then

0 < [Tr(AB)]? < Tr(A?) Tr(B?) < [Tr(A))*[Tr(B)]%.

E.4 COVERING NUMBERS AND SELF-NORMALIZED PROCESSES

Lemma E.8 (Lemma D.4 inJin et al|(2020)). Ler {s; 72 be a stochastic process on state space
S with corresponding filtration {F;}3°,. Let {¢;}°, be an R%-valued stochastic process where
¢; € Fi—1, and ||| < 1. Let A, = M\ + Zle ¢i¢. . Then for any § > 0, with probability at
least 1 — 6, forall k > 0, and any V' € V with sup,cs |V (s)| < H, we have

Hg@{v(sz) - E[V(Sz) |]:1_1}}Hikl < AH? [g 10g($) log j\%} N 8k)2\€2’

where N is the e-covering number of V with respect to the distance dist(V,V') = sup .5 |V (s) —
Vi(s)|

Lemma E.9 (Covering number of Euclidean ball, Vershynin| (2018)) ). For any e > 0, the e-covering
number, N, of the Euclidean ball of radius B > 0 in R? satisfies

e (10 22)" (2

Lemma E.10. LetV denote a class of functions mapping from S to R with the following parametric
form

V() = min {mao(.0) T, .

ac
where the parameter w satisifies ||w|| < B and for all (z,a) € S X A, we have ||p(x,a)|| < 1. Let
Ny . be the e-covering number of V with respect to the distance dist(V, V') = sup,, |V (z) =V’ (x)|.

Then
log Ny . < dlog(1+2B/e) < dlog (3B/¢).
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Proof of Lemma[EI0} Consider any two functions V4, Vo € V with parameters wy and wy respec-
tively. Since both min{-, H} and max,, are contraction maps, we have

dist(V1, Vo) < sup |gz5(x7a)Tw1 — ¢(x, a)ng‘

z,a

< sup [¢Twi— ¢ wy
¢:llolI<1

= sup o7 (w1 — w)| (52)
#:lloll<1

< sup  |ll2flwr — wall2
¢:[|olI<1

< lwy — well,

Let N,, . denote the e-covering number of {w € R? | ||w|| < B}. Then, Lemmaimplies
2B\ 4 B\d
w2 (1422)" < (2
5 5

Let Cy - be an e-cover of {w € R? | |[w|| < B}. For any V; € V, there exists wa € C,, ¢ such that
V4 parameterized by w, satisfies dist(V1, Va) < e. Thus, we have,

log Ny . <log N, . < dlog(l1+2B/e) < dlog(3B/e),
which concludes the proof. O

Lemma E.11. LetV denote a class of functions mapping from S to R with the following parametric
form

V. — ] . T mH
() glea}mm{mrré?ﬁ]aﬁ(,a) w™, }

where the parameter w™ satisifies ||w™| < B for all m € [M], and for all (x,a) € S x A,
we have ||¢(x,a)|| < 1. Let Ny . be the e-covering number of V with respect to the distance
dist(V, V") = sup, |V (z) — V'(x)|. Then

log Ny . < dMlog (14 2B/e) < dMlog (3B/¢).

Proof of Lemma[E.11} The proof is analogous to that of Lemma[E.T0] We provide the detailed proof
for completenes.

Consider any two functions Vy, Vo € V with
Vi = maxmin {mrrel?ﬁ] ORRTS H}
and
Vo = i wa) wi' H b
2 = naxmin {n?el?i/(l] o(- a) wy }

Since both min{-, H} and max,, are contraction maps, we have

dist(V1,V2) < sup| max ¢(z,a) wi” — max ¢(z,a) wy'|
via | meM] R
< sup | max ¢ w]" — max ¢'wy
¢:lloll<1 ‘ me[M] ! me[M] 2 ’

(53)

< sup - max |g]zflwi” —wy' |2
¢:llpll<1 mEM]

< ma 7 —w?
nirel[]\)f[] [|w] wy'[|2,
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Random MDPs: best run
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Figure 4: Comparison of LMC-LSVI, OPPO (Cai et al.| |2020), LSVI-UCB (Jin et al., [2020) and
LSVI-PHE (Ishfaq et al.| [2021) in randomly generated non-stationary linearly parameterized MDPs
with 10 states, 4 actions, horizon length H = 100 and a sparse transition matrix.

For any m € [M], let C™ be an e-cover of {w™ € R? | ||w™|| < B} with respect to the 2-norm.
By Lemma[E9] we know,

o< (1 22)" (2"

It holds that Ny . < Hn]\le |C™|. Thus, we have,

M
log Ny - <log [] IC™| < dMlog(1 + 2B/e) < dMlog(3B/),

m=1

which concludes the proof. O

F EXPERIMENT DETAILS

In this section, first, we provide experiments for LMC-LSVI in randomly generated linear MDPs and
the riverswim environment (Strehl and Littmanl 2008}; |(Osband et al., [2013) and compare it against
provably efficient algorithms designed for linear MDPs. Then, we provide more implementation
details about experiments in /N-Chain and Atari games. In total, all experiments (including hyper-
parameter tuning) took about 2 GPU (V100) years and 20 CPU years.

F.1 EXPERIMENTS FOR LMC-LSVI
F.1.1 RANDOMLY GENERATED LINEAR MDPs

In this section, we use randomly generated non-stationary and linearly parameterized MDPs with
10 states, 4 actions, horizon length of H = 100 and a spares transition matrix. As a training setup,
we use 4 randomly generated linear MDPs. For each MDP, we use 5 seeds for a total of 20 runs
per hyperparameter combination. In Figure[d] we compare our proposed LMC-LSVI against OPPO
(Cai et al.} 2020), LSVI-UCB (Jin et al.,[2020) and LSVI-PHE (Ishfaq et al., 2021).
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F.1.2 THE RIVERSWIM ENVIRONMENT

In the Riverswim environment, there are /N states which are lined up in a chain. Figure [5 depicts
the case when N = 6. The agent begins in the leftmost state s; and in each state can take one of
the two actions — “left” or “right”. Swimming to the left, with the current, deterministically moves
the agent to the left while swimming to the right against the current often fails. The optimal policy
is to swim to the right and reach to the rightmost state sy . Thus, deep exploration is required to
obtain the optimal policy in this environment. We experiment with the variant of RiverSwim where
N =12 and H = 40. We use LSVI-UCB (Jin et al.| |2020), LSVI-PHE (Ishfaq et al.,|2021)), OPPO
(Cai et al.,2020) and OPT-RLSVI (Zanette et al.,[2020a) as baselines. As shown in Figure[@ LMC-
LSVI achieves similar performace to LSVI-UCB and outperforms other baselines. Figure [6b|shows
the performance of LMC-LSVI as we vary the update number J;. As we see, even with a relatively
small value of J,, LMC-LSVI manages to learn a near-optimal policy quickly.

0.4 0.6 0.6 0.6 0.6
0.6 0.35 0.35 0.35 0.35
R O OO IO, OO
e e e e 1

Figure 5: The 6 state RiverSwim environment from (Osband et al. (2013). Here, state s; has a
small reward while state sg has a large reward. The dotted arrows represent the action “left” and
deterministically move the agent to the left. The continuous arrows denote the action “right” and
move the agent to the right with a relatively high probability. This action represents swimming
against the current, hence the name RiverSwim.

F.2 N-CHAIN

There are two kinds of input features ¢1hot(s:) = (1{z = s;}) and dperm(st) = (1{z < s;}) in
{0,1}"V. |Osband et al. (2016b) found that ¢yerm (s¢) has lightly better generalization. So following
Osband et al.[(2016b), we use ¢perm(S¢) as the input features.

For both DQN and Adam LMCDQN, the Q function is parameterized with a multi-layer perceptron
(MLP). The size of the hidden layers in the MLP is [32,32], and ReLU is used as the activation
function. Both algorithms are trained for 10° steps with an experience replay buffer of size 10%.
We measure the performance of each algorithm by the mean return of the last 10 test episodes. The
mini-batch size is 32, and we update the target network for every 100 steps. The discount factor
~v = 0.99.

DQN is optimized by Adam, and we do a hyper-parameter sweep for the learning rate with grid
search. Adam LMCDQN is optimized by Adam SGLD with a; = 0.9, a; = 0.99, and \; =
10~8. For Adam LMCDQN, besides the learning rate, we also sweep the bias factor a, the inverse
temperature 3, and the update number .J;,. We list the details of all swept hyper-parameters in Table

Table 2: The swept hyper-parameter in N-Chain.

HYPER-PARAMETER VALUES

LEARNING RATE 7y, {1071,3x1072,1072,3 x 1073,1073,3 x 1074, 1074}
BIAS FACTOR a {1.0, 0.1, 0.01}

INVERSE TEMPERATURE f3;, {106, 1014, 10'2, 1019, 10%}

UPDATE NUMBER J, {1,4,16,32}

43



Published as a conference paper at ICLR 2024

Riverswim12: best run Riverswim12 - LMC-LSVI:
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(a) Episode returns for best runs (b) Episode returns for different Jj,

Figure 6: Experiment in the Riverswim environment [Strehl & Littman, 2008] with chain length 12.
(a) Mean episode returns for best runs, after hyperparameter optimization. (b) Mean episode returns
for different values of J, in LMC-LSVI.

Figure 7: N-Chain environment Osband et al.| (2016b).

F.3 ATARI
F.3.1 EXPERIMENT SETUP

We implement DQN, Bootstrapped DQN, Noisy-Net and Adam LMCDQN with tianshou framework
(Weng et al.,|2022). For the other five baseline algorithms, we take the results from DQN Zoo (Quan
and Ostrovskil, ZOZOEI Both DQN and Adam LMCDQN use the same network structure, following
the same observation process as in Mnih et al.| (2015)). To be specific, the observation is 4 stacked
frames and is reshaped to (4,84, 84). The raw reward is clipped to {—1,0, +1} for training, but the
test performance is based on the raw reward signals.

Unless mentioned explicitly, we use most of the default hyper-parameters from tianshou’s DQN El
For each task, there is just one training environment to reduce the exploration effect of training in
multiple environments. There are 5 test environments for a robust evaluation. The mini-batch size
is 32. The buffer size is 1M. The discount factor is 0.99.

For DQN, we use the e-greedy exploration strategy, where € decays linearly from 1.0 to 0.01 for the
first 1M training steps and then is fixed as 0.05. During the test, we set e = 0. The DQN agent is
optimized by Adam with a fixed learning rate 104,

For our algorithm Adam LMCDQN, since a large Jj, significantly increases training time, so we set
Ji; = 1 so that all experiments can be finished in a reasonable time. The Adam LMCDQN agent is
optimized by Adam SGLD with learning rate n;, = 1074, a1 = 0.9, ap = 0.99, and A\; = 1073,
We do a hyper-parameter sweep for the bias factor a and the inverse temperature [y, as listed in
Table3]

*https://github.com/deepmind/dgn_zoo/blob/master/results.tar.qgz
4https://github.com/thu—ml/tianshou/blob/master/examples/atari/atari_
dan.py
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Table 3: The swept hyper-parameter in Atari games.

HYPER-PARAMETER VALUES
BIAS FACTOR a {1.0,0.1,0.01}
INVERSE TEMPERATURE 3, {106,104, 1012}

F.3.2 ADDITIONAL RESULTS

Our implementation of Adam LMCDQN applies double Q networks by default. In Figure [§] we
compare the performance of Adam LMCDQN with and without applying double Q functions. The
performance of Adam LMCDQN is only slightly worse without using double Q functions, prov-
ing the effectiveness of our approach. Similarly, there is no significant performance difference for
Langevin DQN (Dwaracherla and Van Roy| 2020) with and without double Q functions, as shown
in Figure 9]
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Figure 8: The return curves of Adam LMCDQN in Atari over 50 million training frames, with and
without double Q functions. Solid lines correspond to the median performance over 5 random seeds,
while shaded areas correspond to 90% confidence interval. The performance of Adam LMCDQN is

only slightly worse without using double Q functions, proving the effectiveness of our approach.
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Figure 9: The return curves of Langevin DQN in Atari over 50 million training frames, with and
without double Q functions. Solid lines correspond to the median performance over 5 random seeds,
while shaded areas correspond to 90% confidence interval. There is no significant performance
improvement by applying double Q functions in Langevin DQN.

Moreover, we also compare Langevin DQN with our algorithm Adam LMCDQN in Figure[I0} Both
algorithms incorporate the double Q trick by default. Overall, Adam LMCDQN usually outperforms
Langevin DQN in sparse-reward hard-exploration games, such as Gravitar, Solaris, and Venture,
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while in dense-reward hard-exploration games, such as Alien, H.E.R.O and Qbert, Adam LMCDQN
and Langevin DQN achieve similar performance.
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Figure 10: The return curves of Adam LMCDQN and Langevin DQN in Atari over 50 million
training frames. Solid lines correspond to the median performance over 5 random seeds, while
shaded areas correspond to 90% confidence interval.
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