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Abstract

We propose a method for discovering and visualizing the differences be-
tween two learned representations, enabling more direct and interpretable
model comparisons. We validate our method, which we call Representa-
tional Differences Explanations (RDX), by using it to compare models with
known conceptual differences and demonstrate that it recovers meaningful
distinctions where existing explainable AI (XAI) techniques fail. Applied to
state-of-the-art models on challenging subsets of the ImageNet and iNat-
uralist datasets, RDX reveals both insightful representational differences
and subtle patterns in the data. Although comparison is a cornerstone
of scientific analysis, current tools in machine learning, namely post hoc
XATI methods, struggle to support model comparison effectively. Our work
addresses this gap by introducing an effective and explainable tool for
contrasting model representations. Project Page: RDX

1 Introduction

In recent years, deep learning researchers and engineers have explored the costs and benefits
of using larger datasets and more complex architectures. These changes can often lead to
distinct models with different representations of the same data. An intuitive approach to
understanding the effects of different architectures and training choices is to analyze the
representational differences between models. Dictionary learning (DL)-based explainable
AT (XAT) methods, like sparse autoencoders (SAEs) and non-negative matrix factorization
(NMF), are powerful tools for analyzing model representations that surface model concepts, i.e.,
semantically meaningful sub-components of the input data [9] 15} 26] [54]. These approaches
are formulated as a dictionary learning problem [I3] such that model representations are
decomposed into a linear combination of learned concept vectors. Concept vectors are then
converted into human-friendly explanations by selecting a subset of input items (e.g., a set of
images) that maximally align with the vector. These explanations have been shown to help
users better understand models [8 [15], [26] 54]. However, when adapting existing DL-based
XATI methods for comparing models with known differences, we find that they often generate
explanations that are unrelated to the known difference between models.

We identify three issues with existing DL-based XAI methods that limit their power of
analysis, especially when comparing representations. First, when representational differences
are relatively small, concepts from different models tend to overlap and it is thus difficult to
spot differences. Second, we observe that existing methods explain concepts by sampling and
visualizing items with the largest activations [9} [I5] [I7] 26] [62], which tend to be the ones
that are easiest to interpret, and miss more nuanced differences, thus offering incomplete
explanations. Finally, to understand subtle differences between models, users need to consider
the weighted sum of several concepts via their incomplete explanations which can be difficult
due to the imprecise nature of the task.
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Figure 1: Intuition behind our method. Representational Difference Explanations (RDX)
aim to highlight the substantive differences between two representations (e.g., A and B,
which are the embedding matrices produced by two different models for the same set of data).
Here A supports discrimination between circles and squares, whereas B does not. Clustering
the two representations independently would not reveal the square/circle sub-structure
unique to A. By “subtracting” B from A, RDX reveals which items are considered similar in
A, but not in B. RDX isolates differences, and ignores data that may be equally well grouped
in both representations, such as the triangles and diamonds.

We propose a new XAI method, named Representational Difference Explanations (RDX) for
explaining model differences. Rather than focusing on one representation at a time, RDX
compares two representations against each other to isolate the differences between them
(Fig. . Additionally, unlike DL-methods which generate incomplete explanations for concept
vectors, we take the perspective that a concept and its explanation are one and the same
thing. To achieve this, we enforce that each concept is defined by a small set of semantically
related samples from a dataset.

We make the following key contributions: (1) A new method, RDX, that identifies explainable
differences between model representations. (2) A new metric to measure the effectiveness
of such representational difference explanations. (3) Experiments comparing RDX against
baseline methods for explaining model differences, demonstrating its superiority.

2 Related Work

Explainability. Explainable AI methods for computer vision attempt to generate expla-
nations to help users understand model behavior. There are two broad classes of methods:
local methods |4, 37, 65, [BI] attribute regions of an image to a model’s decision and often
take the form of heatmaps, while global methods [18| [26], [72] generate a global explanation
(e.g., a grid of images or image regions) that represent a visual concept that is learned
by a model. Visual concepts are often represented by a set of images that are considered
similar due to a shared visual feature. For example, the visual concept of ‘red circle’ maybe
represented by a set of images that all contain red circles. Visual concepts can either be
defined by a user-selected set of similar input images [26] or be discovered directly from the
model by grouping images the model considers similar [I3]. These visual concepts are used
to help users achieve a more general understanding of model behavior [8] [I5] 26}, 28] [54].
For example, they can reveal that a model has learned to use water as a cue for detecting
a certain species of waterbird. Local and global methods can also be combined to provide
detailed explanations that describe both the concepts and the image regions used by a model
when making a decision [T}, 15} 29] 58|, [62].

Representational Similarity. Representational similarity methods [21], [22] [30 [35], [50]
aim to quantify the similarity between network representations. These methods operate
by passing the same set of items through two models to generate two embedding matrices.
These embedding matrices are then compared, resulting in a single value that quantifies their
degree of similarity. While these approaches can provide useful, coarse-grained insights [34]
40), [42), 146, [511 [69] [73], they do not help with understanding fine-grained model differences.
Recently, several methods have been proposed which compare networks through interpretable



concepts [28, B8, [62, [65]. RSVC [28], vision SAEs [58], and NLMCD [65] extract concepts
independently for each model and match them in a subsequent step, resulting in partially
overlapping concepts that can make interpretation challenging. USAEs [62] employ “universal”
sparse autoencoders that must be trained for each new model and dataset to learn a common
representational space across several models. This training step makes generalization to
different models or datasets challenging. Additionally, none of these methods are designed
to specifically seek out differences, although differences may be detected as a byproduct
of their approaches. In contrast, our approach uses information from both representations
simultaneously to discover differences between them. It requires no training, making it easy
to apply to new models and bespoke datasets.

Comparing Graphs. Our approach is related to graph comparison methods. Many
methods have been developed for comparing graphs, including methods for matching the
largest common subgraphs [5], detecting anomalies [45], grouping network types [2], and
measuring the similarity between graphs via kernels [66]. The majority of existing methods
are concerned with developing specialized strategies for comparing very large web-scale graphs
with mismatched nodes. In addition, these approaches aim to quantify network similarity with
a score rather than to visualize and understand qualitative differences. In contrast, our goal
is to provide fine-grained, qualitative understanding of the differences between two “graphs”
that have the same nodes, but different edge weights. While some approaches [3] 48] have
been developed to visualize differences between graphs, these methods focus on highlighting
the addition and removal of nodes. Most relevant to our work is DiSC [57], a modification
of the spectral clustering algorithm. DiSC addresses a setting in which there are two
experimental conditions, where the same types of measurements are taken in both conditions.
Given this shared feature space, it seeks out features that cluster together in one condition,
but not in the other. This paradigm is relevant for biological experiments, in which genes
may co-activate in certain experimental conditions. Our approach differs from DiSC in two
key ways: (1) Different neural networks do not have a shared feature space, therefore we
focus on discovering differential clusters of inputs, not features. (2) We construct an affinity
matrix emphasizing the difference between representations. This makes our approach more
flexible than DiSC, since it can be used with any clustering algorithm.

3 Method

We propose a method, RDX, to explain the differences between two models via concepts by
identifying inputs that only one of the two models considers to be semantically related. To do
80, we construct an affinity matrix that assigns high affinity to pairs of inputs that are similar
according to representation A, but dissimilar according to representation B. We cluster this
affinity matrix to reveal distinctive similarity structures in A. At a high-level, RDX performs
the following steps: (1) compute the pairwise distances between inputs in A and B to build
distance matrices, D4 and Dp, (2) compute the normalized difference between the matrices
to form difference matrices G4 g and Gp, 4, and (3) use the difference matrices to sample
difference explanations, i.e., explanations that reveal where the two representations disagree.
Intuitively, negative edges in G 4 g indicate that the corresponding pair of inputs were closer
together in A than they were in B.

As input, we have n data items from which we compute two embedding matrices obtained
from two different models, A € R"*%4 and B € R"*%2_ where d4 and dp are the embedding
dimensions for models A and B respectively. A and B contain embeddings over the same set
of inputs, where each row corresponds to the same input item, i.e., each row is an embedding
vector. We refer to the i*" embedding vector in A as a;. We consider several options for
each step of RDX and provide details for the best choices in the following sections. Additional
model variants are described in Appendix [B]

3.1 Computing Normalized Distances

To contrast representations using their distance matrices, the distances must be comparable.

Neighborhood Distances. We compute the pairwise Euclidean distance matrices, D4 €
R"™™ and Dp € R™*", for each embedding matrix separately. For each entry a; in a given
embedding matrix, we rank all other entries by their distance to a;. This rank is used as the



scale-invariant nearest neighbor distance between a; and a;. Thus, distances are integers
between 1 and n. We refer to the outputs as the normalized distance matrices D4 and Dpg.

3.2 Constructing Difference Matrices

Given Dy and Dg, we develop a method for comparing the normalized distances that
emphasizes instances where either model considers two inputs similar. The method is
asymmetric. Here we present it in one direction.

Locally Biased Difference Function.

Consider two pairs of embeddings with indices ¢, j and 4, k. Suppose DY} = 500 and D} = 600
in the first pair, and D% =1 and D% = 101 in the second. Comparing the distances across
the representations (500 — 600, 1 — 101) results in the same amount of change (—100, —100),
but a change from a distance of 1 to a distance of 101 suggests a more important conceptual
difference. To address this issue, we propose a locally-biased difference function (Fig. [A12):

GY = tanh(y - (DY — D)/ (min(DY, D). M

By dividing by the minimum distance across both representations, this function prioritizes
differences in embedding distances in which either representation considers the embeddings
to be similar. This ensures that large differences in distant embeddings are ignored, but
large differences in nearby embeddings are emphasized. To avoid exponential growth in our
difference function when distances are small, we apply a tanh function to normalize the
outputs, with v controlling how quickly the function saturates. Given an item indexed by i,
this function will output negative values when the distance between i and j is smaller in A
than in B. Thus, negative matrix entries denote items that are closer in A than in B.

3.3 Sampling Difference Explanation Grids

The next step is to communicate representational differences to the user. Sets of images,
presented as an image grid of 9-25 images, have been used to communicate concepts for
visual data [I5] [26]. We aim to sample m sets of images (i.e., image grids) from a difference
matrix. Each set of images should contain images that are considered similar by only A, i.e.,
indices that have pairwise negative matrix entries in Gi{’ - We refer to this set of images

as a difference explanation (E) that defines a concept unique to one model and we refer to
the collection of difference explanations as £4. If we consider the difference matrix as the
adjacency matrix of a graph, we are essentially looking for a subgraph of size |E| with large
negative values on all edges. There are many options for sampling subgraphs, we consider a
direct sampling (see Appendix and a spectral clustering based approach.

Spectral Clustering. We convert G4 p into an affinity matrix: Fa p = exp(—5- G4 B).
To ensure the affinity matrix is symmetric, we average it with its transpose. From this
affinity matrix, we seek to sample a set of m difference explanation grids £4. Given an
affinity matrix, spectral clustering solves a relaxed version of the normalized cut problem [67].
Normalized cuts (N-Cut) seek out a partition of a graph that minimizes the sum of the
cut edges, while balancing the size of the partition [56]. Since, edges in F4 p are large
when inputs are closer in A than they are in B, spectral clustering is biased to finding
partitions in which inputs are close together in A, but far apart in B. In practice, when
both representations have a similar structure, edges in that structure will have an affinity
close to 1, since the difference is near 0. To discard these regions, we generate m + 1 clusters
and discard the cluster with lowest mean affinity as it contains regions we are uninterested
in. Spectral clusters can contain too many inputs to be visualized all at once. To convert
each cluster into an explanation grid (E), we define the k-neighborhood affinity (KNA). For
each image in the spectral cluster, the KNA is the sum of the edges between that image and
its k-nearest neighbors (from within the cluster). Recall that larger affinity edges indicate
more disagreement about the similarity between two images, thus we select the image and
neighbors corresponding to the max KNA (see pseudo-code in Appendix .



3.4 Representational Alignment

When models have significant representational differences, it is possible that these differences
could be mitigated by aligning the representations. For example, both models may be the
same up to some (e.g., linear) transformation. In these settings, it can be useful to first
maximize the alignment between models before exploring the representational differences,
since this can reveal fundamental differences between the models. To align the representation
A € R"*44 to0 B € R"%?5  we learn a transformation matrix M4z € R%4 %4 that minimizes
the centered kernel alignment (CKA) loss [53] between the transformed A and B:

M}y = arg nll\jln 1—-CKA(AM, B), (2)

where CKA(:,-) represents the linear CKA similarity. We denote A aligned to B as A’.
See Appendix [C.2] for training details.

3.5 Evaluating Explanations

All explanation methods in this work pro- Algorithm 1: Evaluation of Explana-
duce a set of explanation grids for both rep- tions on Representation A.
. . A .
resentatlons., ie., 'recall that £ is the set 1: Input: Grids £4 — (Ev,... B},
of explanation grids for A. The goal of a d dis D. D
difference explanation grid is to identify sets and distances D4, Dp

of items that are closer together in one rep- 2 Bor = 0 .

resentation than they aregin the other. V\Ee 3: for each grid E € 5A do .
develop a metric, the binary success rate & for ‘eac}lipalr 7(2;/] )€ E,i#jdo
(BSR), to evaluate whether a method has 5 if D} < D} then
succeeded at this task. D] represents the G: B?R =1

distance between two items in representation 7 (ie?d if

A and Dg represents the same for represen- g: en(frf}or or

tation B. We measure how frequently the

distance for a pair of items from an explanation grid is smaller in A than in B. In the
pseudo-code above, we provide the algorithm for computing BSR(£4). In addition to the BSR
metric, we compute three metrics from SemanticLens [I2]: Redundancy (modified), Clarity,
and Polysemanticity. We present details for computing these metrics in Appendix [B:2}

4 Results

We conduct three experiments to evaluate the effectiveness of RDX. In Sec. we compare
two simple representations with subtle differences to show that existing XAI methods fail to
explain these differences. In Sec. we show that these trends continue to hold in more
realistic settings. Through modifications of various models, we manipulate representations
to have “known” differences. We then stage comparisons and assess whether existing XAI
methods are able to recover these differences. In Sec. [£:4] we use RDX to compare models with
unknown differences and find that it can reveal novel insights about models and datasets.

4.1 Implementation Details

We use several models in our evaluation. Unless specified otherwise, for our modified MNIST
experiments, we use a 2-layer convolutional network with an output dimension of 64. We
also train a post-hoc concept bottleneck model (PCBM) [70] with a ResNet-18 [20] backbone
on the CUB dataset [68] using a standard training procedure [70]. Finally, we conduct
experiments using several models that are available from the timm library [64]: DINO [6]
vs. DINOv2 [43] and CLIP [49] vs. CLIP-iNat (i.e., a CLIP model fine-tuned on data from
the iNaturalist platform [24]). In these experiments, models are compared on subsets of
images from 2-4 commonly confused classes in ImageNet [10] or iNaturalist [24]. More
training details are provided in Appendix [C.I] We compare our approach to several DL for
XAI baselines: top-k sparse auto-encoders (TKSAE) [17], B8], sparse auto-encoders (SAE) [41],
non-negative matrix factorization (NMF) [33], principal component analysis (PCA) [16], and
KMeans [36]. We use convex non-negative matrix factorization (CNMF) [I1] if the activations of
the last layer contains negative values. We also compare to a method explicitly designed for
model comparison, non-linear multi-dimensional concept discovery (NLMCD) [65]. We provide
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Figure 2: Comparing RDX to NMF. We train a small CNN on a modified MNIST dataset
that only contains images of the digits 3, 5, and 8. We compare a strong model checkpoint
representation (Mg, 95% accuracy) with a final ‘expert’ model representation (Mg, 98%
accuracy). The left and middle columns show PCA projections of the Mg and Mg repre-
sentations, respectively. The transparent colors indicate classes in the dataset: 3 (light-blue),
5 (light-orange), and 8 (light-green). The right most columns visualize the images selected
by the explanation methods. We extract three concepts for each method. (A) We generate
explanations using NMF [I5] with maximum sampling [13], (15} 28] for Mg and Mpg. Bold
colored points on the PCA plots indicate the location of the sampled images seen in the
right-most column. We find that NMF is unable to reveal any representational difference
between Mg and Mg because it produces indistinguishable explanations for both models.
(B) In contrast, RDX discovers concepts unique to Mg by identifying images that are more
similar in Mg than in Mg. The sampled points are overlaid on both models’ representations
and show tight clusters in Mg that contrast with diffuse points in Mg. The right column
shows the corresponding explanations, highlighting how model representations differ.

details on baseline methods in Appendix[C.3|and details for RDX are provided in Appendix[C.4]
We conduct ablations in Appendix

4.2 Dictionary Learning Fails to Reveal Differences in Similar Representations

Dictionary learning (DL) approaches for XAI are commonly used to discover and explain
vision models [I5], 58] [62] [72]. We hypothesize that explanation grids sampled from DL
concepts are not helpful for describing differences between similar representations, even if the
representations contain behaviorally significant differences. To test this, we train a 2-layer
convolutional network with an output dimension of 8 on a modified MNIST dataset that
contains only images for the digits 3, 5, and 8. We compare a checkpoint from epoch 1 with
strong performance (95% accuracy) to the final, ‘expert’ checkpoint at epoch 5 (98%). We
refer to these checkpoints as Mg (strong model) and Mg (expert model). We conduct this
experiment to assess if an XAI method can discover subtle differences between two models.

A good difference explanation should reveal the concepts that explain why Mg under-
performs Mg by 3%. In Fig. [2 A we show that NMF with maximum sampling generates
effectively the same explanation grid for both representations. This is because NMF has learned
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Figure 3: Binary success rate evaluation of XAI methods. For each XAI method, we
compute the binary success rate (BSR) (Sec. on all difference experiments, where higher
is better. We use neighborhood distances to measure BSR (Sec. [3.1]). Each method (x-axis) is
assigned a different color, we show BSR(£4) (darker box) and BSR(EZ) (lighter box). (A) We
show results on the MNIST and CUB PCBM experiments (Sec. [4.3), in which we modify a
representation and test if RDX can help identify the modification. (B) We show results when
comparing large vision models with unknown differences (Sec. [4.4]). We compare recovering
differences without (left) and with (right) an initial alignment step (Sec. [3.4)). In all cases,
our RDX approach consistently outperforms the dictionary learning baselines. A complete set
of results is available in Table @

KMeans(My) NMF(My) RDX(My, M4))

Figure 4: Recovering vertical flip modifications on MNIST. We visualize explanations
produced by three XAI methods, RDX, KMeans, and NMF, to compare models My and My, .
Both models are trained on a dataset with vertically flipped and normal images. M; is
trained to associate the original label to flipped digits and My is trained to predict a new
set of labels for flipped digits. We expect My to mix flipped and unflipped digits while M|
should separate them. We generate three explanations for each method. (Left, Middle)
KMeans and NMF generate explanations that are difficult to understand. (Right) RDX captures
the expected difference. RDX(Mi, M) reveals that M represents flipped and unflipped 6s,
7s, and 9s closer together than in M. RDX(M;, M) shows that My has clean clusters of
3s, flipped 5s, and flipped 2s without any mixing.

highly similar concepts for both representations, and the representational differences are
captured in smaller and noisier concept coefficients for images that Mg is less certain about.
Maximum sampling selects the images with the largest coefficients, meaning these images are
not sampled when visualizing concepts (Fig. A). In Fig. |A1l} we show that SAE and KMeans
also fail to explain representational differences. An alternative approach to understanding
differences could be to inspect individual images of interest and try to understand them
through their concepts. In Fig.[A2] B, we show the difficulty of reasoning about an image via
a weighted combination of concept explanations. In contrast, RDX concepts are equivalent to
their explanation grid and are sampled from regions of differences. This ensures that RDX
explanations select images considered similar by Mg that Mg does not consider similar.
In Fig. 2] B, we can see that Mg is confused by certain styles of 3s, 5s, and 8s that look
similar when compared to Mg. In Fig. C we visualize the reverse direction for RDX and
find that Mg contains clusters of challenging 3s and 5s, that are confused by Mg. Finally,
in Appendix we discuss if perfectly monosemantic DL concepts would solve these issues.
We argue that monosemanticity is likely infeasible when trying to compare representational
differences and that, even if achieved, it cannot solve the challenge of interpreting weighted
combinations of explanations.
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Figure 5: Recovering the “Spotted Wing” concept in CUB. We train a post-hoc
concept bottleneck model on the CUB dataset. For each image, we use the predicted concept
scores as the image’s embedding vector (i.e., representation). Here we compare a model using
the complete concept representation (C4) with a model representation without the spotted
wing concept (Ca—g). We visualize one of five generated explanations for each model using
RDX and CNMF. We observe that RDX’s explanation focuses on the spotted wing concept.
It shows us that only C4_g mixes images with and without spotted wings. In contrast,
the CNMF explanations for each model are both unrelated to the spotted wing concept and
indistinguishable from each other, since the representations are highly similar and CNMF
discovers nearly the same concepts in both. See Fig. @ for all five explanations.

4.3 RDX Recovers “Known” Differences

Here we evaluate different XAI approaches by comparing MNIST trained models that
have a modified training procedure. We select modifications such that we can have strong
expectations on the differences between the learned representations (see Table for a full
list). For example, we trained two models on a MNIST dataset with vertically flipped digits,
where My was trained with the same labels for both normal and flipped digits and M4 was
given new labels for flipped digits. We expect that only My will mix flipped and unflipped
digits. In Fig. @, we visualize the outputs of three XAI methods for comparing My and My, .
We clearly see that RDX’s explanations focus on the actual expected difference. It shows
that M considers flipped and normal digits as being more similar than My, . In contrast,
KMeans and NMF result in unfocused and seemingly random explanations. In Fig. [3| A (left)
we can see that this trend is consistent as all baseline methods have a lower BSR than RDX.

To explore differences between models trained on more complex images, we use a post-hoc
concept bottleneck model (PCBM) trained on the CUB bird species dataset (Appendix [C.1)).
The CUB PCBM (C4) predicts a score for 112 human-defined concepts, these concepts are
then used to make species classification decisions, where we treat the concept predictions
as a feature vector for an image. In each comparison, we remove a single concept from the
feature vectors and compare the representations. The list of eliminated concepts used in this
experiment can be found in Table In Fig. 3| A (right) we report the BSR score for each
method for this experiment. We find that RDX performs better than the baselines, especially
for difference explanations showing concepts unique to the complete representation Cy4.
In Fig. [f] we visualize the outputs of RDX and CNMF when comparing a model without the
spotted wing concept (C4_g) against C4. As expected, we find that difference explanations
show that C'4_g mixes images with and without spots, whereas, C'4 is much better at
grouping images with spotted wings. In contrast, we show that CNMF can result in both
unrelated and indistinguishable explanations. We show more examples in Appendix [A.2]
Taken together, these results indicate that RDX is capable of revealing how changes in both
training and fine-grained concepts can affect a model’s representation.

4.4 RDX Discovers “Unknown” Differences

In our final experiment, we test the effectiveness of RDX for knowledge discovery by applying
it to two models with unknown differences. We compare DINO with DINOv2 on four
groups of ImageNet classes. We also compare CLIP against an iNaturalist fine-tuned CLIP
(CLIP-iNat) model on three groups of different species. We conduct all of the knowledge
discovery experiments with and without alignment. We align one model at a time, resulting
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Figure 6: Discovering unknown differences. We use RDX to generate difference expla-
nations for representations with unknown differences. We visualize two comparisons with
alignment. In both comparisons, we visualize the shared structure (gray), spectral cluster
membership (light colors), and selected samples for explanations (dark colors) on PCA pro-
jections of the representations. We can see that the selected indices are grouped compactly
in the left PCA plot, but are spread apart in the right one. (RDX(Mp2, M},)) on Primates.
We discover unique concepts in DINOv2 for commonly confused primates in ImageNet. In
the PCA plot, we see that the green (Expl. 2) and purple (Expl. 4) explanations are cleanly
separated in Mps, but mixed in M},. The explanations show that only DINOv2 has unique
concepts for tan-colored gibbons and for gibbons with white chin fur. (RDX(Mcn, M(,)) on
Maples. We compare the representations of CLIP-iNat and CLIP on four types of maple
trees from iNaturalist. We see that CLIP-iNat contains a unique concept for fall-colored
Red Maple leaves (Expl. 4) and a second concept that mixes fall-colored and green Silver
Maple leaves (Expl. 5). Further analysis is provided in Sec.

in twice the number of comparisons for baseline methods. We can see in Fig. [3| B that RDX
outperforms all baseline methods in discovering representational differences. Additionally,
we see that alignment makes it more challenging to discover differences for the baseline
methods, but RDX maintains good performance in both settings. In Fig. [6] (RDX(Mpo2, M},)),
we visualize difference explanations by comparing DINOv2 to DINO using images from
three primate classes from ImageNet. We find that DINOv2 does a better job at organizing
two types of gibbons with different visual characteristics, suggesting that it would be more
capable than DINO at fine-grained classification. In Fig. [6] (RDX(Mcy, M(.)), we visualize
fine-grained difference explanations on species of maple trees. We find that only CLIP-iNat
contains well-separated concepts for two different species of maple, despite both clusters
sharing a secondary characteristic of leaves with fall-colors. While CLIP does not mix the
images from these concepts, we see that it does not group them as tightly, suggesting it may
be organizing images using a different characteristic like color. We apply RDX to several more
examples in Appendix [A-3] and use a vision language model to assist in the analysis.

4.5 Additional Metrics and Concept Consistency

Finally, we present detailed results for each comparison using the BSR and SemanticLens [12]
metrics in Appendix [A4] As expected, we find that RDX is the best performer on the
BSR (Table [A3) and Redundancy (Table [A4) metrics. It is comparable to other methods on
the Clarity Table and Polysemanticity (Table metrics. We also conduct an analysis
of concept consistency under in-distribution dataset variations in Appendix and find
that RDX generates reasonably consistent concepts Fig. [ATI]



5 Discussion

Here we discuss some of the limitations of RDX and our analysis.

5.1 Limitations

Compute. Computing and storing the full pairwise distance matrix requires O(n?) memory,
which may become impractical for large n. In this work, we are able to apply our method to
at least 5000 data points but we have not explored larger values of n.

Concept Definition. While our decision to define concepts via a grid of images is helpful
for users, it does not allow us to communicate concepts like “roundness” that may vary
linearly in response to objects with increasing roundness. Instead, concepts like “roundness”
would be discretized into sub-concepts that can be communicated by an explanation grid.
BSR agreement with human-interpretability. In Fig. we find that two methods can
have the same BSR, but have significant differences in what they focus on in their explanations.
Thus, we propose that BSR should not be directly optimized for, but should instead be a
proxy metric, and that qualitative results should always be used to support BSR scores.
Alignment. Comparing after alignment is more likely to result in detecting fundamental
representational differences. However, it is possible that there are two different aligned
representations that result in the same alignment training loss. This would lead to different,
but equally valid explanations and would require users to reason about feature correlations.
Dependence on Euclidean distances. RDX relies on Euclidean distances which could
cause issues for accurate concept discovery. Specifically, given two datapoints, it is possible
that the Euclidean distance between the points is small, but the points are quite far apart
along the data manifold in the representation. RDX does not explicitly handle this issue,
but there are two main reasons it is likely not a major concern. We discuss these reasons
in Appendix

Breadth. Our approach works on any representation, but we focus on vision models in our
experiments. Future work should explore if this approach can be useful when comparing
text and multi-modal representations.

Utility. We find that RDX explanations are useful for identifying representational differences,
but more work needs to be done to link these representational differences to performance
differences on specific tasks such as classification. In Appendix (Maples), we see only
some RDX explanations align with differences in classification. RDX is unsupervised in that it
only requires two sets of representations as input, but in future work it would be interesting
to explore incorporating classifier information into RDX explanations.

5.2 Societal Impact

We do not anticipate any specific ethical or usage concerns with the method proposed in
this work. We propose a method for model comparison which we hope will improve our
understanding of model representations. Deeper insight can lead to better detection of bias,
better understanding of methods, and discovery of new knowledge about our datasets that
may be beneficial for society. However, better understanding can also amplify negative
usages of Al

6 Conclusions

As models become larger and more powerful they are encoding more and more distinct
concepts. As a result, describing and understanding these discovered concepts is an important
question in XAI. In this work, we posit that comparing representations allows us to filter
away common structure and reveal concepts that may be more interesting to the user. To
achieve this, we introduced RDX, a new approach for isolating the differences between two
representations. RDX requires no training, can be applied to any model that generates an
embedding for an input, and is a general framework that can easily be modified with different
choices for its intermediate steps. In our experiments we show that RDX is able to recover
known model differences, and is also able to surface interesting unknown differences. The
resulting observations can provide insight into model differences and the training data used
by different models. The next step is testing RDX in real-life applications to see if it can be
used to help experts, such as radiologists or ecologists, discover new concepts in their models
and datasets.
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NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately
reflect the paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, we perform a quantitative evaluation Sec.[3.5] conduct experiments
to show that existing methods fail qualitatively (Appendix |A.1.2) and quantita-
tively (Sec. and show that our method works (Sec. and Sec. {4.4]).

Guidelines:

e The answer NA means that the abstract and introduction do not include the
claims made in the paper.

o The abstract and/or introduction should clearly state the claims made, including
the contributions made in the paper and important assumptions and limitations.
A No or NA answer to this question will not be perceived well by the reviewers.

e The claims made should match theoretical and experimental results, and reflect
how much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that
these goals are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the
authors?

Answer: [Yes|
Justification: Limitations are discussed in Sec. Bl
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e The answer NA means that the paper has no limitation while the answer No
means that the paper has limitations, but those are not discussed in the paper.

e The authors are encouraged to create a separate "Limitations" section in their
paper.

e The paper should point out any strong assumptions and how robust the results
are to violations of these assumptions (e.g., independence assumptions, noiseless
settings, model well-specification, asymptotic approximations only holding
locally). The authors should reflect on how these assumptions might be violated
in practice and what the implications would be.

e The authors should reflect on the scope of the claims made, e.g., if the approach
was only tested on a few datasets or with a few runs. In general, empirical
results often depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the
approach. For example, a facial recognition algorithm may perform poorly when
image resolution is low or images are taken in low lighting. Or a speech-to-text
system might not be used reliably to provide closed captions for online lectures
because it fails to handle technical jargon.

e The authors should discuss the computational efficiency of the proposed algo-
rithms and how they scale with dataset size.

o If applicable, the authors should discuss possible limitations of their approach
to address problems of privacy and fairness.

o While the authors might fear that complete honesty about limitations might
be used by reviewers as grounds for rejection, a worse outcome might be that
reviewers discover limitations that aren’t acknowledged in the paper. The
authors should use their best judgment and recognize that individual actions in
favor of transparency play an important role in developing norms that preserve
the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assump-
tions and a complete (and correct) proof?

Answer: [NA]
Justification: We do not prove any theorems in this work.
Guidelines:

e The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and
cross-referenced.

e All assumptions should be clearly stated or referenced in the statement of any
theorems.

e The proofs can either appear in the main paper or the supplemental material,
but if they appear in the supplemental material, the authors are encouraged to
provide a short proof sketch to provide intuition.

e Inversely, any informal proof provided in the core of the paper should be
complemented by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce
the main experimental results of the paper to the extent that it affects the main
claims and/or conclusions of the paper (regardless of whether the code and data are
provided or not)?

Answer: [Yes]

Justification: Our method is described in Sec. [3| and implementation details for
reproducing our experiments are provided in Appendix [C}] Code will be released
upon acceptance.

Guidelines:
e The answer NA means that the paper does not include experiments.

o If the paper includes experiments, a No answer to this question will not be
perceived well by the reviewers: Making the paper reproducible is important,
regardless of whether the code and data are provided or not.

o If the contribution is a dataset and/or model, the authors should describe the
steps taken to make their results reproducible or verifiable.

e Depending on the contribution, reproducibility can be accomplished in various
ways. For example, if the contribution is a novel architecture, describing the
architecture fully might suffice, or if the contribution is a specific model and
empirical evaluation, it may be necessary to either make it possible for others
to replicate the model with the same dataset, or provide access to the model. In
general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model),
releasing of a model checkpoint, or other means that are appropriate to the
research performed.

e While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may
depend on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it

clear how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should
describe the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there
should either be a way to access this model for reproducing the results or a
way to reproduce the model (e.g., with an open-source dataset or instructions
for how to construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which
case authors are welcome to describe the particular way they provide for
reproducibility. In the case of closed-source models, it may be that access to
the model is limited in some way (e.g., to registered users), but it should be
possible for other researchers to have some path to reproducing or verifying
the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]

Justification: Code will be published provided the work is accepted. The data is
public and we will provide instructions on how to download it. We will provide links
to custom datasets.
Guidelines:

e The answer NA means that paper does not include experiments requiring code.

o Please see the NeurIPS code and data submission guidelines (https://nips)|
cc/public/guides/CodeSubmissionPolicy) for more details.

o While we encourage the release of code and data, we understand that this might
not be possible, so “No” is an acceptable answer. Papers cannot be rejected
simply for not including code, unless this is central to the contribution (e.g., for
a new open-source benchmark).

e The instructions should contain the exact command and environment needed
to run to reproduce the results. See the NeurIPS code and data submis-
sion guidelines (https://nips.cc/public/guides/CodeSubmissionPolicy)
for more details.

e The authors should provide instructions on data access and preparation, in-
cluding how to access the raw data, preprocessed data, intermediate data, and
generated data, etc.

e The authors should provide scripts to reproduce all experimental results for
the new proposed method and baselines. If only a subset of experiments are
reproducible, they should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release
anonymized versions (if applicable).

o Providing as much information as possible in supplemental material (appended
to the paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to
understand the results?

Answer: [Yes]
Justification: We provide all details in Appendix [C]
Guidelines:

e The answer NA means that the paper does not include experiments.

o The experimental setting should be presented in the core of the paper to a level
of detail that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as
supplemental material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other
appropriate information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: We provide error bars in our quantitative plots in Fig.
Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments
that support the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly
stated (for example, train/test split, initialization, random drawing of some
parameter, or overall run with given experimental conditions).

o The method for calculating the error bars should be explained (closed form
formula, call to a library function, bootstrap, etc.)

o The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard
error of the mean.

o It is OK to report 1-sigma error bars, but one should state it. The authors
should preferably report a 2-sigma error bar than state that they have a 96%
ClI, if the hypothesis of Normality of errors is not verified.

e For asymmetric distributions, the authors should be careful not to show in
tables or figures symmetric error bars that would yield results that are out of
range (e.g. negative error rates).

e If error bars are reported in tables or plots, The authors should explain in the
text how they were calculated and reference the corresponding figures or tables
in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed
to reproduce the experiments?

Answer: [Yes]

Justification: These are provided in Appendix [C} The compute costs for this work
are fairly low, we provide times, but not have precisely recorded memory usage. We
provide the total RAM available to the machine.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal
cluster, or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the
individual experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more
compute than the experiments reported in the paper (e.g., preliminary or failed
experiments that didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with
the NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This work does not have any ethical issues specific to its methodology.
The images downloaded for our datasets have public licenses with attribution.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code
of Ethics.

o If the authors answer No, they should explain the special circumstances that
require a deviation from the Code of Ethics.
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10.

11.

12.

o The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and
negative societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss potential societal impacts in Sec. 5.2}
Guidelines:

e The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no
societal impact or why the paper does not address societal impact.

o Examples of negative societal impacts include potential malicious or unintended
uses (e.g., disinformation, generating fake profiles, surveillance), fairness consid-
erations (e.g., deployment of technologies that could make decisions that unfairly
impact specific groups), privacy considerations, and security considerations.

e The conference expects that many papers will be foundational research and
not tied to particular applications, let alone deployments. However, if there
is a direct path to any negative applications, the authors should point it out.
For example, it is legitimate to point out that an improvement in the quality
of generative models could be used to generate deepfakes for disinformation.
On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate
Deepfakes faster.

e The authors should consider possible harms that could arise when the technology
is being used as intended and functioning correctly, harms that could arise when
the technology is being used as intended but gives incorrect results, and harms
following from (intentional or unintentional) misuse of the technology.

o If there are negative societal impacts, the authors could also discuss possible
mitigation strategies (e.g., gated release of models, providing defenses in addition
to attacks, mechanisms for monitoring misuse, mechanisms to monitor how a

system learns from feedback over time, improving the efficiency and accessibility
of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for
responsible release of data or models that have a high risk for misuse (e.g., pretrained
language models, image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not use any datasets or models with high risk of misuse.
Guidelines:

e The answer NA means that the paper poses no such risks.

e Released models that have a high risk for misuse or dual-use should be released
with necessary safeguards to allow for controlled use of the model, for example
by requiring that users adhere to usage guidelines or restrictions to access the
model or implementing safety filters.

o Datasets that have been scraped from the Internet could pose safety risks. The
authors should describe how they avoided releasing unsafe images.

o We recognize that providing effective safeguards is challenging, and many papers
do not require this, but we encourage authors to take this into account and
make a best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models),
used in the paper, properly credited and are the license and terms of use explicitly
mentioned and properly respected?

19



13.

14.

15.

Answer: [Yes|

Justification: All code, data, and models are attributed according to the licenses
they have provided.

Guidelines:

e The answer NA means that the paper does not use existing assets.

e The authors should cite the original paper that produced the code package or
dataset.

e The authors should state which version of the asset is used and, if possible,
include a URL.

o The name of the license (e.g., CC-BY 4.0) should be included for each asset.

o For scraped data from a particular source (e.g., website), the copyright and
terms of service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in
the package should be provided. For popular datasets, paperswithcode.com/
datasets| has curated licenses for some datasets. Their licensing guide can help
determine the license of a dataset.

o For existing datasets that are re-packaged, both the original license and the
license of the derived asset (if it has changed) should be provided.

o If this information is not available online, the authors are encouraged to reach
out to the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the
documentation provided alongside the assets?

Answer: [Yes]

Justification: Our small comparison dataset license descriptions are provided in Ap-
pendix [C]
Guidelines:

e The answer NA means that the paper does not release new assets.

o Researchers should communicate the details of the dataset/code/model as part
of their submissions via structured templates. This includes details about
training, license, limitations, etc.

o The paper should discuss whether and how consent was obtained from people
whose asset is used.

o At submission time, remember to anonymize your assets (if applicable). You
can either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does
the paper include the full text of instructions given to participants and screenshots,
if applicable, as well as details about compensation (if any)?

Answer: [NA]
Justification: We do not conduct crowdsourcing or human experiments.
Guidelines:
e The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.

¢ Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as
possible should be included in the main paper.

e According to the NeurIPS Code of Ethics, workers involved in data collection,
curation, or other labor should be paid at least the minimum wage in the
country of the data collector.

Institutional review board (IRB) approvals or equivalent for research
with human subjects
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16.

Question: Does the paper describe potential risks incurred by study participants,
whether such risks were disclosed to the subjects, and whether Institutional Review
Board (IRB) approvals (or an equivalent approval/review based on the requirements
of your country or institution) were obtained?

Answer: [NA]
Justification: No human experiments were conducted.
Guidelines:

e The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.

o Depending on the country in which research is conducted, IRB approval (or
equivalent) may be required for any human subjects research. If you obtained
IRB approval, you should clearly state this in the paper.

o We recognize that the procedures for this may vary significantly between insti-
tutions and locations, and we expect authors to adhere to the NeurIPS Code of
Ethics and the guidelines for their institution.

e For initial submissions, do not include any information that would break
anonymity (if applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original,
or non-standard component of the core methods in this research? Note that if
the LLM is used only for writing, editing, or formatting purposes and does not
impact the core methodology, scientific rigorousness, or originality of the research,
declaration is not required.

Answer: [NA]

Justification: LLMs are not used in any important way in the core methods. We use
them to assist with generating pseudocode from textual descriptions of the algorithm
and for suggesting notation for the equations in the text. We assess LLMs on their
ability to describe qualitative results in Appendix but this is not a main focus
of the work.

Guidelines:

e The answer NA means that the core method development in this research does
not involve LLMs as any important, original, or non-standard components.

o Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Results

A.1 Additional Results on MNIST-[3,5,8]

We train a small convolutional network on a modified MNIST dataset containing only images
for digits 3, 5 and 8. We compare two checkpoints from training at epoch 1 (Mg) and epoch
5 (Mg). These checkpoints differ in representation and overall performance. In Fig. |2, we
showed the results from applying NMF to this setting. Here, we also evaluate SAE and KMeans.

A.1.1 SAE and KMeans Fail to Explain Representational Differences

In Fig. [AT] we visualize the explanations generated by SAE and KMeans. We find that both
methods fail to generate explanations that can help us understand the difference between the
two representations. The SAE generates confusing explanations that may even be misleading.
Surprisingly, the SAE explanations for Mg are less mixed than Mg, suggesting Mg has a
better separated representational space, which we know to be incorrect. This is likely a result
of random variations in the concepts discovered by the SAE, a phenomena also observed
in [I4]. KMeans, like NMF, generates indistinguishable explanations for both representations.
This is due to the images near the centroids of similar representations being effectively the
same, since these are regions in which model confidence is higher.

A.1.2 General Issues with Interpreting Dictionary Learning Methods.

There are two critical issues with interpreting explanations from dictionary learning methods.
We visualize these issues in Fig. [A2] We show that an explanation consisting of images
corresponding to the maximum coefficients of a concept is an incomplete explanation. This
is because concepts can be polysemantic and encode multiple visual features. Polysemantic
concepts will have relatively large coefficients for multiple groups of semantically related
images. However, by only visualizing the top-k images for a concept vector, we miss important
information about other images that shares the same concept vector. These “other” images,
with smaller concept coefficients, are critical for understanding the task of comparing two
representations, as they may underlie the subtle variations that distinguish one model from

another (Fig.[A2|A).
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SAE(My) SAE(Mg)
M My SAE(My) Explanations

A

(A) SAE explanations are surprisingly misleading about the representational difference.
KMeans(My) KMeans(Mg)

M ME‘ KMeans(M;) Explanations

(B) KMeans explanations are indistinguishable despite differences in representation.

RDX(Mg, M)
M Mg RDX(Mg, M) Explanations

Image samples for

’,‘: RDX(Mz, Ms) concept 1.\,A
A?’/ : e 3sare closer together in My.
i3 3 * Astyle of 3sthatare
i confused by Mg with 5s.
‘ﬂ‘ * Astyle of 5sthat Mg
Acc: 95% Acc: 98% confuses with 3s.

(C) RDX(M g, M) highlights inputs considered similarin Mg, but notin M.

Figure Al: Comparing RDX to SAE and KMeans. In Fig. [2| we visualized NMF explanations
for two model representations, from a ‘strong’ Mg and an ‘expert’ model Mg, trained on
MNIST-[3,5,8]. Here we show explanations generated using SAE with maximum sampling
and KMeans with centroid sampling. (A) SAE explanations are confusing and potentially
misleading. SAE(Mg) shows mostly 3s in all explanations, whereas SAE(Mg) shows one
explanation with mixed 5s and 8s, and two explanations with 5s and 8s respectively. These
explanations do not convey which of the two representations is weaker and may even suggest
that the M is the expert representation. (B) KMeans explanations are indistinguishable.
Given that these two representations are highly similar, the centroids for the clusters in both
representations are nearly the same. (C) RDX(Mpg, Mg) shows explanations that helps us
understand that Mg does a better job of grouping 3s and 5s than Mg, matching the known
difference between the two models. The lack of an explanation for 8s suggest that Mg is
relatively better at distinguishing 8s. We confirm this in Appendix
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(A) Maximum sampling for NMF and SAE hides complexities of concept vectors.

SAE(M[) Explanation for Image 800

3.68 + 0.90 =

(B) Weighted combinations of maximally sampled explanations are unintuitive.

Noe—_

Image 800

Figure A2: Interpreting Dictionary Learning Concepts. We identify two issues with
dictionary learning methods for XAI that make them challenging to understand. These
results are from the same experiment as in Sec. and Appendix Maximum sampling
to explain concept vectors hides important nuances in model behavior. In (1) and (2),
highlighted in red, we can see that Mg and Mg both encode roughly the same concept, with
maximum activations for images of 5s (indices 500-1000) and weaker activations for images
of 3s and 8s (indices 0-500 and 1000-1500). The generated explanations for both concepts
show 5s. However, we can see that the activations for 3s and 8s are relatively lower in (2)
than the activations for 3s and 8s in (1). These subtle nuances are critical for understanding
how the two models behave differently, but are completely lost in the existing approaches for
generating explanations. Thus, existing explanations for dictionary learning concepts are
incomplete. (B) Analyzing a single image through the lens of these concepts is extremely
challenging. Users are tasked with using incomplete explanations of a concept in a weighted
sum with un-intuitive coefficients. For example, image 800 is an image of a “standard” 5, but
is encoded by a weighted combination over a concept of “strange” 5s and 8s and normal 8s.
See Appendix [A-T.2] for a discussion on the impact of monosemanticity and polysemanticity
in this context.
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A.1.3 Discussion of the Feasibility and Sufficiency of Monosemanticity

Importantly, the issues with polysemanticity raises questions about the feasibility and
sufficiency of decomposing models into monosemantic concepts. Monosemantic concepts
are defined as concepts that have a single, unambiguous meaning and extracting them are
the goal of sparse autoencoder methods for XAI [9] [I7, [62]. Consider a concept vector that
encodes the concept of “roundness”. This concept is neither monosemantic nor polysemantic,
as it is too ambiguous for monosemanticity, but not disparate enough to be polysemantic.
On a dataset of objects that are interpolations from squares to circles, this concept would
react to all round objects, but most strongly to circles. A maximally sampled explanation
for this concept could easily mislead the user into believing that the concept reacts only
for circles. Trying to convert the “roundness” concept into several discrete monosemantic
concepts that only react to well-defined shapes leads to questions about the boundaries
of the discretization and the number of concepts that can be meaningfully analyzed by a
human. When comparing two models that share the “roundness” concept, differences in
discretization could lead to partially overlapping concepts, such as those seen in [28].

When comparing two representations it is sometimes necessary to analyze specific images that
the two representations disagree upon. When applying dictionary-learning based methods
to understand what concepts make up an image, users are required to mentally perform
a weighted combination over incomplete concept explanations (Fig. B). This task is
un-intuitive and imprecise in the context of a single model. If the concepts for the two
models being compared are even slightly different, this task becomes essentially impossible.
Notably, this issue persists even if concepts are monosemantic since most images are likely
to contain several concepts.

A.1.4 Using RDX to Discover Concepts Specific to Mg

RDX is not a symmetric method. In Fig. C we visualize the second direction RDX(Mp,
Mg). These explanations reveal images considered similar in Mg, but not in Mg. These
explanations show that the expert model My is able to group challenging images of the
same digit that Mg is unable to. Additionally, we note that the explanations exclude 8,
suggesting that the difference in similarities between images of 8 in Mg and Mg is smaller
than the difference in similarities for images of 3 and 5. Indeed, the prediction agreement for
linear classifiers trained on these two representations is 95% on 3, 95% on 5, and 98% on 8,
confirming our insight from the RDX explanations.
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A.2 Additional Results for Recovering “Known” Differences

We describe the modifications to models in “known” difference comparisons in Table [Ag]
Comparison details are found in Table

MNIST

In Fig. [A3] we visualize the explanations from RDX, KMeans, and NMF for Myg vs. M, Ms;
vs. Mg, and M, vs. M.

In all comparisons, RDX explanations clearly show the expected difference between the two
representations. In contrast, KMeans and NMF generate unfocused explanations that are often
indistinguishable from each other. At best, we find that the baseline approaches may contain
2/6 explanations focused on the known difference between models.

CUB PCBM

In Fig. [Ad] and Fig. we visualize five explanations for comparing C4_g vs. C4 and
Ca_yp vs. C4 using RDX and a baseline method. C4 is the CUB PCBM concept vector
with all concepts retained. C4_g removes the spotted wing concept from the concept vector
and C4_yp removes the yellow back concept from the concept vector. We expect that
explanations are composed of images that contain these concepts. In both comparisons,
the baseline method (CNMF or SAE) generates indistinguishable and unfocused explanations
that provide no insight about the known differences. This limitation arises because the
representational change induced by removing a single component from the concept vector
is extremely subtle. As a result, CNMF and SAE primarily capture the dominant conceptual
directions within the representation spaces of both models and remain largely insensitive
to these smaller, yet important, representational differences. On the other hand, RDX
explanations focus on differences and can reveal interesting insights about the impact of
removing a concept. In Fig. [A5] the RDX explanations help teach us about how the PCBM
uses the “yellow-back” concept. On first glance, the model without the yellow-back concept
(Ca—yp) appears to do a better job of grouping colorful yellow/red birds. When inspected
more closely, it becomes clear that there is a mixture of birds with black faces and colored
backs and birds with red/yellow faces and black backs. This indicates that the yellow-back
concept is used as a fine-grained discriminator between these two color patterns. It also
indicates that the PCBM model may be suffering from leakage [19] and does not discriminate
between bright red and yellow colors. In the other direction, we see that the yellow-back
concept helps organize birds with colorful backs into organized groups (explanations 3-5),
but also helps organize “regular” birds into well-separated groups (explanations 1-2).
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Figure A3: Additional explanations for MNIST comparisons. Modifications are
described in detail in Table (Top) We compare Myy (mixes 4s and 9s) to M, (no
modifications). We observe that RDX generates explanations focused on the known difference.
KMeans and NMF have 1/6 explanations related the known difference. (Middle) We compare
M35 (mixes 3s and 5s) to Myg (mixes 4s and 9s). RDX conveys the modifications made to
both models, specifically M35 mixes 3s and 5s and that My9 mixes 4s and 9s. Also, it shows
that Myg organizes 3s better than M35. KMeans has one explanation related to the known
differences, while NMF has none. (Bottom) We compare M., (mixed flipped and unflipped
digits) to M= (separated flipped and unflipped digits). RDX reveals mixing between flipped
and unflipped 6s, 9s and 3s in M, and no mixing for 2s, flipped 3s and 5s in M. KMeans
explanations are confusing. NMF has 2/6 explanations that align with the known difference.
See Appendix for discussion.
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Figure A4: Explanations for the “Spotted Wing” concept. We selected a few
explanation grids to show in Fig. [f] Here we visualize all five explanations generated by
two XAI methods, best viewed zoomed in. (Top) In row 1, the RDX explanation grids show
birds with and without spotted wings mixed together. In row 2, the explanation grids are
predominantly made up of birds with spotted wings. In explanation five, we see that RDX can
generate clusters with too few images to generate a full grid. (Bottom) In both rows, each
CNMF explanation grids shows a different kind of bird, unrelated to the known difference. For
example, we can see concepts for yellow birds, seabirds, and black birds. The explanations
for both representations are indistinguishable. See Appendix [A.2]for discussion.
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RDX(Cy—yp, Ca)

Figure A5: Explanation for the “Yellow Back” concept. We visualize explanations
from comparing Cy_yp vs. C4. (Top) In row 1, the RDX explanation grids reveal a mixture
of red and yellow birds. Closer inspection shows that these grids, especially explanation 2
and 4, contain birds with yellow or red backs intermixed with those having black backs. For
instance, in explanation 4, the central bird has a black back, and the lower-left bird has a
yellow back. In contrast, row 2 shows that C4 does not mix birds with and without colored
backs within the same concept. In explanations 1-2, C4 isolates birds with black or gray
backs into distinct concepts, while in explanations 1-3, it groups multi-colored birds with tan,
yellow, and red backs together. These patterns suggest that the “Yellow Back” concept may
serve to disambiguate birds with similar color distributions but differing spatial arrangements
of those colors. (Bottom) In both rows, each SAE explanation grids shows concepts that
correspond to different bird types, unrelated to the known difference. The explanations for
both representations are also indistinguishable. See Appendix for discussion.
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A.3 Additional Results for Discovering ”Unknown” Differences

Table Al: Linear probe accuracy across datasets described in Table [A11

Mittens | Primates | Maples | Corvids
DINO (Mp) 0.933 0.918 - -
DINOv2 (Mp») 0.965 0.921 - -
CLIP (M) - - 0.752 0.790
CLIP-iNat (Mcy) - - 0.796 0.787

We visualize complete RDX results for four comparisons using the representational alignment
step from Sec. [3-4}

1. Mp vs. Mpsy on Mittens (Fig. [A7))
2. Mp vs. Mps on Primates (Fig. |A8))
3. M¢ vs. Mcy on Maples (Fig. [A9)
4. M¢ vs. Moy on Corvids (Fig. [A10)

See Table for a description of the datasets and Table [AJ] for details about the models.
Although explaining classifier predictions is not the goal of RDX, we train a linear classifier
on these representations to gain an insight into the quality of their organization and to
assist in interpretation (Table . Training details are provided in Appendix We
use the classifier accuracies and predictions as supplemental information to understand
representational differences.

In all representational difference comparisons, RDX reveals interesting insights about differences
in model representations.

In the first two comparisons (Mittens and Primates), classification performance indicates
that the representations are well-organized and we are able to easily interpret the discovered
concepts without using the dataset labels.

In the next two comparisons (Maples and Corvids), we evaluate how RDX performs when
classifier performance is much lower. We expect these representations to be more poorly
organized and subsequently more challenging to interpret. In the first comparison (Maples),
we select a comparison where there is a large performance difference (4%). In the second
(Corvids), we explore a setting in which fine-tuning CLIP on iNaturalist images did not
improve the quality of the representation, although it may have changed it.

Mittens

We find that DINOv2 does a better job of organizing mittens by their orientation (see
Fig. . It also has a unique concept for children’s mittens that is not present in DINO.
On the other hand, DINO has unique concepts for children around Christmas related items
and Christmas items on their own. These two concepts appear to be entangled in DINOVv2.

Primates

We notice that DINO contains four unique concepts that appear to fixate on secondary
characteristics (see Fig.|A8]). Explanation 1 seems to react to siamangs on grass, explanation
3 picks up on lower quality images, like screenshots from a video or images taken through
enclosure glass, explanation 4 contains scenes of branches and greenery where primates are
distant, and explanation 5 contains scenes of a variety of primates behind fencing. In contrast,
DINOv2 explanations tend to be focused on the primate type. For example, explanation 1
also picks up on siamangs, but in a variety of environments, suggesting that DINOv2 may be
less biased by background. Explanation 3 shows gibbons swinging in trees and explanation 5
shows spider monkeys in trees, these two concepts are entangled in DINO, suggesting DINO
is more sensitive to the background/activity of the monkeys than the species.
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Table A2: Ground truth label counts for explanations on Maples.

Maple Type | E1 E2 E3 FE4 E5 | El E2 E3 E4 E5
Norway Maple | 1 1 2 0 0 9 0 1 0 0
Silver Maple 3 3 1 2 1 0 0 7 0 9
Sugar Maple 3 3 4 0 0 0 9 0 0 0
Red Maple 2 2 2 7 8 0 0 1 9 0

Maples

Fine-grained maple tree classification is a challenging task which is beyond the skill of most
people. The clear performance gap between model’s indicates that CLIP-iNat has learned
important features, we explore if RDX is able to help us generate hypotheses on what those
might be (see Fig. . In Fig. |§| we analyzed explanations 4 and 5 from RDX(Mcy, M[,).
This allowed us to hypothesize that CLIP was biased towards encoding Maple leaves by
color/season rather than species. Despite this bias, we find that classifiers trained on both
representations perform reasonably well on these two image grids. This suggests that this
representational difference may not be important for classification. However, we notice
that there are differences in the classifier predictions for explanations 2 and 3. We use
this information to propose some hypotheses. The dataset labels for explanation 2 indicate
that all of the images are sugar maples. CLIP-iNat gets 7/9 correct, while CLIP gets 5/9.
With this information, we hypothesize that CLIP-iNat is able to detect sugar maples leaves
in images with a variety of seasons, backgrounds, and lighting. In explanation 3, we see
young, bushy maple trees around rocks and waterways. The classification labels indicate the
majority of these images contain silver maples. CLIP-iNat gets 8/9 correct, while CLIP gets
only 4/9 correct. This suggests that CLIP-iNat has learned to associate this visual concept
with silver maples and that this is an effective strategy for classification on this dataset.
We also observe some higher-level characteristics of the explanations when analyzed with
their ground truth labels. Explanations for CLIP-iNat tend to have labels that correspond
with one of the ground truth labels, while CLIP does not (Table . This make sense, as
CLIP-iNat was fine-tuned on a classification dataset.

Corvids

Neither representation supports good classification on the challenging Corvids dataset (see
Fig. . However, RDX reveals some interesting concepts unique to each model. For
example, RDX(M¢, M, ;) explanation 4, shows a CLIP specific concept for Corvid footprints.
In explanation 5, we see a concept for flocks of crows. In the other direction, CLIP-iNat has
a learned a concept for large ravens in natural settings like hillsides or beaches (explanation
1). It has also learned a concept for crows in urban settings like schools, fields and pavement
(explanation 2). Additionally, CLIP-iNat makes a stronger distinction between perched crows
in urban settings (explanation 4) and flying crows (explanation 5).

Effects of Alignment

In Fig. [AG] we visualize the effect of alignment when comparing CLIP to CLIP-iNat on the
Maples dataset. We see that alignment can result in a significant change in the spectral
clusters detected from the affinity matrix. In particular, one discovered concept is only
present in the unaligned comparison. This indicates that both representations contain the
information to represent the concept, but their initial configurations differ. After alignment,
the concepts discovered are more likely to be fundamental differences between the two
representations. Although there are some limitations to this interpretation (see Sec. 7 we
focus on aligned comparisons in our qualitative plots, as it makes interpretation simpler.
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Figure A6: Effect of Alignment (Appendix [A.3)). (Top) We compare CLIP and
CLIP-iNat with and without aligning CLIP-iNat (denoted by M’ notation). We visualize
PCA plots of the representations with cluster membership (light colors) and samples (dark
colors). In each direction, the left plot contains the concept “source” representation while
the right plot has the selected clusters overlayed on its representation. (Unaligned, Left)
We generate five spectral clusters, we can see that they group nicely in the left plot and are
spread apart in the right plot. We highlight the region of the red cluster for comparison
after alignment. (Aligned, Right) After alignment, we can see that it is more difficult
to get clusters that have large differences in their distances in the two representations. We
find that the region that the red cluster came from in the unaligned comparison is no longer
selected after alignment. (Explanation) The red cluster (unaligned) contains maples in
fall foliage. Both networks can represent this concept, although the unaligned CLIP-iNat
representation does not prioritize it.

ChatGPT-40 Analysis

Analyzing and annotating several explanations for each model is time consuming and
cognitively demanding. We explore if ChatGPT-4o [7] is capable of annotating the images
for us in the Maples and Corvids comparisons. We use the prompt:

I am going to ask you to analyze image grids. You will receive a strip of five image grids.
The images in the grid will be from the categories: <category list>. Your task is to
concisely describe the consistent features that appear in each image grid. You do not
need to use complete sentences. The format of your output should be a dictionary like
this. E1: descl, E2: desc2, E3: desc3, E4: desc4, E5: desch.

The outputs are provided in the figure captions of Fig. [A9] and Fig. [AT0] We find that the
annotations are clear, reasonable and helpful.
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Figure A7: Investigating DINOv2 vs. DINO on Mittens (aligned). We visualize

RDX difference explanations in both directions on the Mittens dataset (Table

All

. This

dataset contains images of mittens, socks and Christmas stocking from ImageN

et []

[0]. For

example, RDX(Mp2, M},) generates explanations for concepts that are in Mps (DINOv2),
but not M}, (aligned DINO). We refer to the explanations as E1 to E5 (left to right). (Top)
PCA plots of the representations with cluster membership (light colors) and samples (dark
colors). In each direction, the left plot contains the concept “source” representation while the
right plot has the selected clusters overlayed on its representation. Clusters on the left plot
generally appear better organized than in the right plot. (RDX(Mpo, M7))) E1: crocheted
socks, F2: horizontal mittens, E3: vertical pairs of mittens, E4: crocheted mittens, E5:
children’s mittens. (RDX(Mp, M},,)) E1: multi-colored wool socks, E2: assorted pairs of
mittens, E3: children with Christmas decorations, E4: Christmas paraphernalia mittens,

and E5: woolen clothes being worn. See Appendix [A.3] for interpretation.
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Figure A8: Investigating DINOv2 vs. DINO on Primates (aligned). We visualize
RDX difference explanations in both directions on the Primates dataset (Table [A11]). This
dataset contains images of gibbons, siamangs and spider monkeys from ImageNet [10]. For
example, RDX(Mp2, M},) generates explanations for concepts that are in Mpy (DINOv2),
but not M}, (aligned DINO). We refer to the explanations as E1 to E5 (left to right). (Top)
PCA plots of the representations with cluster membership (light colors) and samples (dark
colors). In each direction, the left plot contains the concept “source” representation while
the right plot has the selected clusters overlayed on its representation. Clusters on the left
plot generally appear better organized than in the right plot. (RDX(Mpo, M7,)) El: black
siamangs in diverse environments, E2: tan gibbons, E3: orangutans and gibbons playing,
E4: white-cheeked gibbons, and E5: spider monkeys. (RDX(Mp, Mp,)) El: siamangs laying
in grass, E2: gibbons swinging, E3: lower resolution images of primates, viewed through
glass or from videos, E4: tree environment with distant primates, and E5: assorted primates
behind fencing. See Appendix [A3]for interpretation.
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Figure A9: Investigating CLIP-iNat vs. CLIP on Maples (aligned). We visualize
RDX difference explanations in both directions on the Maples dataset (Table @ . This
dataset contains images of red maples, sugar maples, Norway maples, and silver maples from
iNaturalist [24]. RDX(Mcn, M( ) generates explanations for concepts that are in Moy
(CLIP-iNat), but not M/, (aligned CLIP). We refer to the explanations as E1 to E5 (left
to right). (Top) PCA plots of the representations with cluster membership (light colors)
and samples (dark colors). In each direction, the left plot contains the concept “source”
representation while the right plot has the selected clusters overlayed on its representation.
Clusters on the left plot generally appear better organized than in the right plot.

These types of maples have subtle differences beyond the expertise of most people
so we use ChatGPT-4o to generate descriptions. (RDX(Mcn, M/,)) El: “Large, dark green,
sharply lobed leaves; smooth surface; some handheld, often against tree bark or forest
background”, E2: “Varied color (green, red, yellow), symmetric lobes with central point,
often single leaves photographed on flat surfaces”, E3: “Small clusters of light green to
reddish leaves, forest floor or rocky environment, less prominent lobes”, E4: “Bright red
leaves, often handheld, five lobes with narrow points, smooth margins, clear vein structure”,
and E5: “Yellow mottled leaves, some black spotting, thick lobes, visible veins, photos
taken in autumn light or against tree bark”. (RDX(Mc, M/ y)) El: “Leaves with deep
sinuses, bright green, flat edges, consistent lighting, often low to ground or with visible
bark”, E2: “Yellow-green foliage, broad flat leaves with few teeth, tree clusters with hanging
leaves, slight curl”, E3: “Five-lobed leaves, medium green, fine-toothed edges, spread flat,
some variation in lighting and angle”, E4: “Red spring buds and samaras, no full leaves
visible, bare branches, sky background, some birds”, and E5: “Light green leaves with
coarsely toothed edges, translucent lighting, some purplish tinge in parts, lobed leaves”.
See Appendix for interpretation.
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Figure A10: Investigating CLIP-iNat vs. CLIP on Corvids (aligned). We visualize
RDX difference explanations in both directions on the Corvids dataset (Table .
This dataset contains images of crows and ravens from iNaturalist [24]. For example,
RDX(M¢ N, M.y ) generates explanations for concepts that are in Mcy (CLIP-iNat), but
not M(, (aligned CLIP). We refer to the explanations as E1 to E5 (left to right). (Top)
PCA plots of the representations with cluster membership (light colors) and samples (dark
colors). In each direction, the left plot contains the concept “source” representation while
the right plot has the selected clusters overlayed on its representation. Clusters on the left
plot generally appear better organized than in the right plot.

These types of corvids have subtle differences beyond the expertise of most people
so we use ChatGPT-4o to generate descriptions. (RDX(Mc . M/[,)) El: ‘Birds in arid
or rocky environments; perched or flying; often alone or in small groups; slimmer builds;
medium size; matte black feathers”, E2: ‘Urban and suburban settings; birds near buildings,
fences, and pavement; typically foraging; in pairs or groups; more compact build”, E3:
‘Close-up or detailed views of large, shaggy birds; prominent beaks and throat hackles;
perched or interacting with environment”, and E4: ‘Birds flying in sky; high contrast
silhouettes; open sky backgrounds; wing shapes and flight patterns emphasized”, E5: ‘Birds
with other wildlife (e.g. bear, eagle); perched alone or with others; prominent size; thick bills
and throat feathers”. (RDX(Mc, M/( ,)) El: ”"Birds in wooded or forested environments;
perched on branches; medium size; matte black feathers; mostly solitary or in pairs”, E2:
‘Birds on open branches or tall perches; slightly larger size; thick beaks; prominent neck
feathers (hackles); more upright posture”, E3: ‘Birds on ground in urban/park environments;
sparse trees; usually in small groups; foraging or walking”, E4: ‘Footprints in mud, sand, or
snow; distinct three-toed tracks; measurement tools in several images; variable substrate”,
and E5: ‘Flocks of birds flying or perched in large groups; sky or treetops visible; misty or
open-air environments”. See Appendix [A.3] for interpretation.
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A.4 Additional Metrics and Detailed Results for Comparison Experiments

In addition to our BSR metric, we compute the Redundancy, Clarity, and Polysemanticity
metrics from SemanticLens [I2]. These metrics use a model, OpenCLIP [23], to evaluate the
explanation grids for each concept. Details on how each metric is computed are provided
in Appendix We modify the Redundancy metric from the original work [12], such that it
is designed to compare the redundancy of concepts across models. Lower redundancy indicates
that the concepts discovered for each model are less similar, while higher redundancy indicates
that the concepts for each model are more similar. The results are presented in Tables [A3]
and In Appendix [C], we provide more details on the models (Table and
datasets (Table h used in each comparison. Comparisons are written in a single direction,
but results are reported for both directions. The ’ is used to indicate experiments conducted
after an alignment step has been performed.

RDX is designed to isolate and visualize concepts unique to each model in a comparison. Thus,
we expect and find that it performs the best on the BSR and Redundancy metrics (Tables
and [A4] However, isolating model differences may also result in highlighting parts of the
representation that are more likely to be complex (higher polysemanticity) and less clear
(lower clarity). Therefore, it is not surprising that RDX does not have an advantage on either
of these metrics (Tables and , although it performs comparably to other baseline
methods.

Additionally, there are some caveats to interpreting the SemanticLens metrics. These metrics
assume that the generalist model (OpenCLIP) is an unbiased evaluator, but it is likely
that OpenCLIP has its own biases that will affect each method’s scores. This is especially
true when generating explanations for complex, niche datasets that are out of domain for
OpenCLIP. We can see this bias in the MNIST dataset comparisons under the redundancy
metric (Table [A4] first five rows). Despite the RDX concepts for each model being semantically
different (Fig.[A3)), OpenCLIP is incapable of distinguishing the nuanced differences that
are plainly visible to human observers, resulting in high redundancy scores for all methods.
A benefit of our BSR metric (Table first five rows) is that it does not depend on a
separate generalist model and better matches the qualitative performance differences observed

in Fig.

Table A3: BSR results across all comparison experiments. The best (highest) mean
value per row is bolded (ties bolded). RDX has the best scores on the BSR metric.

Comparison RDX KMeans TKSAE NMF SAE NLMCD

M35 vs. M, 0.83 £ 0.03 0.62 &£ 0.00 0.61 &= 0.05 0.58 £ 0.06 0.57 £ 0.06 0.52 &+ 0.03
Myg vs. M, 0.86 £ 0.02 0.67 &£ 0.03 0.45 + 0.05 0.57 £ 0.03 0.56 £ 0.04 0.52 £+ 0.08
M35 vs. Mg 0.87 £ 0.00 0.68 £0.01 0.65 £ 0.02 0.50 £0.04 0.56 £ 0.05 0.56 £ 0.06
M, vs. M= 0.90 £ 0.05 0.79 &£ 0.06 0.69 &= 0.03 0.59 £ 0.07 0.51 £ 0.04 0.57 &+ 0.02
My vs. My, 091 £ 0.04 0.72 £0.07 0.56 = 0.13 0.72 £ 0.02 0.69 £ 0.04 0.54 £ 0.19
Ca_s vs. Cy 0.71 £ 0.12 0.30 £ 0.00 0.32 = 0.14 0.38 £ 0.11 0.38 £0.19 0.27 £+ 0.05
Ca-ypvs. Ca 0.66 = 0.08 0.21 &£ 0.05 0.33 =£0.11 0.38 £ 0.10 0.37 £ 0.08 0.25 &+ 0.05
Ca-vyc vs. Ca 0.64 £ 0.13 0.30 £ 0.00 0.36 = 0.18 0.41 £0.13 0.38 £0.09 0.32 £ 0.15
Ca-gvs. Cay 0.69 £ 0.11 0.21 £ 0.01 0.31 +£0.16 0.38 £0.12 0.32 £ 0.06 0.39 £+ 0.15
Ca_pvs. Cy 0.68 £ 0.12 0.21 &£ 0.07 0.35 £ 0.06 0.40 £0.01 0.32 £0.12 0.26 & 0.11

Mp vs. Mpy (MT) 0.92 +0.01 0.88 +0.01 0.76 £ 0.02 0.68 £ 0.05 0.59 + 0.04 0.53 + 0.11
Mp vs. Mp2 (B) 0.88 £ 0.02 0.87 £ 0.07 0.66 = 0.07 0.78 £ 0.06 0.56 £ 0.07 0.50 £+ 0.04
Mp vs. Mp2 (D) 093 £ 0.04 0.81 &£0.02 0.71 &= 0.05 0.66 £ 0.01 0.48 £ 0.03 0.55 & 0.14
Mp vs. Mp> (P) 0.92 £ 0.03 0.79 £ 0.02 0.74 £ 0.03 0.76 £ 0.05 0.55 £ 0.01 0.42 £+ 0.14
Mc vs. Mcn (G) 097 £ 0.01 0.93 £ 0.02 0.80 +0.08 0.82 £ 0.06 0.71 £0.07 0.51 £+ 0.03
Mc vs. Mcn (C) 093 £ 0.03 0.86 &£ 0.03 0.76 &= 0.07 0.75 £ 0.05 0.65 £ 0.01 0.53 & 0.09
Mc vs. Meny (MP) 0.98 £ 0.01 095 £+ 0.02 0.87 &£ 0.03 0.80 + 0.07 0.64 £ 0.05 0.46 £+ 0.23
Mp vs. Mpy, (MT) 090 £+ 0.01 0.56 + 0.05 0.46 + 0.09 0.49 + 0.06 0.45 + 0.12 0.52 + 0.07
Mp vs. Mp, (B) 0.92 £ 0.01 0.58 &£ 0.07 0.46 &= 0.05 0.47 £ 0.01 0.40 £ 0.02 0.45 &+ 0.11
Mp vs. Mp, (D) 0.88 £ 0.04 0.52 &£ 0.01 0.35 &= 0.02 0.42 £ 0.06 0.43 £0.02 0.52 &= 0.03
Mp vs. Mp, (P) 0.90 £ 0.04 0.52 £0.09 045+ 0.07 0.41 £0.00 0.44 £0.01 0.49 £+ 0.10
Me¢ vs. Méy (G) 094 £ 0.03 0.50 £ 0.02 0.37 £ 0.09 0.39 £0.13 0.46 £ 0.02 0.52 £ 0.21
Mc vs. M{y (C) 0.89 £ 0.02 0.51 £0.02 0.28 +0.12 0.29 £0.02 0.39 £ 0.04 0.53 £ 0.07
Mc vs. Miy (MP)  0.95 4+ 0.01 0.58 &£ 0.09 0.31 + 0.07 0.21 £ 0.02 0.30 £ 0.00 0.50 + 0.19
Average 0.86 £ 0.12 0.61 +£0.23 0.52 = 0.20 0.54 £ 0.18 0.49 £ 0.14 0.47 £ 0.15
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Table A4: Concept Redundancy results across all comparison experiments. We
compute the Redundancy metric from SemanticLens [I2]. The best (lowest) mean value per
row is bolded (ties bolded). RDX has the best scores on the Redundancy metric.

Comparison RDX KMeans TKSAE NMF SAE NLMCD

M35 vs. M, 0.99 £ 0.00 0.99 £0.00 0.99 £0.00 0.99 £0.00 0.98 & 0.00 1.00 & 0.00
My vs. M, 0.99 £ 0.00 0.98 £0.00 0.99 £0.01 0.95 £ 0.00 0.97 &£ 0.00 1.00 & 0.00
M35 vs. Mg 0.96 £ 0.02 0.98 £ 0.00 0.99 £ 0.00 0.96 £ 0.00 0.99 & 0.00 0.95 £ 0.00
M, vs. M= 0.95 +£ 0.00 0.99 £ 0.00 0.98 £ 0.00 0.98 £ 0.00 0.99 £ 0.00 0.99 £+ 0.00
My vs. My 0.97 £ 0.01 0.98 £ 0.00 0.99 £ 0.00 0.97 &£ 0.00 0.98 £ 0.00  0.99 & 0.00
Ca_svs. Ca 0.87 £0.01 0.99 &+ 0.00 0.86 £ 0.00 0.98 £0.00 0.92 4 0.01 0.91 £ 0.00
Ca-vpvs. Ca 0.87 £ 0.02 1.00 £ 0.00 0.89 £ 0.00 0.98 £ 0.00 0.90 £ 0.01  0.90 & 0.00
Cy_vcvs. Ca 0.81 &£ 0.02 0.99 £ 0.00 0.87 £ 0.00 0.98 £ 0.00 0.90 &£ 0.00  0.89 & 0.00
Ca_gvs. Cy 0.84 £ 0.01 1.00 £0.00 0.88+£0.01 098 £0.00 0.92+ 0.00 0.91 £ 0.00
Ca-pvs. Ca 0.80 & 0.05 1.00 £ 0.00 0.85 £ 0.00 0.98 £ 0.00 0.90 £ 0.00 0.91 £ 0.00
Mp vs. Mps (MT) 0.80 £ 0.02 0.82 £0.01 0.78 £0.00 0.73 £ 0.02 0.81 &= 0.00 0.81 & 0.02
Mp vs. Mps (B) 0.81 £ 0.02 0.86 &= 0.00 0.86 + 0.01 0.84 £0.02 0.80 &= 0.00 0.91 £ 0.00

Mp vs. Mps (D) 0.76 & 0.00 0.86 = 0.01 0.80 £ 0.01 0.84 &£ 0.00 0.85 &£ 0.00 0.89 &+ 0.01
Mp vs. Mp> (P) 0.76 £ 0.05 0.87 £0.00 0.86 £0.01 0.80 £ 0.00 0.85 £ 0.00 0.89 £ 0.00
Mc vs. Mcn (GQ) 0.84 £ 0.02 0.84 +£0.01 0.81 £0.01 0.85£0.02 0.84 & 0.00 0.88 £ 0.00
Mc vs. Mcn (C) 0.74 £ 0.02 0.81 £ 0.02 0.75 £ 0.08 0.85 £ 0.01 0.79 £ 0.01  0.86 & 0.00
Mc vs. Mcny (MP) 0.82 £ 0.02 0.88 +0.01 0.82 4+ 0.08 0.84 +£0.02 0.84 & 0.01 0.89 £ 0.00
Mp vs. Mp, (MT) 0.79 £0.04 0.83 +£0.00 0.80 £ 0.01 0.81 = 0.00 0.84 £ 0.02 0.84 & 0.00

Mp vs. Mp, (B) 0.83 £ 0.02 0.87 £ 0.02 0.83 £ 0.01 0.84 £0.02 0.85 £ 0.01 0.85 & 0.00
Mp vs. Mp, (D) 0.79 £ 0.00 0.89 £ 0.00 0.82 £0.02 0.84 £0.02 0.87 £ 0.00 0.89 £ 0.00
Mp vs. Mp, (P) 0.80 £ 0.03 0.87 £0.01 0.88+£0.00 0.85+0.01 0.85+0.01 0.88+£0.01

Me¢ vs. Miy (G) 0.82 + 0.01 0.84 £ 0.01 0.83 £0.01 0.87 £ 0.00 0.86 &£ 0.01  0.87 & 0.00
Me¢ vs. Méy (O) 0.80 + 0.00 0.81 £ 0.06 0.84 £ 0.03 0.81 &£ 0.02 0.80 £ 0.00 0.83 £ 0.01
Mc vs. M&y (MP) 0.78 £0.04 0.88 & 0.06 0.83 £ 0.02 0.84 & 0.06 0.81 + 0.01 0.89 & 0.00
Average 0.84 + 0.07 0.90 £ 0.07 0.87 £ 0.06 0.89 £ 0.07 0.87 £ 0.06  0.90 & 0.05

Table A5: Concept Clarity results across all comparison experiments. We compute
the Clarity metric from SemanticLens [I2]. The best (highest) mean value per row is bolded
(ties bolded). No method has a clear advantage on the Clarity metric.

Comparison RDX KMeans TKSAE NMF SAE NLMCD

M35 vs. M, 0.94 +£ 0.04 093 £ 0.06 094 £0.03 094 +£0.04 0.90 + 0.08 0.99 + 0.01
Myg vs. My 0.96 + 0.03 0.93 £ 0.05 091 £ 0.06 0.91 £0.06 0.94 £ 0.09 0.99 £ 0.01
M35 vs. Mg 0.95 £ 0.02 094 £ 0.05 095+ 0.04 092+ 005 092+ 0.02 0.97 + 0.03
M, vs. M= 092 + 0.06 0.88 £0.05 087 +£0.04 091 +£0.05 091 £0.04 0.89 + 0.04
My vs. My, 0.94 +£ 0.03 0.89 +£0.05 0.89 £0.02 0.88+0.04 0.89 +£0.04 0.92 £ 0.05
Ca_s vs. Cy 043 + 0.04 045 4+ 0.04 044 +£0.03 041 +0.03 0.45 = 0.06 0.43 = 0.06
Cua_yp vs. Cy 0.43 +£ 0.06 0.45 + 0.04 042 £ 0.03 0.42 +£ 0.03 0.44 + 0.06 0.45 £+ 0.09
Ca_yc vs. Ca 0.48 + 0.06 0.45 £ 0.04 043 £0.03 0.41 +0.03 0.43 £ 0.05 0.45 + 0.04
Ca_g vs.Cy 0.43 £ 0.02 0.44 +0.04 042 £0.02 0.41 +£0.02 0.45 + 0.06 0.45 £+ 0.06
Ca_pvs.Ca 0.46 + 0.08 0.45 £ 0.04 044 +£0.03 0.42 +0.03 0.44 £ 0.05 0.44 + 0.08
Mp vs. Mpsy (MT) 0.40 +£ 0.06 0.42 + 0.04 0.38 £0.05 0.41 +0.03 0.36 = 0.04 0.39 £ 0.06
Mp vs. Mps (B) 0.49 + 0.05 0.50 &+ 0.06 0.50 £ 0.04 0.48 &+ 0.08 0.44 £ 0.05 0.45 + 0.05
Mp vs. Mps (D) 0.45 £ 0.05 0.50 + 0.05 0.45 £ 0.07 0.50 £ 0.06 0.42 + 0.06 0.43 £ 0.04
Mp vs. Mps (P) 0.48 + 0.12 0.47 £ 0.06 042 +£ 0.08 0.46 &+ 0.12 0.40 £ 0.05 0.45 + 0.09

Mc vs. Mcn (G) 0.41 £0.06 041 £0.04 042 +0.04 042+ 0.04 0.36 =+ 0.07 0.39 £ 0.04
Mc vs. Mcon (C) 043 £0.11 046 £0.11 045+ 0.12 0.46 & 0.08 0.39 £ 0.09 0.41 £ 0.07
Mc vs. Mcny (MP) 046 + 0.09 0.50 £ 0.08 0.49 £ 0.06 0.47 + 0.07 043 £ 0.09 0.44 £+ 0.07
Mp vs. Mp, (MT) 040 + 0.04 0.38 =£0.03 0.42 £ 0.06 0.41 + 0.06 0.37 & 0.03  0.38 & 0.04

Mp vs. Mp, (B) 0.44 £ 0.05 047 £0.05 0.49 +0.05 0.48 &£ 0.07 0.46 & 0.06 0.43 + 0.06
Mp vs. Mp, (D) 044 £ 004 048 £0.06 048 £0.06 0.50 + 0.07 0.48 £ 0.06 0.42 £ 0.03
Mp vs. Mp, (P) 0.46 £ 0.07 043 £0.05 048 £0.04 048 +0.09 0.42 £ 0.05 0.39 £ 0.06

Me¢ vs. Miy (G) 0.40 £ 0.06 0.38 £0.03 041 £0.02 0.45 + 0.06 0.39 &£ 0.06 0.36 = 0.03
Mc vs. Miy (C) 0.41 £0.05 045 £0.10 042 +0.09 045+ 0.11 0.40 £ 0.10 0.38 £ 0.06
Mc vs. Miy (MP)  0.49 £+ 0.08 0.52 + 0.08 0.48 + 0.06 0.50 £ 0.09 0.40 £+ 0.07 0.38 & 0.06
Average 055 £0.21 053 +£0.17 052+ 0.18 052 +0.18 0.49 £0.19 0.51 £ 0.20
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Table A6: Concept Polysemanticity results across all comparison experiments. We
compute the Polysemanticity metric from SemanticLens [I2]. The best (lowest) mean value
per row is bolded (ties bolded). No method has a clear advantage on the Polysemanticity
metric.

Comparison RDX KMeans TKSAE NMF SAE NLMCD

Ms3s vs. M, 0.08 £0.11 0.08 £0.10 0.07 =£0.05 0.08 &£ 0.11 0.12 £ 0.13 0.01 £ 0.02
Mg vs. M, 0.09 £ 0.07 0.08 £0.09 0.06 = 0.04 0.14 &= 0.15 0.09 & 0.14 0.00 £ 0.00
M35 vs. My 0.07 £ 0.04 0.07 £0.09 0.06 £ 0.04 0.11 &£ 0.13 0.09 £ 0.07 0.04 £ 0.07
M, vs. M= 0.06 + 0.05 0.11 £0.04 0.12 £ 0.05 0.12 &£ 0.07 0.11 &= 0.07  0.09 &+ 0.08
My vs. My, 0.11 £0.06 0.10 £0.05 0.10 &= 0.03 0.08 & 0.04 0.14 £ 0.08 0.08 £ 0.05
Ca_svs. Cy 0.38 £ 0.06 0.34 £ 0.05 0.38 £ 0.07 042 £ 0.06 0.35 £ 0.08 0.37 & 0.09
Ca_yp vs. Cy 0.40 £0.13 0.34 £0.05 040 &£ 0.06 0.40 &£ 0.07 0.39 £ 0.06 0.34 £ 0.10
Ca-yc vs. Ca 0.33 £ 0.10 0.35 £0.05 040 £ 0.09 0.38 £ 0.06 0.36 &= 0.06 0.34 &+ 0.07
Ca_pvs. Ca 0.35 £ 0.07 0.35 £0.04 0.38 +£0.06 041 4+ 0.07 0.34 & 0.07 0.38 £ 0.12
Ca-p vs. Ca 0.27 £ 0.10 0.35 £0.04 0.39 £ 0.08 0.39 &£ 0.06 0.38 & 0.08 0.37 & 0.12
Mp vs. Mpe (MT) 041 £0.06 0.39 £ 0.07 0.45 £+ 0.09 0.40 + 0.07 0.41 £ 0.06 0.38 &+ 0.10
Mp vs. Mps> (B) 0.30 £0.09 0.29 £0.08 0.29 £0.05 0.32 £ 0.09 0.37 £0.09 0.33 &£ 0.07
Mp vs. Mp> (D) 0.36 £ 0.07 0.31 £0.05 0.34 £0.07 0.32 &£ 0.08 0.34 &£ 0.07 0.36 £ 0.07
Mp vs. Mps (P) 0.32 £0.10 0.30 £0.07 041 £0.09 0.34 +£0.11 045 £ 0.11 0.39 £ 0.12

Myg¢ vs. Moy (G) 0.38 £0.08 041 £0.06 0.37 £0.07 037 +0.09 048 &£ 0.10 0.43 £ 0.10
Myc¢ vs. Mcn (C) 041 £0.12 039 +£0.12 038 £0.11 0.38 +£0.12 042 £ 0.10 0.43 £ 0.08
Mc vs. Meny (MP) 039 +£0.12 0.34 £0.12 0.34 £0.09 0.38 +£0.10 040+ 0.09 0.41 £+ 0.10

Mp vs. Mpy, (MT)  0.39 £ 0.07 0.40 £ 0.07 0.38 £ 0.10 0.39 £ 0.08 0.40 £+ 0.05 0.41 &+ 0.07
Mp vs. Mp, (B) 0.35 £ 0.06 0.30 £0.06 0.36+ 0.07 0.33 +£0.09 0.34 &£ 0.08 0.36 £ 0.06
Mp vs. Mp, (D) 0.36 £ 0.09 0.32 £0.08 0.32+0.07 0.34%0.09 036 %010 0.39 £ 0.09
Mp vs. Mp, (P) 033 £0.06 0.38+0.08 0.33+0.09 034%0.09 037=£008 044 +£0.14

Mec vs. Miy (G) 042 £0.11 046 £0.07 043 £0.05 0.38 £ 0.08 0.41 £ 0.09 0.47 £ 0.11
Me¢ vs. Miy (C) 044 £009 039 +0.13 038 £0.11 0.38+0.18 044 £ 0.11 0.51 £ 0.15
Mec vs. Méy (MP)  0.33 £0.11 031 £ 0.13 033 £ 0.06 0.30 £ 0.07 0.43 £+ 0.08 0.43 &+ 0.12
Average 0.31 £0.12 031 +0.11 033 £0.11 033+£011 0.35+0.12 0.34 £0.13
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Figure A11: Cluster Disagreement. We report how much concepts change under in-
distribution dataset perturbations (see Appendix . On the y-axis we plot the cluster
disagreement, which measures how much clusters disagree under in-distribution perturbations
of the dataset. Lower cluster disagreement indicates a higher concept consistency. RDX has
fairly low disagreement, indicating it generates reasonably consistent concepts under dataset
perturbations.

A.5 Concept Consistency Under In-Distribution Dataset Perturbations

Our aim in this section is to test whether concepts remain the same when there are in-
distribution changes to the data. While concept shifts are expected when the distribution
changes, a desirable property of concept extraction methods is consistency when the inputs
are changed, but the underlying distribution remains the same, e.g., uniformly adding
or removing images from a class to see if it is has any impact on the identified concept
differences.

To test this, we use four ImageNet-derived base datasets: Primates, Mittens, Buses, and
Doys (details in Table[AT1)). For each base dataset, we create two in-distribution variants
by (i) uniformly removing 20% of datapoints (-20%) and (ii) uniformly adding 20% more
datapoints sampled from the same classes as the base dataset (+20%). This yields 4 x 3 = 12
datasets: {base, -20%, +20%} for each of the four bases. On each of the 12 datasets, we
extract concepts for the DINO [6] vs. DINOv2 [43] comparison using seven methods: RDX,
KMeans, TKSAE, CNMF, NLMCD, SAE, and PCA. For the present analysis, however, our focus is
not on cross-model differences; instead, we assess how consistent the extracted concepts are
within a given base dataset across its in-distribution variants (base, —20%, +20%).

To measure consistency, we would like to compare how similar concepts are across the
different dataset variants. We represent each concept via a set of images that contain it.
Specifically, we convert each method’s output into a hard clustering over images, where
each cluster corresponds to a concept. For RDX, KMeans, and NLMCD we use their native hard
cluster assignments. For TKSAE, CNMF, SAE and PCA, which yield soft assignments, we assign
each image to the concept with the largest coefficient (argmax over concept activations).

For each base dataset, we compare clusterings across the three in-distribution variants using
the pairs: (base, -20%), (base, +20%), and (-20%, +20%). To make the comparisons feasible,
we restrict them to the intersection of images that are present in all three variants; after
filtering, each dataset contains 1200 images. We align clusters between dataset variants
using the Hungarian algorithm [3I] and report the cluster disagreement: the fraction of
images whose assigned clusters disagree after alignment. Lower values indicate higher concept
consistency.

Fig. summarizes the disagreement across all bases and pairs. SAE shows the highest
consistency, exhibiting almost no disagreement across dataset variations. RDX performs well,
maintaining low disagreement under in-distribution perturbations. In contrast, NLMCD, TKSAE
and CNMF display larger disagreement scores, indicating less stability. KMeans and PCA remain
relatively consistent as well.
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A.6 Discussion of Euclidean Distances

Fuclidean distances can sometimes be misleading in neural network representations
(see Sec. . In this section we discuss why RDX can still work despite this issue.

Many models have meaningful Euclidean distances in the final layer. Many
modern self-supervised models, like DINOv2 [43], have meaningful Euclidean distances in
the latent space as seen by their performance on KNN probing and linear probing (Table 4
in [43]). Additionally, the training recipe for most classification models is likely to result
in relatively meaningful Euclidean distances. Classification models are commonly trained
with a final linear layer and a cross-entropy loss. The final layer outputs logits that are
converted to probabilities using a function like softmax. These logits are not guaranteed to
have meaningful Euclidean distances, since scaling and translation do not affect the softmax
function, however, in order to minimize the cross-entropy loss they must have meaningful
relative Euclidean distances. In our experiments, we use the final layer in all experiments.
Impact of using the nearest neighbors ranking. It is unlikely that the nearest neighbors
for a given point have small Euclidean distances, but large distances on the manifold, since
we generally expect that representations are locally linear. Neighborhood distances and our
locally-biased difference function push RDX to seek out groups of points that are locally linear.
Notably, the non-linear dimensionality reduction technique Isomap [61] uses top-k nearest
neighbors to construct a graph and estimate distances along the manifold of the data. Our
locally-biased difference function is a soft version of the same idea.

B Additional Methods Description
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Figure A12: Locally Biased Difference Function. Here we visualize the locally biased
difference function described in Sec. On the x-axis we plot D'{, which is the normalized
distance in A. On the y-axis we plot D. Each panel corresponds to a different v value.
We analyze the v = 0.1 sub-panel in more detail. When D] is smaller than the distance in
D7 the difference value is negative, indicating by darker colors in the top left triangle half.
However, we can see that the same relative change does not result in the same difference
value. We mark two points in red on the plot. Both points represent the same amount of
change when comparing the distance matrices, D} — D] = 350. However, the difference
functions considers the change from 0 to 350 as more important (returns -1), whereas the
change from 350 to 750 is less important and (returns around -0.25). Thus, the difference
function reacts most strongly when highly similar items in A are considered less similar in
B. The « value adjusts how quickly the function saturates.

B.1 K-neighborhood Affinity (KNA) Pseudocode
Let Fa p € R"™" denote the full affinity matrix computed between all image pairs using

representatlons A and B. For a given spectral cluster C C {1,...,n}, we extract the
submatrix FA 5 € R™*" where r = |C|, by selecting only the rows "and columns of Fup
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corresponding to the indices in C. This subset of the affinity matrix FX p captures pairwise
affinities within the cluster and serves as input to the KNA-based selection procedure.

Algorithm 1 Selecting Image and Neighbors with Maximum KNA

Require: Cluster C = {x1,22,...,2,}, Subset of affinity matrix FXB € R"™ " Number of
neighbors k

Ensure: Image xyax and its k-nearest neighbors Ny ax

1: for each image z; in C' do

2 N; <+ indices of the k largest values in row Ali, ;]

3 KNA(z;) + ZjeNi Ali, 7]

4: end for

5: Tmax < argmax,, KNA(x;)

6: Npax < Ny

7

: return Toay, Nmax

max

B.2 Computing SemanticLens metrics

We compute the Redundancy, Clarity, and Polysemanticity metrics from SemanticLens [12].
These metrics were originally designed for analyzing concept explanations for a single model.
We measure Clarity and Polysemanticity for each concept as described in the original work.
However, we modify the Redundancy metric to better analyze concepts in the context of
model comparison. Rather than compute similarity between all concepts, we measure the
similarity between concepts from one model to the concepts of the other model.

Following SemanticLens, we use a generalist model, OpenCLIP [23], to analyze each concept k
via its explanation grid F} (see Sec. . We refer to the OpenCLIP image encoder as F.
Let Ej = {xk,;}:*, denote the set of images in the explanation grid for concept k. The
following equations are the same as those presented in SemanticLens [I2], with minor changes
to match the notation used in this work.

For each image z; € E), we obtain its OpenCLIP image embedding via
ki = Flag) € R, (3)
and collect them into

T n
V. = [UkJ Vg2 " ’Uk,nk] cR kXd. (4)

B.2.1 Clarity

The Clarity of a concept k is computed using the embeddings (Vi) of the images in its
explanation (E}j). The more similar the images within an explanation are to each other, the
clearer the explanation is. Cosine similarity, denoted s, is used to measure the similarity
between images.

[Vi|
Lorarisy (Vi) = miarn D 2 Scosl(Vias Vi) (5)
i=1 ji
Wl (||t sV vie 2 1 1
= Wl (HW X e llz - m) € w1l (6)

B.2.2 Polysemanticity

Polysemantic concepts are concepts that can be decomposed into two or more simpler
concepts. In SemanticLens, concepts are considered polysemantic if subsets of Ej can be
identified that result in diverging semantic directions. The metric is defined as

Toory (Vo Vi) = 1= Fatarsay ({ Zyey VI = 1ok }) | (7)
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where Vk(i) C Vi fori=1,...,his a subset of the embedded explanation images. Subsets are
discovered using KMeans with two clusters.

B.2.3 Redundancy

In the context of model comparison, we define redundancy as the similarity between concepts
derived from two models. Let A and B denote the models, and let VkA and VlB represent the
set of OpenCLIP embeddings corresponding to their respective concepts. In the following
equations, we use the mean concept embedding, denoted by VkA, to represent the mean
embedding of the k' concept extracted from model A. It is computed as:

_ 1 &
VA = - >V (8)
=1

where n;, denotes the number of images assigned to the explanation of the k" concept and
Vk’?i is the embedding of the i*" image belonging to that concept. We compute the cosine
similarity between mean concept embeddings as follows:

7A 7B 7A 7B (V& viP)

Lin(Vi5, Vi7) = Seos(ViO, V7)) = =5 — =5 — € [-1,1], (9)
VA2 VP12
We compute this value for each pair of concepts across the two models, resulting in a k x [
similarity matrix. To summarize this information into a single score, we compute the mean
of the maximum similarity values per concept, which we refer to as the redundancy score.
The maximum similarity for a concept is low when there is no similar concept from the
other model. Consequently, a low redundancy score indicates that the concepts from the two
models are less similar, a desirable property when seeking concepts that are unique to each
model.

A
1|V|

Ired(VA,VB) — W Z mjax {Isim(va; ‘713)} S [71> 1]; (10)
k=1

To obtain a symmetric measure of redundancy, we average the scores in both directions:

IZRWAVE) = 5 [Laa(VA V) + Laa(VP V)] (1)

DN =

B.3 Normalized Distance Variants

Here we describe two alternatives to neighborhood distances. Both variants start by com-
puting the pairwise Euclidean distance for each embedding matrix, resulting in D4 € R™*"
and Dg € R™"*".

Max-normalized Euclidean Distances. Each distance matrix is divided by the maximum
distance in the matrix, such that both D4 and Dpg are normalized between 0 and 1. Referred
to as RDX MN -

Locally Scaled Euclidean Distances. We compute a locally-scaled Euclidean distance
that has been shown to have desirable properties for clustering [71]. For each embedding
vector a;, this function scales the latent distances between a; and all other inputs a; by the

distance Di{“, where ay, is the 7th neighbor of a;. Referred to as RDXg.

BSR Variants. We also use these variants to compute the BSR metric. We refer to the
variants as BSRysn and BSRyg. BSR with no subscript uses neighborhood distances.
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Figure A13: BSR variants for RDX difference function variants. We compute BSR variants
for all RDX distance variants using each difference function. By default we use the locally
biased difference function, we denote experiments with the subtraction difference function as
RDX (Sub). We compute the BSR metric on the MNIST experiments. We see, that BSRy g
is a poor metric, thus we focus on BSR (neighborhood) and BSRj;n to assess the different
variants. See Appendix [B.6] for a longer discussion. Under all distance variants, we can see
that RDX with the locally biased difference function outperforms subtraction.

B.4 Difference Matrix Function Variants

Subtraction. The simplest approach to comparing the normalized distance matrices is
subtraction: B B
Gap=Ds— Dpg. (12)

If the distance between two inputs is small in D4 and large in Dp, it would result in a
large negative value in the difference matrix. If the distances are approximately equal in
both matrices, then it would result in a value near zero in the difference matrix. Therefore,
images considered similar in only one of the two representations would be identified by
large negative values in Gi{’ - Unfortunately, subtraction can be sensitive to imperfect
normalization and/or large changes in already distant embeddings.

B.5 Difference Explanation Sampling Variants

PageRank. We rank nodes in the graph by their PageRank [44]. Let the node with the
largest PageRank be i. We select the |E| — 1 nodes corresponding to the |E| — 1 largest
edges with one endpoint at i. We remove these nodes from the pool and iterate until all m
sets of explanation grids (£) are sampled.

B.6 Results

In Fig. and Fig. we evaluate the different variants for RDX. We find that all RDX
variants perform better than baseline methods indicating that using both representations to
isolate differences is an effective strategy.

First, when comparing difference functions on known MNIST comparisons (Fig.[A13)), we see
a consistent advantage for the locally biased difference function. In all other experiments, we
use the locally biased difference function. Second, PageRank [44] sampling is slightly worse
than our spectral cluster and sample approach (Fig. . Third, we notice that BSRy g is a
flawed metric. One comparison direction consistently scores near perfectly while the other is
quite poor, indicating that distances are not comparable across the two representations. This
indicates that local scaling [71], is not appropriate when comparing across representations,
although future work may be able to modify it appropriately. Finally, when comparing RDX
to RDXp;y we notice that they perform reasonably similarly in the metrics. In Table |K_7[,
we show results for a comparison between Mss and M} under BSR and BSRy;y We can see
that RDX with neighborhood distances performs well under BSR, but worse on BSRy;y. In
contrast, RDX,;n performs well on both metrics. We visualize the explanations for these
methods in Fig. [AT5] While both methods have good explanations for M35 vs. M), we can
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Figure A14: BSR variants for RDX variants and baselines. We compute BSR variants for
several methods. We evaluate RDX variants with neighborhood distances (RDX), neighborhood
distances and PageRank [44] sampling (RDXpg), max-normalized distances (RDXpsn ), and
locally-scaled distances [71] (RDXrs). We compute the BSR metric with all three distance
function variants on the MNIST, CUB, and ImageNet/iNaturalist experiments (without
alignment). We see that BSRyg is a poor metric as all methods perform perfectly in one of
the two comparison directions, suggesting that the scaling technique does not make distances
across representations comparable. We focus on BSR (neighborhood) and BSR s x to assess the
different variants. First, we see broadly that RDX variants outperform all baseline methods.
Among them, RDX and RDX;; perform the best, although RDXj;n shows slightly greater
variance.

see that in the other direction the two methods differ significantly. RDX with neighborhood
distances is much more focused on the known difference than RDXj,. This is likely due to
the issue described in Sec. Thus, we use RDX and BSR with neighborhood distances for
the main experiments.

Table A7: Comparing RDX variants on M35 vs. M, under different BSR variants.

RDX(M3s, M) | RDXprn (Mss, M) | RDX(My, M3s) | RDX s (M, M3s)
BSR 0.80 0.86 0.82 0.88
BSRy/n 0.95 0.63 0.97 0.81
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RDX(Mss, M,,) RDXyyn (M5, M)

RDXyn (Mp, M35)

Figure A15: Comparing explanations using max-normalized distances vs. neigh-
borhood distances. (Row 1) Both RDX variants generate good difference explanations that
capture mixing that is unique to M35. (Row 2) RDX with neighborhood distances focuses
much more on the known difference with all three explanations showing cleanly grouped 3s.
In contrast, RDXj;n shows one group of 3s and two other groups unrelated to the known

difference.
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C Implementation Details

Table A8: Expected effects of “known” differences.

original label for flipped images.

Repr. ID Modification Expectation
MNIST dataset only contains 3, . L
S Mistakes on more challenging images.
Ms 5, and 8. Model checkpoint is Clusters have slight overlaps
from epoch 1, step 184 with 94% & ps:
MNIST dataset only contains 3,
My 5, and 8. Final model checkpoint Clusters have little to no overlap.
with 98%
M, None Baseline model with well-separated clusters.
My Labels for 5 are replaced with 3. 3s and 5s are mixed tpgether in the
representation.
Mg Labels for 9 are replaced with 4. 4s and 9s are mixed tpgether in the
representation.
Dataset includes horizontally
M, flipped images and uses the Will mix flipped and unflipped digits together.

Dataset includes horizontally
M- flipped images and uses new
labels for flipped images.

Horizontally flipped digits are separated into
new clusters.

Dataset includes vertically

concept.

My flipped images and uses the Will mix flipped and unflipped digits together.
original label for flipped images.
M ﬂ]')atase't includes vertically Vertically flipped digits are separated into
T ipped images and uses new
. . new clusters.
labels for flipped images.
Baseline model with organized
Cy None .
representational geometry.
C Remove the spotted wing Representational changes for images of birds
A-S : .
concept. with spotted wings.
Representational changes for images of birds
Cui_vB Remove the yellow back concept. with yellow backs.
C Remove the yellow crown Representational changes for images of birds
A-YC .
concept. with yellow crowns.
C Remove the eyebrow on head Representational changes for images of birds
A-E .
concept. with head eyebrows.
C. Remove the duck-like shape Representational changes for images of birds
-D

with duck-like shapes.

C.1 Model Training

Failures of Existing Methods on MNIST-[3,5,8] (Sec. [4.2).

We train a 2-layer

convolutional network with an output dimension of eight on a modified MNIST [32] dataset
that only contains the digits 3, 5, and 8 ((MNIST-[3,5,8]). The network is trained for five
epochs with a batch size of 128. We use the Adam [27] optimizer with the learning rate set
to le-2 and a one-cycle learning rate schedule. The global seed is set to 4834586. For the
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comparison experiment, we select a checkpoint at epoch 1, step 184 with strong performance
(Mg, 95%) and the final checkpoint at epoch 5 with expert performance (Mg, 98%).

Recovering “Known” Differences (Sec. . First, we train a 2-layer convolutional
network with an output dimension of 64 on several modified MNIST datasets. See Table [A§]
for modification details. The network is trained for five epochs with a batch size of 128. We
use the Adam [27] optimizer with the learning rate set to le-2 and a one-cycle learning rate
schedule. The global seed is set to 4834586 for all models. Models are evaluated on the
modified dataset that they were trained on. Second, we train a post-hoc concept bottleneck
model (PCBM) [70] on the CUB dataset [68] using the original procedure [70]. The model
backbone is a ResNet-18 [20] pre-trained on CUB from pytorchev [60]. The concept classifier
is from scikit-learn [47] and is trained with stochastic gradient descent with the elastic-net
penalty. The learning rate is set to le-3 and the model is trained for a maximum of 10000
iterations with a batch size of 64. For the comparison experiments, we eliminate a concept by
deleting the corresponding concept index from the predicted concept vector. The eliminated
concepts are provided in Table[A8 Models are compared on all images in the CUB train set.

Table A9: Models and their identifiers from the TIMM library.

Repr. ID Description Timm Library ID

Mp DINO vit_base_patch16_224.dino
Mpo DINOv2 vit_base_patchl4_regd_dinov2.1vd142m
M, CLIP hf_hub:timm/vit_large_patchl4_clip_336.

openai

hf_hub:timm/vit_large_patchl4_clip_336.
laion2b ft ini12k inlk inat21

MCN CLIP ft. iNat

Discovering “Unknown” Differences (Sec. . All models in this experiment were
downloaded from the timm library [64]. Details are available in Table

C.2 Alignment Training

To align representation A to representation B, we learn a transformation matrix Map €
R4 xda We randomly sample 70% of the embeddings in our dataset to train the transfor-
mation matrix. The other 30% are used as a validation set. The matrix is trained for 100
steps, with the Adam optimizer [27] with a learning rate of 0.001. We measure the CKA on
the validation set and keep the best transformation matrix.

C.3 Baselines

For the baseline methods we use the scikit-learn [47] implementations for PCA, NMF, and
KMeans. For CNMF, we use the pymf [63] implementation. For TKSAE (top-k sparse auto-
encoder), we use the Overcomplete repository [25]. Top-k SAEs use an overcomplete basis
of concepts, but zero all concept coefficients below the top-k coefficient values. In our
experiments, we use a basis of 50 concepts and set k = 3 or £ = 5 depending on the
experiment. The encoder for the TKSAE is a linear layer with batch normalization. It is
trained for 200 epochs with a batch size of 1024 or the maximum number of images. We use
a linear learning rate warmup over the first 10 epochs, after which the learning rate is fixed
at 0.0005. The model is trained with the Adam [27] optimizer. The sparsity coeflicient is
set to 0.0004. After training, TKSAE generates 50 concepts per model. In this work, each
method is evaluated on k concepts per model. To fairly compare TKSAEs, we only generate
explanations for the k concepts with the largest average coefficient. Note that coefficient
values for each concept are directly comparable because the magnitude of each concept
vectors is lo-normalized to 1. For SAEs, we use code that is adapted from [58]. The SAE has
a linear encoder, a relu activation and a linear decoder. Inputs are z-score normalized. It is
trained for 500 epochs with a batch size of 2000 or the maximum number of images. The
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dimension is set to the number of desired explanations (3 or 5 depending on the experiment).
We use a linear learning rate warmup over the first 10 epochs, after which the learning rate is
fixed at 0.001. The model is trained with the Adam [27] optimizer. The sparsity coefficient is
set to 0.0004. ForNLMCD [65] we use the publicly available official implementation. We modify
this implementation to accept a pre-computed embedding matrix for each model, allowing
us to use the same input embeddings for all methods. We use the default settings from the
original paper to generate clusters using HDBSCAN [39]. This results in an unspecified
number of clusters for each model. For a fair evaluation of NLMCD, we keep the k clusters
from A that had the lowest similarity score to clusters from B, since we are interested in
finding concepts unique to one of the two models.

For PCA, NMF, CNMF, SAE and TKSAE we generate explanations by sampling the |E| images
with the largest coefficients for each concept vector. For KMeans, we sample images closest
to the centroid of the cluster. For NLMCD, we follow the methodology proposed in the original
work and randomly sample |F| images from each cluster.

C.4 RDX Details

We sweep 7 on one comparison from each experiment group (see breaks in Table [A11]) and
select the value that results in the highest performance on BSR. We find that a « of 0.05 or
0.1 works well. We set 3 to 5 in all experiments.

C.5 Comparison Summary

A complete list of comparisons, the data used in the comparison, and the number of images
is available in Table [ATT] We choose to generate 3 explanations for all MNIST comparisons
and 5 explanations for all other comparisons. We choose 3 or 5 because we prefer a small set
of explanations for users to analyze. For all experiments, we use 3 x 3 image grids. In all
comparisons where images are from an existing dataset, we use images from the train split
because the train split is usually larger. Note that our method is training free and is not
impacted by the dataset splits. For the iNaturalist comparisons, 600 research grade images
are downloaded from the iNaturalist website [24] with licenses (cc-by,ce-by-nc,cc0). Images
are restricted to be a maximum of 500 pixels on the longest side.

C.6 Computational Cost

All experiments were conducted using on a machine with an AMD Ryzen 7 3700X 8-Core
Processor and a single GeForce RTX 4090 GPU with 128GB of RAM. In Table we
show the time taken for each method on the CUB dataset (5000 images). RDXpp uses
PageRank [44] to rank nodes for sampling and is slower. The time for SAE varies with the
model’s output dimension and the number of images. In this table, the model backbone is a
ResNet18 [20] and has an output dimension of 512.

Table A10: Runtime (in seconds) for selected XAI methods.

RDX RDXpr KMeans CNMF SAE PCA Classifiers

Time (s) 32.71 187.78 9.65 14.95 629.95 8.49 97.3

49



Table A11: Experimental settings where we report comparison name, dataset, number of
images, concepts, and gamma values. We name the comparisons using one direction, but
compare in both directions in all experiments.

Comparison Comparison Dataset Trlrllgn €] R]?yX-
Mg vs. Mg MNIST-[3,5,8] 500 x 3 3 0.05
M35 vs. M, MNIST 500 x 10 3 0.1
Myg vs. M, MNIST 500 x 10 3 0.1
Ms vs. My MNIST 500x10 | 3 | 0.1
M, vs. M- MNIST w/ hflip 250 x 20 3 0.1
My vs. My MNIST w/ vflip 250 x 20 3 0.1
Ca_gvs. Cy CUB 5000 5 0.1
Ca_yp vs. Cy CUB 5000 5 0.1
Ca_yc vs. Cy CUB 5000 5 0.1
Cu_gvs. Cy CUB 5000 5 0.1
Cy_pvs.Cy CUB 5000 5 0.1
Mp vs. Mpp (P) Primates-[gibbon, siamang, 5003 5 0.05

spider monkey] (ImageNet)

(MT) Mittens-[mitten, Christmas

Mp vs. Mp, stocking, sock] (ImageNet) 500x3 E 0.05
My vs. Mp, | (B) Pusesiolen e so0on ™ | s | 5| 0.5
Mp vs. Mps (D) Dg‘;%;ﬁ“gﬁ;%?e&ﬁjgﬁié tl)tahan 50x3 | 5 | 0.05
Me vs. Mox © Corziigit[srg‘i’gi’) Ravens] 50x2 | 5 | 0.05
M vs. Moy (G) Gators-[American Alligator, 500x2 5 0.05

American Crocodile] (iNaturalist)

(MP) Maples-[Sugar Maple, Red
Me vs. Moy Maple, Norway Maple, Silver 500x4 5 0.05
Maple] (iNaturalist)
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