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ABSTRACT

Fine-grained vision-language understanding requires precise alignment between
visual content and linguistic descriptions, a capability that remains limited in
current models, particularly in non-English settings. While models like CLIP
perform well on global alignment, they often struggle to capture fine-grained
details in object attributes, spatial relations, and linguistic expressions, with limited
support for bilingual comprehension. To address these challenges, we introduce
FG-CLIP 2, a bilingual vision-language model designed to advance fine-grained
alignment for both English and Chinese. Our approach leverages rich fine-grained
supervision, including region-text matching and long-caption modeling, alongside
multiple discriminative objectives. We further introduce the Textual Intra-modal
Contrastive (TIC) loss to better distinguish semantically similar captions. Trained
on a carefully curated mixture of large-scale English and Chinese data, FG-CLIP 2
achieves powerful bilingual performance. To enable rigorous evaluation, we present
a new benchmark for Chinese multimodal understanding, featuring long-caption
retrieval and bounding box classification. Extensive experiments on 29 datasets
across 8 tasks show that FG-CLIP 2 outperforms existing methods, achieving
state-of-the-art results in both languages. We will release the model, code, and
benchmark to facilitate future research on bilingual fine-grained alignment.

1 INTRODUCTION

Vision-language alignment models (Tschannen et al., 2025} |Chuang et al., 2025) have undergone
rapid evolution in recent years, driven by pioneering works such as CLIP (Radford et al.||2021)), which
introduced large-scale contrastive pre-training on image-text pairs and demonstrated remarkable
success in learning joint multimodal representations. These models excel at global alignment tasks
such as zero-shot image classification and image-text retrieval, forming the foundation for a wide
range of multimodal understanding systems (Zhu et al., [2025} Team et al., [2025a; |Li et al.| 2025a};
Wu et al., |2025; [Team et al., [2025b). Their ability to align visual and linguistic concepts without
explicit supervision has enabled strong generalization to diverse scenarios, including visual question
answering (Lu et al.| [2025; Wang et al.|[2025a), image captioning (Bai et al., |2025; [Li et al.| [2025b)),
and content-based retrieval (Zhang et al., [2024aj; [Wei et al.l 2024). However, their performance
often degrades on fine-grained understanding tasks that require discriminating between similar object
attributes, spatial configurations, or semantic distinctions. Such tasks demand precise alignment at
both visual and linguistic levels: visually, they involve recognizing objects, attributes, and their spatial
arrangements; linguistically, they require distinguishing between semantically similar expressions.
This performance gap stems from reliance on coarse-grained image-text pairs during training, which
encourages thematic alignment while failing to capture the fine-grained correspondences essential for
robust visual grounding or attribute recognition.

Several recent works have sought to address these limitations. Approaches such as FineCLIP (Jing
et al.l|2024)) and LongCLIP (Zhang et al.,|2024a) improve fine-grained understanding by incorporating
region-level signals or supporting longer textual inputs. FG-CLIP (Xie et al., 2025) significantly
advances the state of fine-grained modeling through large-scale data curation and attribute-based hard
negative sampling. On the language side, Chinese-CLIP (Yang et al.,[2022)) and R2D2 (Xie et al.,
2023) have laid the groundwork for Chinese vision-language alignment, yet they primarily focus
on short-caption retrieval and lack support for fine-grained or region-level tasks. The development
of fine-grained capabilities has thus remained largely confined to English, whereas Chinese models
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operate at a coarser semantic level. No existing framework unifies these directions, and there is a
notable absence of comprehensive benchmarks for evaluating fine-grained understanding in Chinese,
which hinders systematic progress in bilingual multimodal research.

To address these challenges, we propose FG-CLIP 2, a unified framework for bilingual fine-grained
vision-language alignment. Our training strategy employs a two-stage paradigm to progressively
refine model capabilities. In the first stage, we perform initial global alignment with both short and
long textual descriptions to capture coarse and detailed semantic content at the early phase of training.
In the second stage, we incorporate fine-grained learning objectives that improve regional alignment,
discriminative capability, and cross-modal ranking performance. To further refine the model’s ability
to distinguish similar region-level descriptions, we propose the Textual Intra-modal Contrastive (TIC)
loss, which learns from filtered hard negatives among high-similarity text pairs. FG-CLIP 2 is trained
on large-scale, high-quality bilingual datasets with careful curation, enabling strong performance in
both English and Chinese across diverse fine-grained vision-language tasks.

We further contribute a new benchmark suite to advance evaluation in Chinese multimodal under-
standing, featuring challenging tasks such as long caption image-text retrieval and bounding box
classification in Chinese that go beyond conventional short-text retrieval and assess fine-grained
comprehension more rigorously. Extensive experiments show that FG-CLIP 2 outperforms existing
models on 29 datasets across 8 vision-language tasks in both Chinese and English, demonstrating
powerful bilingual fine-grained vision-language alignment capability. To support future research and
real-world deployment, our model, code and benchmark will be made publicly available.

2 RELATED WORK

Vision-language alignment models trained on large-scale data, such as CLIP (Radford et al., 2021)),
EVA-CLIP (Sun et al.l 2023), SigLIP (Zhai et al.| [2023)), MetaCLIP (Xu et al.,|2024) and DFN (Fang
et al.,[2024)) have demonstrated strong zero-shot capabilities but primarily focus on global semantic
alignment and are often trained on English-only corpora. While these models serve as backbones for
downstream tasks including multimodal reasoning (Bai et al.}|2025)), open-vocabulary detection (Fu
et al.,[2025)), and segmentation (Cho et al., 2024} [Wang et al., 2025b)), their lack of fine-grained and
multilingual understanding limits broader applicability.

Recent efforts aim to improve localization capability and dense feature alignment through region-
level supervision. Methods like AlphaCLIP (Sun et al., |2024), UMG-CLIP (Shi et al.| [2024),
FineCLIP (Jing et al.} 2024), and FG-CLIP (Xie et al., 2025)) leverage bounding boxes or masked
regions to enhance local correspondence, while CLOC (Chen et al.,[2024a)), TIPS (Maninis et al.|
2025)), and SigLIP 2 (Tschannen et al., 2025)) introduce architectural or training enhancements for
richer feature generation. On the multilingual front, Chinese-CLIP (Yang et al.,|2022) and R2D2 (Xie
et al., [2023)) target Chinese understanding, and MetaCLIP 2 (Chuang et al., 2025) scales multilingual
data collection for broader language coverage. However, these works often treat fine-grained and
multilingual understanding separately, and none explicitly optimize both in a unified framework. This
gap inspires our work.

3 APPROACH

Figure([I]illustrates FG-CLIP 2, a vision-language model supporting Chinese and English. Our ap-
proach follows a two-stage hierarchical learning framework: the first stage establishes strong semantic
alignment by training on large-scale image-text pairs, each associated with both a short caption and
a long caption; the second stage extends this learning by incorporating region-level alignment and
fine-grained contrastive signals, enabling the model to preserve holistic scene understanding while
enhancing its ability to discriminate fine-grained visual-language correspondences in both languages.

3.1 ARCHITECTURE

We build upon the SigLIP 2 (T'schannen et al., 2025) dual-encoder framework, introducing key
adaptations for fine-grained understanding and bilingual alignment. For the text encoder, we extend
the maximum input length from 64 to 196 tokens to accommodate longer descriptions. We employ
the multilingual Gemma tokenizer (Team et al., [2024) with a 256K vocabulary. On the vision side, we
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Figure 1: Overview of the FG-CLIP 2.

adopt a data-adaptive resolution strategy: the target resolution is selected from {128, 256, 576, 784,
1024} based on the maximum image size per mini-batch, avoiding the stochastic sampling of SigLIP
2 and ensuring consistent training and inference behavior with minimal upscaling or downscaling.
Vision features are aggregated using a masked attention pooling (MAP) head (Zhai et al.| 2022)). We
implement three model variants (Base, Large, and So400M (Alabdulmohsin et al., |2023)) to evaluate
performance across different scales.

3.2 TRAINING OBJECTIVES

Our training proceeds in two stages. In Stage I, we optimize only the global alignment objective. In
Stage II, we jointly optimize five complementary objectives:

L = M Laiobal + A2 Lrgv + A3Legr + AaLemr + AsLric, (D

with fixed weights \; = 1.0, Ay = 0.1, A3 = 0.5, Ay = 0.4, A5 = 0.1, chosen to ensure stable
and effective multi-objective optimization. The following paragraphs detail each component. The
selection strategy for loss weights is detailed in Appendix [G]

Global Alignment Learning. We adopt the sigmoid loss from SigLIP (Zhai et al.| [2023)), which
treats image-text matching as a binary classification. For each image-text pair, similarity scores are
computed across all pairs in the batch, and logistic regression is applied to distinguish positive from
negative pairs. To enrich textual supervision, we include both original short captions and long captions
generated by Large Multimodal Models (LMMs). This dual-caption strategy provides complementary
signals: concise labels for global semantics and detailed descriptions for richer context.

Fine-Grained Visual (FGV) Learning. To enable sub-image alignment, we generate dense image
embeddings by introducing an additional self-attention module, circumventing the information
bottleneck caused by CLS-only pooling in SigL.IP 2. For each annotated region, we extract patch-level
embeddings and apply RolAlign (He et al.l 2017) to obtain region-specific features. Corresponding
text embeddings are derived from phrase-level descriptions aligned to each bounding box. The
regional contrastive loss encourages alignment between matched region-text pairs, promoting fine-
grained cross-modal understanding.

Fine-Grained Textual (FGT) Learning. Following FG-CLIP (Xie et al.,|2025), we leverage hard
negatives from the FineHARD dataset. Each positive region-text pair is paired with 10 semantically
similar negatives, constructed by perturbing key attributes (e.g., color, count, action) while preserving
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syntactic structure. The model is trained with a binary classification loss over the 1 positive and 10
negatives, encouraging the model to assign higher scores to the matched pair. This objective enhances
the model’s ability to discriminate subtle textual differences.

Cross-modal Rank Loss with Global Threshold Synchronization. We adopt the Cross-modal
Rank (CMR) loss (Zhang et al.l 2024b)) to enforce a margin between positive and hard negative pairs,
thereby strengthening the model’s discrimination of semantic boundaries. For a positive pair (I,T")
and hard negative T}, the loss is defined as:

Lemr = max (0,S(1,Ty) — S(I,T) + k) @
where S(-,-) denotes cosine similarity. At training step ¢, the margin 7, is synchronized globally
across all GPUs via all-reduce, where Bjjopa denotes the union of all local batches across GPUs:
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with S*=1(-,-) denoting similarities computed at the previous step. This design ensures stable and
consistent thresholding in distributed training.

Textual Intra-modal Contrastive Loss. While cross-modal alignment ensures image-text corre-
spondence, the text encoder itself often lacks sufficient discriminative pressure to separate semanti-
cally similar but distinct region descriptions, which is critical for fine-grained visual grounding. To
address this, we propose the Textual Intra-modal Contrastive (TIC) loss, which operates purely within
the text modality to sharpen the text encoder’s representation space. Given a batch of region texts, we
compute pairwise similarities and filter out pairs with sim > 0.95 to avoid over-penalization. The
top-10 most similar texts per sample are selected as hard negatives. The TIC loss is then defined as:

N
1
fre ==2 log : )
e ; ot 7 exp(S(T5, Tm))

where 7; denotes the set of filtered hard negatives for text T;. This encourages the text encoder to
assign lower similarity to hard negative pairs, thereby improving its ability to separate semantically
close but distinct region descriptions.

3.3 TRAINING DATA

In the first stage, we train on image-text pairs from diverse sources, with a particular emphasis on
enhancing semantic depth and linguistic coherence. For English, we adopt an enhanced version
of the LAION-2B dataset (Xie et al., 2025), where we augment the original short captions with
detailed long captions generated by LMMs. The original captions are often fragmented and contain
keyword stacking or irrelevant noise, making them insufficient for training models to understand
rich, compositional language. We retain original captions to preserve diversity of natural language
expressions, while simultaneously training on their enhanced long-caption counterparts. This dual-
caption strategy enables the model to learn from both concise, real-world descriptions and semantically
dense, contextually coherent narratives. For Chinese, we combine three datasets: Wukong (100
million pairs) (Gu et al.}[2022)), Zero (250 million pairs) (Xie et al., 2023)), and a large-scale in-house
dataset (500 million pairs).

In the second stage, we extend training with fine-grained region-text pairs to further improve spatial
grounding. For English, we use the FineHARD dataset (Xie et al.l 2025)), which includes 12 million
images, 40 million bounding boxes with fine-grained region descriptions, and 10 million hard negative
samples. For Chinese, we use an in-house dataset containing 12 million images. An overview of our
training datasets is provided in Table[A]in Appendix.

3.4 BILINGUAL EVALUATION PROTOCOLS

Existing multimodal benchmarks in English are diverse and well-established, covering a broad spec-
trum of vision-language tasks such as fine-grained object-level understanding (e.g., FG-OVD (Bianchi
et al.,|2024)), open-vocabulary object detection (e.g., LVIS (Gupta et al., 2019), COCO (Lin et al.,
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2014)), and image-text retrieval (e.g., Flickr30K (Young et al., |2014)), DCIUrbanek et al.| (2024))).
These resources enable comprehensive evaluation of model capabilities across different granularities
and semantic complexities. In contrast, Chinese multimodal datasets remain limited in scope and
diversity, with most focusing on short-caption retrieval tasks such as COCO-CN (Li et al., [2019)
and Flickr30k-CNA (Xie et al.|[2023)). Such benchmarks are insufficient for evaluating fine-grained
cross-modal alignment, particularly at the region level or with long, descriptive textual inputs.

To address this gap, we introduce a suite of Chinese evaluation benchmarks tailored for fine-grained
vision-language tasks. We first construct three long-caption image-text retrieval datasets: LIT-CN,
DCI-CN, and DOCCI-CN. These datasets support the evaluation of cross-modal alignment with rich
and descriptive textual inputs. We then present BoxClass-CN, a region-based classification dataset
designed to assess region-level vision-language alignment in Chinese.

LIT-CN integrates diverse sources: 15,000 images from AI-Challenger Caption (Wu et al., [2019)),
3,230 from MUGE (Lin et al.| [2021), and 20,000 from curated web images. All images are uniformly
re-captioned using Qwen2.5-VL-32B-Instruct-AWQ (Bai et al., 2025)), prompted to generate rich,
context-aware descriptions with an average length of 131 tokens. Images below 256x256 resolution
are filtered, resulting in 33,010 high-quality image-text pairs. DCI-CN is derived from the Densely
Captioned Images (DCI) dataset (Urbanek et al.l 2024), with English captions translated into Chinese
using the same LMM. The translations are validated by native speakers to ensure linguistic fluency and
alignment with the original semantics. Similarly, DOCCI-CN is constructed from the DOCCI (Onoe
et al.| 2024)) dataset, following an identical translation and validation pipeline.

BoxClass-CN is a region classification dataset that evaluates the alignment between image regions and
their corresponding Chinese textual descriptions. It complements existing Chinese benchmarks by
providing region-level supervision and serves as an evaluation suite for assessing models’ fine-grained
understanding of visual content. We construct this dataset through a scalable automated pipeline
based on the LAION-2B corpus (Schuhmann et al., [2022). We first sample 200,000 images and
generate detailed captions using a LMM (Hong et al.,[2024). These captions are parsed to extract
referring expressions, which are then localized using a pretrained object detector (Cheng et al.l [2024)
to produce bounding box proposals. Non-maximum suppression removes overlapping boxes, and
only those with region-text similarity above 0.15 (computed by FG-CLIP (Xie et al., 2025)) are
retained. Detected categories undergo semantic clustering and merging, resulting in 566 semantically
refined categories. These categories are translated into Chinese, and the final dataset consists of
24,221 images and 66,258 high-quality region-text pairs.

Together, these datasets provide a more rigorous and comprehensive assessment for bilingual vision-
language alignment models, supporting deeper evaluation of fine-grained understanding capability.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

The first stage is conducted on 160 x ASCEND 910B NPUs, and the second stage uses 16 xNVIDIA
H800 GPUs. We use three vision encoder configurations: ViT-B/16, ViT-L/16, and ViT-So/16,
initialized with SigL.IP 2 (Tschannen et al.l 2025) pre-trained weights. We employ the AdamW
optimizer with a learning rate of 1 x 10~° and a weight decay coefficient of 0.001. The momentum
parameters /31 and (3 are set to 0.9 and 0.98, respectively. A learning rate warmup strategy is applied
during the first 300 iterations for stability. To accelerate training, we employ Zero-2 (Rajbhandari
et al., 2020), CUDA TF32 precision, FlashAttention (Dao| 2023)), and BFloat16 mixed-precision
training. Batch sizes are set based on model size and training stage. In the first stage, the global batch
sizes are 61,440 for ViT-B, 30,720 for ViT-L, and 18,432 for ViT-So. In the second stage, they are
reduced to 4,096, 3,072, and 2,560, respectively. All models are trained for one epoch per stage.

4.2 LOCALIZATION TASKS

4.2.1 FINE-GRAINED UNDERSTANDING

We evaluate open-source image-text alignment models on FG-OVD (Bianchi et al., [2024)), a fine-
grained benchmark emphasizing grounding in specific local image regions. Each region is paired
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Table 1: Performance comparison on fine-grained understanding and bounding box classification
tasks using Top-1 accuracy.

Method Backbone Fine-Grained Understanding BBox Classification
Hard Medium Easy Trivial COCO® LVIS™®  BoxClass-CN>%

CLIP ViT-B/16  12.0 23.1 222 58.5 442 20.9 -
EVA-CLIP ViT-B/16  14.0 30.1 29.4 58.3 30.6 14.4 -
Long-CLIP ViT-B/16 9.2 18.4 16.2 51.8 36.7 18.2 -
FineCLIP ViT-B/16  26.8 49.8 504 71.9 48.4 233 -
SigLIP 2 ViT-B/16 249 46.5 48.7 85.0 534 20.6 57.9
FG-CLIP ViT-B/16  46.1 66.6 68.7 83.4 52.3 28.6 -
FG-CLIP 2 ViT-B/16  52.3 76.3 80.3 92.0 74.9 47.3 60.7
CLIP ViT-L/14 154 253 25.7 38.8 33.8 9.3 -
EVA-CLIP ViT-L/14 183 384 352 62.7 32.1 18.3 -
Long-CLIP ViT-L/14 9.6 19.7 16.0 39.8 35.6 10.4 -
FineCLIP ViT-L/14  22.8 46.0 46.0 73.6 54.5 225 -
SigLIP 2 ViT-L/16  24.1 47.1 474 84.1 54.7 259 56.6
CLOC ViT-L/14 - - - - 72.9 32.6 -
FG-CLIP ViT-L/14 484 69.5 71.2 89.7 63.2 383 -
FG-CLIP 2 ViT-L/16 ~ 55.5 71.5 83.1 92.5 74.0 41.9 68.6
Meta CLIP2  ViT-H/14  16.5 36.6 34.7 79.6 52.0 244 55.2
SigLIP 2 ViT-So/16  26.0 48.7 49.9 87.4 62.0 31.4 63.6
FG-CLIP 2 ViT-So/16  54.0 774 79.8 93.5 774 43.9 66.5

Table 2: Open-vocabulary object detection results on LVIS™""3! and LVIS. AP is reported across all
categories and frequency splits.

LvIgminival LVIS

Method Backbone AP AP, AP. AP AP AP, AP, AP
YOLO-World-L (Cheng et al.| 2024} YOLOVS-L 355 244 340 388 287 229 249 354
OWL-ST (Ye et al.|[2023} VIiT-B/16 344 383 - - 286 303 - -

DetCLIP v3 (Yao et al.] 2024} Swin-T 470 451 477 467 389 372 375 412
T-Rex2 (Jiang et al.| 2024} Swin-T 428 374 397 465 348 290 315 412
OV-DINO (Wang et al.|[2024) Swin-T 40.1 345 395 415 329 291 304 374
LLMDet Swin-T 447 373 395 507 349 260 30.1 443
GLIP (Li et al.]2022) Swin-L 373 282 343 415 269 171 233 364
Grounding-DINO (Liu et al.|2023b) Swin-L 339 222 30.7 3838 - - - -

OWL-ST (Ye et al.[2023) ViT-L/14 409 415 - - 352 362 - -

MM-GDINO (Zhao et al.|[2024) Swin-L 36.8 28.1 31.8 428 29.1 197 256 372
LLMDet Swin-L 51.1 451 46.1 566 420 31.6 388 502
LLMDet + FG-CLIP Swin-T + ViT-B/16  48.0 40.6 47.7 514 410 351 389 458
LLMDet + SigLIP 2 Swin-T + ViT-B/16 479 424 456 51.0 418 361 399 452
LLMDet + FG-CLIP 2 Swin-T + ViT-B/16 5.6 47.5 507 532 44.0 374 428 482
LLMDet + FG-CLIP Swin-T + ViT-L/14 505 41.9 493 53.1 43.1 370 413 477
LLMDet + SigLIP 2 Swin-T+ VIT-L/16 499 469 489 513 436 404 420 459
LLMDet + FG-CLIP 2 Swin-T+ ViTL/16  52.6 48.6 51.8 54.0 455 41.0 442 49.0
LLMDet + SigLIP 2 Swin-T + ViT-So/16  50.2 484 49.0 517 443 411 427 464
LLMDet + Meta CLIP 2 Swin-T+ ViT-H/14 522 505 51.1 535 445 417 429 476
LLMDet + FG-CLIP 2 Swin-T + ViT-So/16 53.1 50.8 523 542 459 421 44.6 49.0

with one positive description and ten synthetically perturbed negatives, forming a challenging
discrimination task. The benchmark comprises four subsets: trivial, easy, medium, and hard, arranged
by increasing linguistic subtlety between correct and distractor texts, requiring finer-grained reasoning
for accurate matching. Following FineCLIP (Jing et al.,2024)), we extract dense visual features and
use ROIAlign with provided bounding boxes to obtain region-specific representations. Similarity
scores are computed between region features and textual descriptions, with Top-1 accuracy used as the
evaluation metric. Results on the left side of Table [I]show that FG-CLIP 2 achieves significant gains
over prior models. This demonstrates its superior capability in distinguishing subtle visual-linguistic
correspondences, a key requirement for fine-grained understanding.
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Table 3: Comparisons on English image-level tasks, including long/short caption image-text retrieval,
and zero-shot image classification.

Method Backb ShareGPT4V DCI MSCOCO Flickr30k  IN-1K  IN-v2
ctho ackbone 1 o1 T=I IT T—I 1T Tl IST T—I  Top-l  Top-l
CLIP VIT-B/I6 782 796 455 430 518 327 822 621 684 619

EVA-CLIP ViT-B/16 905 855 419 412 587 416 857 712 74.7 67.0
Long-CLIP ViT-B/16 947 934 517 573 576 404 859 70.7 66.8 61.2

FineCLIP ViT-B/16 706 733 355 344 545 402 825 679 55.7 48.8
UMG-CLIP ViT-B/16 - - - - 647 51,6 914 786 - 66.5
FG-CLIP ViT-B/16  96.7 949 618 60.6 64.1 454 90.7 76.4 69.0 61.8
SigLIP 2 ViT-B/16  66.0 679 323 342 712 552 926 78.0 81.2 74.5
FG-CLIP 2 ViT-B/16 958 954 645 649 721 545 941 819 79.5 722
CLIP ViT-L/14 865 836 372 364 580 371 874 673 76.6 70.9

EVA-CLIP ViT-L/14 915 894 472 478 642 479 892 719 80.4 73.8
Long-CLIP ViT-L/14 958 956 442 525 628 463 900 762 73.5 67.9

FineCLIP ViT-L/14 734 827 40.1 462 - - - - 60.8 534
UMG-CLIP ViT-L/14 - - - - 689 546 934 831 - 71.6
FG-CLIP ViT-L/14 974 968 667 66.1 689 509 937 815 76.1 69.0
CLOC ViT-L/14 - - - - 748 544 - - 80.1 732
SigLIP 2 ViT-L/16 844 83.0 467 47.1 71.6 534 931 814 82.8 75.2
FG-CLIP 2 ViT-L/16 969 966 700 716 751 58.6 96.6 84.8 83.1 77.4
SigLIP 2 ViT-So/16  78.6 795 46.0 47.1 713 560 941 825 84.3 79.1

MetaCLIP2  ViT-H/14 939 892 530 502 668 477 919 770 81.7 75.7
FG-CLIP 2 ViT-So/l16 975 96.7 706 721 746 56.7 959 85.0 84.1 71.8

Table 4: Performance on Chinese image-text retrieval benchmarks, covering both long-text and
short-text settings. Results are reported in terms of Recall@1 (%).

Method Backbone LIT-CN DCI-CN DOCCI-CN Flickr-CNA COCO-CN
I-T T-—I I-T T-—I I-T T-—I I->T T—I I->T T—=I
R2D2 ViT-B/16 357 274 259 273 36.1 369  69.7 51.1 60.1 45.5
Chinese-CLIP  ViT-B/16 457 356  30.1 279 446 431 758 624 688 549
SigLIP 2 ViT-B/16 4.5 3.2 5.0 3.9 7.6 5.7 717 49.1 685 462
FG-CLIP 2 ViT-B/16 824 81.1 539 557 712 754 854 699 772 629
R2D2 ViT-L/14 483 333 356 342 495 463 788 60.0 69.6 52.7
Chinese-CLIP  ViT-L/14 48.6 389 314 327 497 508 829 696 743 599
SigLIP 2 ViT-L/16 16,0 136 139 134 25.1 242 766 512 716 513
FG-CLIP 2 ViT-L/16 8.3 859 604 622 776 819 903 75.0 828 66.5
SigLIP 2 ViT-So/16  16.3 11.2 134 120 250 213 784 517 720 50.7

Meta CLIP 2 ViT-H/14 772 67.6 538 521 738 772 893 722 80.1 63.1
FG-CLIP 2 ViT-So/16 87.6 863 627 651 79.7 840 915 772 832 68.1

4.2.2 BOUNDING BOX CLASSIFICATION

We evaluate zero-shot bounding box classification on COCO-val2017 (Lin et al., 2014), LVIS (Gupta
et al.,|2019), and our proposed BoxClass-CN dataset, following the protocol of (Xie et al.| [2025).
While the former focus on English category recognition within localized regions, BoxClass-CN
targets Chinese, enabling a bilingual assessment of fine-grained vision-language alignment. As shown
in the right part of Table[I} FG-CLIP 2 achieves state-of-the-art performance in both languages and
significantly outperforms all compared open-source models. These results demonstrate its robust
ability to align local visual content with semantic concepts across linguistic boundaries.

4.2.3 OPEN-VOCABULARY OBJECT DETECTION

To assess the impact of vision-language alignment models on open-vocabulary detection (OVD), we
adopt a training-free evaluation protocol that avoids biases from detector fine-tuning. Unlike prior
approaches (Wu et al., 2024) that require small-scale detector training on fixed categories, our method
directly leverages the zero-shot generalization of alignment models to calibrate confidence scores and
category predictions in the final OVD output. This allows for a cleaner analysis of the contribution
of image-text alignment to OVD performance. We adopt a fusion strategy that leverages the vision-
language alignment model to refine the class predictions and confidence scores of a pre-trained
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detector. Specifically, similarity scores from the alignment model are combined with the detector’s
original confidences via geometric averaging, enabling more semantically accurate and calibrated
open-vocabulary detection. We use LLMDet (Fu et al.,|2025) as the base detector and evaluate on
the challenging LVIS dataset (Gupta et al., 2019), which contains 1,203 categories. Categories are
split into frequent, common, and rare based on occurrence frequency, and AP is reported per group.
As shown in Table 2] FG-CLIP 2 combined with LLMDet achieves the best performance among
open-source methods, demonstrating strong practical utility and validating its superior generalization
in detection scenarios.

4.3 IMAGE-LEVEL TASKS

4.3.1 LONG/SHORT CAPTION IMAGE-TEXT RETRIEVAL

To comprehensively evaluate image-text alignment under varying linguistic complexity, we conduct
experiments on both short and long caption retrieval tasks. Short-text retrieval (Flickr30k (Young
et al.,2014), MSCOCO (Lin et al.| |2014)) assesses basic semantic matching, while long-text retrieval
requires fine-grained understanding of detailed descriptions and complex visual scenes. For short-text
retrieval, we employ the validation set of MSCOCO and the test set of Flickr30k, which are widely
used benchmarks for assessing image-text alignment models. For long-text retrieval in English, we
use the 1K subset of ShareGPT4V (Chen et al.,[2024b) and the full test set of DCI (Urbanek et al.,
2024) following the protocol of Long-CLIP (Zhang et al. 2024a). For Chinese, we evaluate on
LIT-CN, DCI-CN, and DOCCI-CN for long-text, and Flickr-CNA (Xie et al., 2023) and COCO-
CN (Li et al., |2019) for short-text. We employ the validation set of COCO-CN and the test set of
Flickr-CNA. These datasets cover diverse content and caption styles, providing a robust evaluation
of multilingual performance. As shown in Table [3]and Table d] FG-CLIP 2 achieves consistent
improvements across all settings, with particularly strong gains on long-text retrieval, highlighting
its superior capability in fine-grained vision-language alignment. Notably, FG-CLIP 2 outperforms
Meta CLIP 2 (Chuang et al.,|2025)), the current multilingual SOTA, on both language settings, despite
using a smaller ViT-L/16 backbone with 1.0 billion parameters compared to Meta CLIP 2’s 1.8 billion
parameter ViT-H/14. This highlights the effectiveness of our training paradigm in achieving stronger
performance with reduced model scale.

4.3.2 ZERO-SHOT IMAGE CLASSIFICATION

We evaluate zero-shot image classification on ImageNet-1K (Deng et al) 2009) and ImageNet-
v2 (Recht et al.l 2019) using standard prompts (Radford et al.,[2021). As shown in Table@ FG-CLIP
2 achieves competitive performance compared to SigLIP 2 (Tschannen et al.l 2025)), and outperforms
EVA-CLIP (Sun et al.,2023)), Long-CLIP (Zhang et al., 2024a), FineCLIP (Jing et al.| 2024), UMG-
CLIP (Shi et al} [2024)), and CLOC (Chen et al., [2024a)). This confirms that the improvements in
fine-grained alignment do not come at the cost of standard recognition accuracy, demonstrating a
well-balanced representation capability.

4.4 DENSE PREDICTION TASKS

We evaluate dense prediction through open-vocabulary segmentation, a task that requires models
to segment object categories beyond a fixed training set. We adopt Cat-Seg (Cho et al.| [2024) as
the base framework, trained on COCO-Stuff-164k (172 categories), and evaluate on datasets with
diverse category schemas: ADE20k (847 or 150 categories, denoted A-847/A-150), Pascal Context
(PC-459/PC-59), and Pascal VOC (VOC-20/VOC-21). As shown in Table[5] FG-CLIP 2 achieves
the best performance across models of various scales, delivering consistent improvements over the
baseline. This demonstrates its strong capability in enabling pixel-level generalization, crucial for
downstream dense understanding tasks.

4.5 LARGE MULTIMODAL MODEL TASKS

We empoly FG-CLIP 2 as a vision encoder in large multimodal models (LMMs) to assess its
compatibility and utility in advanced multimodal reasoning. We integrate FG-CLIP 2 into a standard
LLaVA-style LMM architecture, following the pre-training and supervised fine-tuning protocol of
LLaVA-1.5 (Liu et al] 2023a). Results in Table [ show that LMMs equipped with FG-CLIP 2
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Table 5: Performance on dense prediction tasks.

Model Backbone A-847 PC-459 A-150 PC-59 VOC-20 VOC-21
CLIP ViT-B/16 8.4 16.6 272 57.5 93.7 78.3
CLIPSelf ViT-B/16 10.1 - 29.7 553 - -

FineCLIP ViT-B/16 12.2 - 324 56.0 - -
UMG-CLIP  ViT-L/14 13.8 21.1 34.6 58.2 - -
FG-CLIP ViT-B/16 12.3 19.1 33.4 58.2 95.3 77.9

SigLIP 2 ViT-B/16 10.4 17.0 28.5 55.4 94.4 75.8
FG-CLIP 2 ViT-B/16 16.6 24.0 38.5 61.2 97.1 81.1
CLIP ViT-L/14 10.8 20.4 315 62.0 96.6 81.8
CLIPSelf ViT-L/14 13.6 - 34.9 59.1 - -

FineCLIP ViT-L/14 14.1 - 36.1 59.9 - -
UMG-CLIP  ViT-L/14 15.4 232 36.1 58.7 - -
FG-CLIP ViT-L/14 14.6 233 36.9 61.4 97.4 81.8

SigLIP 2 ViT-L/16 14.3 24.1 38.8 62.4 97.0 82.3
FG-CLIP 2 ViT-L/16 18.8 26.6 412 62.4 97.6 81.8
FG-CLIP2  ViT-So/16  20.0 27.5 42.2 63.3 97.8 83.2

Table 6: Comparisons on large multimodal model benchmarks.

RefCOCO MMBench-EN  MMBench-CN
Method GQA MMMU - TextVQA val testA testB dev test dev test
LLaVA-1.5 + CLIP 61.9 35.7 58.2 762 834 679 65.1 66.5 58.2 58.4
LLaVA-1.5 + SigLIP 2 62.0 37.0 56.6 795 844 739 662 64.8 58.0 57.2
LLaVA-1.5+MetaCLIP2 624 37.0 59.4 76.7 828 69.8 66.5 67.0 59.3 60.3
LLaVA-1.5 + FG-CLIP 2 64.0 38.1 62.0 849 898 795 67.6 66.5 60.5 614

outperform those using other open-source encoders, including SigL.IP 2 and Meta CLIP 2. This
indicates that the fine-grained and bilingual capabilities of FG-CLIP 2 effectively transfer to higher-
level multimodal tasks, making it a strong candidate for integration into next-generation LMMs.

4.6 ABLATION STUDY

As our training framework leverages global-level, region-level, and hard-negative data through
complementary learning mechanisms, we adopt a baseline model that incorporates global alignment
alongside fine-grained visual and textual learning. This allows us to specifically evaluate the impact
of the Cross-modal Rank Loss with Global Threshold Synchronization (Lcug) and the Textual
Intra-modal Contrastive Loss (Ltic). As shown in Table removing Lryc leads to a 4.8-point drop
in COCO Top-1 accuracy (to 70.1%) and a decrease in FG-OVD Hard performance from 52.3% to
51.6%, confirming its critical role in distinguishing semantically similar texts. Removing Lcymr also
degrades performance, with FG-OVD Hard falling to 50.9%, indicating its importance in cross-modal
alignment. When both losses are removed, COCO Top-1 drops sharply to 62.7%, demonstrating
their complementary benefits. The full model achieves consistent gains across all tasks, especially
in bounding box classification and fine-grained understanding, validating the effectiveness of our
proposed training objectives. Additionally, visualizations demonstrating the semantic separability
improvement from TIC loss are provided in Appendix

To examine how different data compositions affect the model’s bilingual capability, we conduct an
ablation study comparing two variants trained under identical settings except for the data used in the
second stage: one uses English-only data, while the other uses both English and Chinese data. Results
in Table [§]show that the bilingual variant not only achieves higher accuracy on Chinese benchmarks
but also consistently improves performance on English-only evaluation sets, confirming a mutually
promoting effect between the two languages.

5 CONCLUSION AND LIMITATIONS

In this work, we present FG-CLIP 2, a bilingual vision-language model that advances fine-grained
understanding for both English and Chinese. Our two-stage training paradigm progressively re-
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Table 7: Ablation study results for the training objectives of FG-CLIP 2.

Method Flickr30k  ImageNet-V2 coco¥ FG-OVD
I-T T—I Top-1 Top-1 Top-5 Hard Medium Easy Trivial
FG-CLIP 2 94.1 819 722 749 957 523 76.3 80.3 92,0
w/o Lomr 933 819 72.1 740 949 509 75.1 718 935
w/o Lric 93.7 818 72.1 701 948 516 75.1 791 921
w/o Lomr, Lnic 93.5  81.6 72.0 627 934 517 76.0 716  90.7

Table 8: Ablation study on data Composition for bilingual capability. FG-CLIP 2* (marked with *)
uses English-only data in the second stage, while FG-CLIP 2 uses both English and Chinese data.

DCI MSCOCO  DOCCI-CN  Flickr30k-CNA coco Fine-Grained Understanding
Method I-T T-I I-T T—I I-T T—I I-T T—I Top-l1 Top-5 Hard Medium Easy Trivial

FG-CLIP2* 644 647 714 545 578 586 845 68.0 71.3 952 522 75.9 80.1 91.0
FG-CLIP2 645 649 721 545 712 754 854 69.9 74.9 95.7 523 76.3 80.3 92.0

fines alignment by leveraging both short and long captions, region-text supervision, and multiple
discriminative objectives, including the proposed Textual Intra-modal Contrastive (TIC) loss to
better distinguish semantically similar descriptions. Trained on large-scale, high-quality English
and Chinese datasets, FG-CLIP 2 achieves superior performance across 29 datasets and 8 tasks,
demonstrating strong bilingual generalization. To advance evaluation in non-English settings, we
introduce a new benchmark for Chinese multimodal understanding with challenging tasks such as
long caption image-text retrieval and bounding box classification. We release the model, code, and
benchmark to support future research in bilingual fine-grained vision-language understanding. In
future work, we will focus on extending the model to handle longer textual inputs and explicitly
model relational structures among objects, enabling richer fine-grained multimodal understanding.

ETHICS STATEMENT

This submission adheres to the ICLR Code of Ethics and Code of Conduct. In this study, no human
subjects or animal experiments are involved. All datasets are sourced in compliance with relevant
usage guidelines, ensuring no violation of privacy. No experiments conducted in this work pose
risks to privacy, security, or societal well-being. We are committed to maintaining transparency and
integrity throughout the research process.

REPRODUCIBILITY STATEMENT

We have made every effort to ensure that the results presented in this paper are reproducible. The
source code is included in the Supplementary Material, and trained model weights are provided via
an anonymous repository to support independent verification. The experimental setup, including
training steps, model configurations, and hardware details, is described in detail in the main paper
and supplementary sections. We believe these measures will enable other researchers to reproduce
our work and further advance the field.
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A TRAINING DATA DETAILS

Table [A] summarizes the datasets used in our two-stage training pipeline.

Table A: Overview of the training datasets used in two stages.

Data Type  Dataset Language Size
LAION-2B-enhanced English 1.6B

Imace-text Wukong Chinese ~ 100M
& Zero Chinese  250M
In-house Data Chinese 500M

FineHARD English 12M

Region-text In-house Data Chinese 12M

B OPEN-VOCABULARY OBJECT DETECTION EXPERIMENTAL DETAILS

In our experiments, we adopt LLMDet as the base open-vocabulary object detection model. Its output
consists of bounding boxes, each associated with a predicted category and a confidence score. To
improve category accuracy, we recalibrate these predictions using vision-language alignment models,
such as FG-CLIP 2, without modifying LLMDet’s parameters.

For each detected bounding box, we extract its visual feature by applying Rol-Align on the dense
ViT feature map produced by FG-CLIP 2. We also encode all candidate category names into text
embeddings using the same model. We then compute the cosine similarity between the region’s visual
feature and each category’s text embedding, followed by Softmax normalization to obtain a category-
wise alignment similarity distribution. To produce the final prediction, we combine LLMDet’s original
confidence score with FG-CLIP 2’s normalized similarity score through a weighted multiplicative
fusion. The resulting fused score reflects both the detector’s localization confidence and the alignment
model’s semantic relevance. We then select the category with the highest fused score as the final
predicted class, and assign the corresponding fused value as the final confidence output.

This approach leverages FG-CLIP 2’s fine-grained understanding to recalibrate LLMDet’s predictions
across the entire category space. It ensures that categories with strong semantic alignment but initially
low detection scores can still be correctly selected if their fused confidence is highest. This global
recalibration significantly improves performance on novel categories, while maintaining compatibility
with the original detector’s structure.

Table B: Detailed parameters for training with Cat-Seg.

Parameter name Value Parameter name Value
Text Guidance Proj Dim 128 Min Size Train 384
Appearance Guidance Proj Dim 128 Min Size Train Sampling Choice
Decoder Dims [64, 32] Min Size Test 640
Decoder Guidance Dims [256, 128] Size Divisibility 384
Decoder Guidance Proj Dims [32, 16] Format RGB
Num Layers 2 Dataset Mapper Name Mask Former Semantic
Num Heads 4 Images Per Batch 8
Hidden Dims 128 LR Scheduler Name Warmup Cosine LR
Pooling Sizes [2,2] Base Learning Rate 0.0002
Feature Resolution [24, 24] Max Iterations 80,000
Window Sizes 12 Backbone Multiplier 0.0
Attention Type Linear CLIP Multiplier 0.01
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C DENSE PREDICTION TASKS EXPERIMENTAL DETAILS

We adopt Cat-Seg (Cho et al., [2024) as the base model for open-vocabulary segmentation, which
supports plug-and-play integration of various image-text models. A unified training configuration is
used across different ViT backbones, with detailed hyperparameters provided in Table [B]

D VISUALIZATION OF SEMANTIC ALIGNMENT CAPABILITY FOR DENSE
VISUAL FEATURES

We present the alignment capability of FG-CLIP 2 between dense visual features and text in both
Chinese and English contexts. The results are shown in Figure [A] where warmer colors indicate
higher similarity between image regions and the matched text. Compared to the previous version,
FG-CLIP 2 supports denser visual feature output and achieves strong bilingual semantic alignment
and fine-grained perception capabilities.

E EXAMPLES OF CHINESE LONG CAPTION IMAGE-TEXT PAIRS

In Table[C|] we provide examples of long caption image-text pairs from the LIT-CN dataset, covering
diverse scene categories such as indoor, outdoor, animals, products, and buildings. These captions
not only describe fine-grained subject attributes (e.g., appearance, posture, spatial layout), but also
detail the surrounding context, reflecting the dataset’s semantic richness and descriptive complexity.

F BOXCLASS-CN CATEGORY SCHEMA AND EXAMPLE EXPLANATION

Table and[D.2] provide the complete list of categories in the BoxClass-CN dataset, separated by
commas. We further present some examples from BoxClass-CN in Figure [B]

G HYPERPARAMETER ABLATION STUDY

In addition to the global alignment learning objective, our model incorporates four auxiliary losses:
Fine-Grained Visual Learning (FGV), Fine-Grained Textual Learning (FGT), Textual Intra-modal
Contrastive Loss (TIC), and Cross-Modal Rank Loss (CMR). The weights for these losses are set
using a sequential tuning strategy: starting from the base model trained with only the global alignment
loss, we introduce each auxiliary loss one at a time, tune its weight while keeping previously added
losses fixed (and excluding any future ones), and selected the value that yields the highest average
performance on the validation set.

The figure [C|shows the average performance curves over different hyperparameter values for each
loss, where the average is computed across several representative evaluation tasks: DCI, MSCOCO,
DOCCI-CN, Flickr30k-CNA, Bbox Classification (COCO®), and Fine-Grained Understanding.

H EXAMPLES OF BILINGUAL TRAINING DATA

We present examples of the Chinese and English training data in Figures D] and [E} respectively.

I VISUAL ANALYSIS OF THE TEXTUAL INTRA-MODAL CONTRASTIVE LOSS

We conduct an embedding visualization comparing text representations with and without the TIC
loss. As shown in the visualization at Table [E.T]and Table[E.2] when TIC is enabled, semantically
similar but distinct phrases become better separated in the embedding space. This suggests that TIC
indeed enhances semantic separability among fine-grained textual descriptions.
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Figure A: Visualization of FG-CLIP 2’s dense feature maps and semantic alignment capability in
bilingual scenarios.
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998 Figure C: The average performance curves over different hyperparameter values for each loss.
999
1000
1001
1002
1003 B
---------long caption---------
1004 S PER 0 4 — B SR KR S, TG R — B RTRF STOU ARG I0 (AR, SRS, ke LR,
ERHIBIT, ARTEE— SR Ui 0. AL P BTSSR, I PR SR T e T L2 ST 4 s R 0B«
1005 WREDWY, AARRTNEE, SRt AFDCIR. KA RE . R R I T, oA
SR T — AR 5 5 . A T DL B — BRI T OB, ST B 1 S B, 5 T AR RO Bt
1006 WMo MK, RHA O MO, TR 07T A7 I PO, PR FLIIZE . Rk B RN B 4 4
1007 FESRE, AOURBLT GBS A, i T R S AR AR . s A, & AT S %5 A
RHIRIIEAE . UGS — R, (55 5RO &, BEAELT T RS0 e S TR, AT KE
1008 SRR B SR
---------short caption---------
1009 BTN AT L 0 R B R I 2 K 3 —
--------- region caption---------
1010 BT TR MRS, A2 RBRBAIE K BT,
region caption---------
1011 AR B R, 7 T M 5L
————————— region caption---------
1012 TR
1013
---------long caption---------
1014 BHEEHR I — A A S — (L TR TSNS . IR IRBER A TE2E G P T2 A i 0 o 0 22
1015 AR, BRSO 7:01, W AT AT AUBERT Bk o 00 9 T (EREM IR . SUH E AR — e RS,
WA T ARSI % T R T D Bl PS, BB 2, U BB, LA LR
1016 GG, BT I AT . SRR K. R ORI, A, AR, KRR A
B SIER. B AU, R A TR ERCT R AR RALEE, T ME A A R
1017 b, FIUHLTE, BN TR . LAk A TRNFEOCE, THRRERTRPAZ AL, WANENBARE. &
AR B — R, B B T E A AT R A0 AR
1018 ------——-short caption---------
WS : — LA A % B T T AR KRB ATF L, BN AR L
119 region caption---------
B, B IR R A 7:01
120 region caption---------
1021 — LB RIS . A IR A TEAE B M 45 A i T
--------- region caption---------
1022 —AAE, ETHERGE AR, UR—HAR, LA R R R
1023 . . ..
1024 Figure D: Example of Chinese Training Data.
1025
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---------long caption---------

The image presents a bedroom scene centered on a large bed with a tall, uphol. d headboard. The headboard is light brown and
has a smooth texture without any visible patterns. Two reading lights are mounted on the wall on each side of the headboard,
extending outward with a flexible arm and a small light at the end. These lights are positioned at a height that seems suitable for
reading. The bed frame is also light brown and has a contemporary design.. . On the bed, there is a white duvet and a couple of
pillows, with one of them being a smaller pillow that matches the color of the reading lights, and the other being a larger pillow that
appears to have a different color, possibly a neutral tone. At the foot of the bed, there is a small wooden side table with a black metal
frame, which has a minimalistic design with a flat surface and a single visible drawer. The table's color palette includes brown and
black, complementing the overall room tones.. . The lighting within the image is not discernible due to the lack of shadows or
highlights that could indicate a specific light source. Instead, the room appears to be lit by ambient light that creates a soft glow,
giving the space a cozy atmosphere.. . The style of the image is a photograph. The edges and shadows suggest a natural light source
and the clarity of the objects points towards a high-resolution image captured by a camera.

---------short caption---------

Modern bedside table in a simple style in the hotel room — metal furniture

--------- region caption---------

a small wooden side table with a black metal frame which has a minimalistic design with a flat surface and a single visible drawer
————————— region caption---------

a white duvet and a couple of pillows with one of them

a smaller pillow that matches the color of the reading lights and a larger that appears to have a different color

--long caption---------

mage depicts an aerial view of an oil rig's platform. In the foreground, there is a worker engaged in an activity on the edge of
the platform, wearing safety gear such as jeans, a yellow hard hat, knee pads, and brown work boots. The worker appears to be
suspended or working at height, secured by a safety harness and other equipment. The rig's infrastructure is comprised of metal bea
ms, pipes, and various work platforms.. . The background reveals a large body of water, which could be the ocean. On the water's
surface, there is a green helipad with a circular symbol, suggesting that this is a designated area for landing helicopters. The helipad
is connected to the rig by a walkway. The weather appears to be clear, with bright sunlight casting shadows on the structure of the
rig. The image is taken from a high vantage point, looking downwards towards the worker and the rig's platform, highlighting the
scale and complexity of the offshore oil operation.. . The style of the image is a high-resolution photograph, capturing the intricate
details of the industrial setting. There are no people or characters other than the worker, so there are no emotions to convey. The
description is factual and does not include any subjective interpretations or personal opinions about the image.

An overhead view of the legs and harness of an industrial painter suspended from the underside of an offshore rig derrick, high
above the deck below.

a worker engaged in an activity on the edge of the platform wearing safety gear such as jeans a yellow hard hat knee pads and brown

work boots
————————— region caption---------
a circular symbol suggesting that this is a desi d area for landing helicopters

a high vantage point looking downwards towards the worker and the rig's platform highlighting the scale and complexity of the
offshore oil operation

Figure E: Example of English Training Data.
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Table C: Examples from LIT-CN.

XK E R T — iR NS TSR ORI K, K B LA . iR R,
A NAEVDHE B 5502 —HH BRI @R, BRI O, BOMKE, @FREGA LT
R . FUGTT R E R AL, LT A AR IR s R 2. R, RBUHRIE G,
WHWERRE. BREESN—FhT. SRR .

(This image depicts a seaside town. In the foreground is shimmering water with several rocks scattered across
the surface. Along the shore lies a stretch of sandy beach, where a few people are engaged in activities. In the
background stands a row of softly colored buildings in shades of light yellow, pink, and beige, featuring
Mediterranean-style architecture. Behind the buildings are gently sloping hills covered with green trees,
crowned by an ancient castle or fortress at the summit. The sky is clear and pale blue, with no noticeable clouds.
The overall scene conveys a sense of tranquility and relaxation.)

KR E RN T — AR5 5. B SR P A PORAR T “LOUIS LAFON”F AR L0, & LEf
“QUALITE SELECTIONNEE” 7, LUK [X MBI B A5 N 2 . PRI SR A IR AL G i ot «
SHINFRIIE — ARG, A AL, DLR P R RS LL I KB WA . 8 S ] DUE B — AR B
S, S AR — /N0 AR A — A S AT R . BB SOMR G, RIBETRE, X
TR T, UASRaR AL, T,

(This image presents a scene featuring a selection of red wine. In the foreground are two bottles labeled
"LOUIS LAFON," with inscriptions including "QUALITE SELECTIONNEE," as well as information about the
region and winemaking details. Both bottles are sealed with deep red wax closures. Beside them sits a decanter
containing some red wine, along with two clear glasses filled with the wine. In the background, a light gray
tabletop is visible, on which a small pink floral arrangement and a yellow lemon are placed. The overall
background is light-colored, emphasizing the foreground objects. The style is simple and clean, focusing on the
physical presentation of the items with no elaborate decorations.)

Kok E R R TR SRR, TR B ER e, MR A HEr . kA
SREPIE, BRI A MBS ERRESc. PRSI, AR, LR EB R . R
BOMRILR e, IR AREUHENE. BRGuSTE Ak b, BB AR, BAREAIT.

(This image shows two blue-and-gold macaws. Their feathers are predominantly bright blue, with yellow
plumage on the chest and belly. The head features green feathers, and the area around the eyes has white and
black markings. The two birds are facing each other, their beaks touching, appearing to interact or communicate.
The background is a blurred green, likely representing trees or foliage. The parrots are perched on a wooden
branch, positioned naturally, conveying a sense of closeness and friendliness.)

RiKE R T — R FREEEERIT-BERRS . BERIIRR, daBm&mess T2, o
JiKiE 0T, G AR, B A e, RIS etk TR IR A LA Tl
RIGHEHOCPE, A BRI, TR S, AP ETMEE L. Wk @k, 48k
TR S PR B EAGKI . BEMPIRSELK L, TR E BE 8. Bk
S AR T A AT R .

(This image features a close-up of a hand holding a metal filigree maple leaf bookmark. The bookmark is
shaped like a maple leaf and crafted with intricate metal openwork artistry, showcasing clearly defined veins
and serrated edges. It is primarily golden in color, with its surface reflecting subtle highlights. The fingers hold
the stem of the bookmark, and the nails are painted red with a slight sheen. The background of the hand is softly
blurred, keeping the focus on the hand and the bookmark. The backdrop is a white sheet of paper with a pink
stripe along the bottom, likely part of a book cover or decorative paper. The shadow of the bookmark is cast
clearly onto the paper, matching its shape. The overall scene conveys fine craftsmanship and the natural beauty
of a maple leaf form.)

B s AT NAERGA I B ATSPA  E A A2 B 5 KRR AR, LA (g
MO . R ELE - BOa, FhsEg -Haangos, SRR 5
RO A AR B OOk, TS KR, LSS IE, T A AT
J7o WEHA BRI, B e AR, ORI AR, B A RO SR
T, b R skt Al LUE RIS @ SRR AN — AL AR BRI S
MTE RS, B R,

(The image depicts a scene of pedestrians by the roadside. In the foreground, there are two main figures: one is
a woman wearing a long black trench coat, white sneakers, and red glasses. She carries a black bag over her
shoulder and holds a white cup containing a beverage, with a serious expression on her face. The other figure is
a traffic police officer dressed in a blue and white uniform and wearing a white helmet. He stands upright,
facing forward, holding a sheet of paper-like object in his left hand. In the background, there is a tree with green
leaves and some yellow, withered foliage, suggesting that the season may be autumn. A gray metal railing runs
along the roadside, and fallen leaves are scattered on the ground. In the distance, a green building wall and
another pedestrian wearing a red jacket can be seen. The overall setting is an outdoor street-side environment
with natural lighting.)

RIKE TR T A=A S, RRETE . iR NGRS A A,
FURE T RO T . WREE IKEHEIERIL, 2%) LR IR R ), BR

I, 55—l O EM AN = AIEE S, W PIRIR G W T R

4, WSO, FREE -RFEAK M. b AE R AU R, AV RALLER

AR S OB HER AL Sy 6, A TR, BRI IR Ry T, K

AT L9 o T o 50 ST B 1 i R B R

(This image depicts an indoor scene, specifically a part of a living room. In the foreground is a light-colored
sofa adorned with brown and blue cushions, accompanied by a blue blanket placed beside it. Adjacent to the
sofa stands a transparent glass coffee table, on which several books and a potted green plant are arranged,
contributing to a clean and modern aesthetic. In the background is a triangular window fitted with white blinds,
flanked by dark curtains on both sides. Above the curtains, a thin cord with golden ring attachments runs across,

from which hangs a minimalist pendant lamp. The floor is covered with a black-and-white geometric-patterned
rug. In the corner, a white decorative stool and part of a picture frame with a gold trim are visible. The walls are
white, accented with simple linear details, and the overall color palette consists mainly of neutral tones,
reflecting a sleek and sophisticated style. There is no text or special lighting effects in the image.)
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Table D.1: All categories in BoxClass-CN, grouped and displayed by ID (1-300).

id:1-100

HEARM, B, 1O, 18, BEAR, R, W, 64T, W, R, W, T, Kbk, Bk, 8T, RE W
HAT%, WM, k&, WY, 9ig, BT, Bk, dek, 4gok, Sk, mEL, TRk, KRB, KWE BT, R,
WEA, W, HI, R, RUER, AZiERN, D8, R, kA, FTOR, dmEs, 2R, B, ek,
TR, B, ok, Y, RS, MK PHEL R, BE, Kk, 6k, KRN, B3, MR, BT, MiE fS
R, RE, KRR, T, b, By, RIE, W4, BT, RE, BT, AR, WIS, MWE, B, W, DA,
Wk, @RFA, WR, HIRGG WO, W, =M%, B, R, RN, T, BT, OB, 10, EwmR, Wi,
RESR, BB, KBHBEN

Dress, desk, vase, flower, wallpaper, chair, nail polish, table lamp, petal, bed, shirt, bottle, sofa, microwave, bag, glasses, boots,
bicycle, action figure, helmet, plant, bow tie, blanket, tape, pillow, paper, tie, pendant, necklace, sunglasses, pants, house, roof,
wine glass, beard, earrings, strawberry, life jacket, vending machine, mask, toy gun, display stand, microphone, computer
keyboard, mouse, orange, cherry, bouquet, dice, coffee, ornament, penguin, pumpkin, goggles, bear, star, hair, uniform, washing
machine, sweatshirt, shed, yard, banner, dessert, driveway, truck, headboard, lamp, leaf, photo, wardrobe, umbrella, arch, car,
wheel, coat, telephone, locker, chili pepper, curtain, worker, cow, patio, apple, globe, oil bottle, tree, triangle, book, garage, store,
jar, stool, staircase, doorway, control panel, fire hydrant, sculpture, running person, solar panel

id:101-200

JEA, B, NRER, 5 W, B85, TEBR, B3, BUW, BE, B MAT, T, WEER, MR, KPR, JBAE, Ao, B, WiE R, D, B,
AR, FOlE, A7, WAS, RN, 2 fh, SR, BTE R, B, oA, IURAE, THEREN, A, FRAE, BNE, K, FE, 57],
S, A, ARG, FEREEL, ZEIC AU, SEINL, D62, R, AR, R, R, SRR, 45T, m, TR, T, BB, W, AN
BFIp, NATHIE, 17, B, AKEE, S, D48, b, BT 40, B, %, B0, 2218, 5h, 8728, B, A7, KR, A
I\, FRTE, TE A, HE, 3, RAE, SH A, o, AR, SR RN, 3L TrHAGHRINL, ARG, Bk, NS, I, S, 5 20,
Zet, STV, 1B T, KSR, A, s, Sk, R TR

Log, carpet, violin, fingernail, camel, basketball, runway, chef, bowl, chandelier, robe, dumbbell, statue, ice cube, oven, hairband,
cutlery, tulip, horse, rattan chair, ring, tray, cup, shopping bag, tractor, turtle, monument, donut, deer, toy, toy car, marching band,
woman, handbag, bedroom, hose, gloves, scissors, fork, bucket, eye, tote bag, laptop, sewing machine, light ray, piano, sports car,
slide, lemon, camera, headlight, bee, ladybug, knife, pizza, butterfly, figurine, sidewalk, door, corridor, aquarium, venue, pocket,
gun, pet leash, fence, chain, wallet, orchid, tire, pencil, headphones, pillar, bench, bush, race car, flowerpot, grape, paddle, raft,
rock, tomato, counter, nail polish bottle, drum, toy tractor, workbench, lens, bird, wedding venue, headscarf, fitness equipment, tea
bag, light bulb, hat, elf, rubber band, butter, cube, baseball glove

id:201-300

kAR, AR, ik, Emal, AU RS, FHE, A, 5528, IR, DUZIR, Wil BEFEZE, WA 3%, MK, BEEar, 2200, 54,
W, THEE, 0, ZREY, PuE, K4k, D8, Beibl, A B, WgrE, 5oR, BAL, o, B, HUPHL, 48, DR
B, FE, ik, A, 3, BIR, A6, IR, WL T, TR RS, BN, TR, PRI, AOR, BT IR, IR, 350
A, K, RIARERFT, B2 Bk, RIR, T2, I, WRIs 1), HoRAE, BB RAK, B, DUREIR, B AT N, B24F, #F, 897, ML3E,
53k, K& A, fudz, BRR, W0, 25 17, ARSI A Om, D, 2L, gomsde, IR5E, [ik, B =, mHZE, WIRE, A% F, 5
T, RIS, P, AR, B, 20, AN, B, 3G, B, A, Ak, T, B, AW

Baseball bat, evening gown, arrow, caution tape, cupcake, bracelet, perfume bottle, vegetables, poster, bunk bed, cheese,
motorcycle, vacuum cleaner, owl, mixing cup, milk, gemstone, vintage car, cart, vest, succulent plant, track, locomotive,
hamburger, dishwasher, apartment complex, ocean, wheelchair, keyboard, ribbon, sushi roll, treadmill, bookshelf, ponytail,
parking lot, battery, broom, sheep, pressure gauge, barn, soccer ball, bathtub, skirt, cane, cinnamon roll, flag, watermelon, broccoli,
water bottle, swing bed, lounge chair, cocktail glass, fire, hockey stick, pearl, rice, craft, belt, shower stall, popcorn, fur coat,
badge, four-poster bed, person riding a bicycle, railing, pole, pigeon, machine, dock, pastry, flower bed, sphere, lake, pill, woven
bag, wine bottle, collage, baby, cheese block, eyeshadow, snowflake, bathroom, sunflower, scooter, bus, teapot, kayak, stove, soap,
towel, pill, glass, cigarette, platform, tape measure, inflatable chair, stone, factory, sweater, lotion
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Table D.2: All categories in BoxClass-CN, grouped and displayed by ID (301-566).

id:301-400

Ja b, MR, K2R, BV AL, 187, AT 28, 4048, DUACRIT 42, A4, T4, 1, MmN, SEBE, SE0Ems, 87, 405, 4l
1, B, B, o, BB, WAC, B, B UERME, ¥R, B4, s, I, L, &, RIER e, HE, BUR, id
FENHT, WS, TR, PR, B4, BORAENL, SCB0 R, WA, MRIG, 53, MU, dhIRAR, B, YRS, XL, @ &, mE,
Ve L, AR, BIUR, A, B, TRAE, SR RERT, FEOE, WA, THE, 1772, &Rk, bk, e, 3L, & /RikE
THEA, fuE, ik, 2ok, BEm, mol AR, 7, N, S, &, [P RATE, X4, 54, #20R, M, %Rk, s
KEZF AL, N, WAL, LR, ik, #A B, BRBERE, a0 Bl & ARR, 2%, UFERy, inHELs, MERin, miT, B, B,
KEEIP A,

Backyard, mannequin, train, graduation gown, monkey, lantern, wine rack, ATV, windmill, bean bag chair, soup, Lego minifigure,
tree stump, Christmas tree, pliers, rope, cufflinks, blackboard, hoodie, crown, eyebrow, newspaper, stroller, baby dress, cocktail,
towel rack, yoga mat, wolf, mountain, champagne, Eiffel Tower, balcony, fountain, championship belt, goat, face mask, frying pan,
fire truck, popcorn machine, lab coat, trench coat, boat dock, envelope, beer bottle, surfboard, panel, plastic bag, airplane,
windowsill, paintbrush, toiletry bag, blinds, crib, almond, napkin, toolbox, golfer, champagne flute, sailboat, dried flowers,
luggage, tile, trash can, shopping cart, pear, Milwaukee tool kit, slippers, mountain range, dinosaur, mural, highway, comb, flip-
flops, snow boots, soldier, hiker, forklift, sponge, tuxedo, olive oil, gear, CN Tower, cabin, game console, wire, plug, squirrel, kiwi,
pie, recliner, musician, tiger, beach chair, coffee bag, tennis racket, chandelier, mushroom, insect, home office, pancake

id:401-500

gnZA A, DURBIE, 1635, 7%, BET gm0 IR, A oK, KGR, ASBAE AT, VRIIT, BORSE, $0%tandAe, Tedl, fi
FibdR, IR, WA, Wk, S84, W, 25, MR, frigm, B2E, WAL, KKEs, SIRIEA0it, T g%, K3, As, 32,
T, W, B, G, FIUTELE, A0, R RE, B, HRRE, LA, DIk, 3DIREE, 4520, BT, BT, W R,
Z2LTFE, FIREA, REANG, P A, B, M5 A, A, TR, T, ke, FEOH, BRIUE, LR, I
T MR, BUIRAL, Rk, BEAY RRIT REFR A, VB IR, RS EE AN, B, ALRE KA, AT E, ARSI, BRI, SR A, IR,
A, AR, ARG, B B L, LR, BEANLL A, KRR, SRAE, B4, Ry e, i, oR K, IR, S, &
e MRATAR, SRR A, mEA, R RERAE, REUh, A RERE, HURE FIVA H 4, A5y, BIRAR, Lk

Woven hanging chair, toy track, wreath, tea, crocheted apple, lemonade, train car, traffic light, floor lamp, magnifying glass,
crocheted flower, knob, rocking chair, punching bag, eyeliner, bar stool, baseball, jeep, rain boots, stem, fuel gauge, lemon wedge,
pen, frisbee, fire extinguisher, tire pressure gauge, noodles, giraffe, frying pan, pineapple, gas station, hotel, banana, boxing ring,
roof rack, tissue, computer mouse, scarf, koala, polar bear, waterproof bag, 3D glasses, wedding dress, bell pepper, brush,
playground, boxing gloves, music keyboard, clay figurine, gas mask, movie, boat, starfish, medical mask, cup holder, ski boots,
makeup bag, champagne bottle, plush toy, slot machine, lion, coastline, dish rack, power plant, shoe rack, dirt bike, snowboard,
crane ship, sketch, garden hose, cowboy boots, car engine, baseball ring, pot rack, roll of tape, school bus, loft bed, clothes hanger,
double-decker bus, TV screen, toaster bag, car floor mat, metal flower, police car, medical kit, oil, toy train, bedsheet, first aid kit,
placemat, travel bag, Lego car, high chair, golf cart, essential oil, cinnamon stick, baking cooling rack, daisy, garbage bag, motor
oil

id:501-566

BoH R, 4E 5, B, mrhae e B e, TrRSEAE, Bk, IR, IERATRS, MORSA, THERATAZ, KBS, MORAT, REZI AR, S8
e, VR, VRSB, W, L RO, T A, BLLR, AT, B SR, kL, SR, ARG, AL, Bk A,
sk, Yo, 78 G, J 8, FRERiE, KR, T, VI, A SCEL, RAT AL, B3, [, FLBOM, vk, SJmiR,
ZUTAE, R 226, LSRR, A5, A HEE, Zem, VAR, AR, Jrbl, JR2E, L BAR, 3ok, TR, TRUREL, AL,
WRIR, WREETE, BELE, fP ki, A2k, PERITRE, tRRT8, ik 0, RETUR

Dollhouse, Viking ship, ice cream cone, high-performance classic sports car, toy keyboard, perfume, grinding wheel, dress shirt,
canoe, polo shirt, fan, beer mug, carved figurine, videotape, shower curtain, bathroom non-slip mat, airbrush, whiskey bottle,
steering wheel, headphone cable, brake light, ATM, crutch, tactical belt, toilet paper roll, ski pole, body massage oil, folding chair,
baby bottle, charging station, doghouse, piggy bank, train station, bread roll, ice cream machine, briefcase, travel bag, vegetable
roll, facial essential oil, lotion bottle, beach towel, metal plate, shot glass, messenger bag, TV camera, cat bed, marzipan flower,
tea leaves, laundry bag, lunch bag, sugar cube, eyebrow pencil, whiskey glass, celery stick, dental chair, power cord, coffee
machine, sofa bed, thermometer, sleeping bag, skincare oil, conveyor belt, Sears Tower, hockey glove, grocery bag, truck cargo
bed
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Table E.1: The Effectiveness of the Textual Intra-modal Contrastive Loss. (Casel and Case2)

Casel

TO: "A light grey plastic pipe." T1: "A light grey fabric pipe."  T2: "A dark pink plastic pipe."
T3: "Alight grey text pipe." T4: "A light pink plastic pipe." T5: "A green plastic pipe."

T6: "A light grey wood pipe."  T7:"A black plastic pipe."  T8: "A light grey rattan pipe."

T9: "A dark green plastic pipe." T10: "A purple plastic pipe."

(No TIC Loss) Text-Text Similarity Matrix (0~1) (No TIC Loss) Text-Text Similarity Matrix (0~1) (With TIC Loss) Text-Text Similarity Matrix (0~1)

@(.4@«.@<¢¢¢0¢e‘ : R NS
SigLIP 2 FG-CLIP 2 w/o Ly FG-CLIP 2 + Ly
Case2

TO: "~ AN A SCF ER R AR, " TL A R R ERRAR, " T2: AN SR E R A G R,
T3: AN E Y PR R SRR . T4 NI T B RIORER R . " TS Al g TLIE R Ik R
T6: " ANHAT T BRI H QP . " T7 "N SCFERMA AN . " T8 " A RS R R IR,
T9: "M L FEEIVER AR, " T10: "— AN 94T B RIOIRG G IR,

(No TIC Loss) Text-Text Similarity Matrix (0~1) (With TIC Loss) Text-Text Similarity Matrix (0~1)

00

B I O I N Y B R R N ) RO I I PR

SigLIP 2 FG-CLIP 2 w/o Ly FG-CLIP2 + Ly,
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1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307

1908 Table E.2: The Effectiveness of the Textual Intra-modal Contrastive Loss. (Case3 and Case4)
1309 Case3

1310 TO: "— AR R R A Bk, " T "—AMRB OBk, © T2 " AR AT Rk, "
1311 T3: "M X TR Ak, " T4 "—RBEERERk. © 15— AR ARk,
1312 T6: "~ AMNERHROKREEM kL. " T AREONEENL. " TS " ANE O Rk,
. TO: "—ANEREI R B Rk, " T10: "N EREH R Ok,

(No TIC Loss) Text-Text Similarity Matrix (0~1)

1314 (No TIC Loss) Text Text Similarity Matrix (0~1)

(With TIC Loss) Text-Text Similarity Matrix (0~1)

55 071 060 062 0.62 060 065 064

1315
1316
1317
1318
1319
1320
1321
1322 e : o | I o g . - ; 0

R T S PSP RPN P I RO PP I P R I S P PPN

SigLIP 2 FG-CLIP 2 w/o Ly FG-CLIP 2 + Ly
1324

1325 Case4

1326 TO: "A black wooden table with a flat surface on top." T1I: "A brown rattan table with a flat surface on top."  T2: "A dark pink paper table with a flat surface on top."

T3: "A light grey plastic table with a flat surface on top."  T4: "A orange leather table with a flat surface on top." T5: "A dark purple velvet table with a flat surface on top."
1327 T6: "A blue stone table with a flat surface on top." T7: "A light pink paper table with a flat surface on top." T8: "A white crochet table with a flat surface on top."
1328 T9: "A purple leather table with a flat surface on top." T10: "A dark red leather table with a flat surface on top."

(No TIC Loss) Text-Text Similarity Matrix (0~1)

1329 (No TIC Loss) Text-Text Similarity Matrix (0~1)
1330
1331
1332
1333
1334
1335 wn oo [
1336
1337

1338 RN
SigLIP2 FG-CLIP 2 w/o Ly FG-CLIP 2 + Ly

(With TIC Loss) Text-Text Similarity Matrix (0~1)

PRSPPI NN EN

1339

1340
1341
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1345
1346
1347
1348
1349
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