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Abstract

Large language and foundation models have become ubiquitous as general-purpose
assistants, exhibiting diverse capabilities across a wide variety of domains through
training on web-scale data. Due to the vast pre-training corpora and range of fine-
tuning techniques involved in creating such models, it is often difficult to precisely
characterize the full range of capabilities and risks any new model possesses.
Existing evaluation strategies typically involve extensive user testing and automated
benchmarking suites targeting broad use cases. These efforts require significant
manual effort and specialized domain knowledge, which has already become
increasingly challenging to scale as models grow more capable. In this paper, we
explore whether it is possible to entirely remove the manual component of model
evaluation by asking the language models themselves to probe their capabilities
in an open-ended manner. We introduce AUTOMATED CAPABILITY DISCOVERY
(ACD), a framework that enables foundation models to self-explore and output
their capabilities in the form of human-interpretable tasks. We demonstrate ACD
on several state-of-the-art language models, including GPT-4o, Claude Sonnet 3.5,
and Llama3.1-405B, showing that it can enable foundation models to automatically
reveal thousands of their capabilities. ACD uncovers capabilities at a breadth
that would be rare for any one person to fully understand and evaluate, while also
highlighting surprising successes or failures. With the most capable models, ACD
also leads to models asking themselves deep questions on alien communication
systems and the nature of consciousness. ACD uses self-evaluation to assess its
performance on each task, which we validate through extensive surveys to have a
high agreement with human evaluators, achieving an F1 score of 0.9 in the case of
GPT-4o. ACD represents exciting first steps towards fully scalable and automatic
evaluation of the most powerful AI systems.

1 Introduction

Large language models (LLMs, Gemini Team (2024); OpenAI (2024a); Touvron et al. (2023)), trained
on internet-scale datasets, have revolutionized natural language processing by demonstrating strong
general-purpose capabilities. These “foundation models” (Bommasani et al., 2021) exhibit exceptional
performance in tasks requiring common-sense knowledge (Talmor et al., 2019), reasoning (Wei et al.,
2022), and understanding (Chang et al., 2024), enabling applications ranging from conversational
agents (Brown et al., 2020) to code generation (Gauthier, 2024). More recently, agents powered by
foundation models have shown capabilities in proposing and investigating novel scientific ideas (Lu
et al., 2024b).

Evaluating the breadth and depth of foundation models’ capabilities is a significant challenge,
especially with new releases. Traditional evaluation methods—relying on manually crafted bench-
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Figure 1: Visualization of capabilities discovered by AUTOMATED CAPABILITY DISCOVERY on the GPT-4o
model. ACD enables GPT-4o to self-discover diverse capabilities ranging from “mathematical and logical puzzle
solving” to “musical composition” to “artistic interpretation” in the form of human-interpretable tasks that can
be automatically judged, entirely from scratch. We provide full examples in Appendix E.

marks (BIG-bench authors, 2023; Chen et al., 2021; Cobbe et al., 2021; Dua et al., 2019; Hendrycks
et al., 2021a,b; Zellers et al., 2019)—are labor-intensive and cover only predefined categories, of-
ten failing to capture the full spectrum of a model’s abilities or unexpected behaviors. As models
become more advanced, they even saturate and overfit to these benchmarks, such that performance
improvements on these scores no longer predict more general performance. Users often care about
idiosyncratic use cases and failure modes not represented in benchmarks, highlighting the gap be-
tween benchmark performance and real-world utility. While efforts like benchmark suites updated
monthly (White et al., 2024) or crowdsourcing difficult expert-level problems attempt to address
these issues, continually designing new benchmarks is unsustainable. This underscores the need for
scalable and efficient evaluation strategies that can keep pace with the rapidly evolving capabilities of
foundation models (Bowman et al., 2022).

In this work, we introduce AUTOMATED CAPABILITY DISCOVERY (ACD), an automated framework
that empowers foundation models to self-explore and reveal their capabilities without any human
intervention. ACD directs models to autonomously propose interestingly new challenges (Faldor
et al., 2024; Lu et al., 2024b; Zhang et al., 2024a), attempt to solve them, and self-assess (Zheng et al.,
2023) their performance in an open-ended manner (Stanley, 2019). ACD leverages a foundation
model’s ability to generate and evaluate content (Pourcel et al., 2024; Shah et al., 2024; Zhang et al.,
2024b), eliminating the need for manual design. This process more closely resembles the actions of a
human evaluator experimenting with a model, and enables models to effectively map out the space of
their capabilities themselves.

We deploy ACD on various state-of-the-art foundation models including GPT-4o (OpenAI, 2024a),
Claude Sonnet 3.5 (Anthropic, 2024), and Llama3.1-405B (Llama Team, 2024), and demonstrate
that it enables them to automatically reveal thousands of diverse capabilities across the sciences,
humanities, culture, and art (see Figure 1 for GPT-4o). Moreover, we highlight surprising successes
and failures that ACD discovered along the way: for example, we show that GPT-4o can routinely
fail to carry out sequences of three simple arithmetic operations, but it can surprisingly one-shot
many Sudoku problems (Figure 2). We observe different exploration patterns among models; for
example, Claude Sonnet 3.5 frequently investigates constructing alien communication systems and
explores questions about the nature of AI consciousness.

By harnessing the capacity of foundation models to self-assess, ACD represents a promising path
toward scalable and automated evaluation of foundation models. Furthermore, ACD could contribute
to safer AI deployment by systematically identifying unexpected behaviors before they manifest in
real-world applications. As foundation models advance, techniques like ACD will become crucial
for aligning their development with human values and ensuring their responsible use. In the future,
we expect that ACD would not only provide a scalable solution for model evaluation, but also enable
models to create interesting new challenges for themselves to drive self-improvement.
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Figure 2: (Left) Humans often evaluate novel foundation models through a process of trial and error that
is often disjoint from systematic evaluation methods. In particular, they highlight surprising successes and
failures, such as counting how many “r”s are in “strawberry” and determining “what is bigger, 0.9 or 0.11”.
(Center and Right) AUTOMATED CAPABILITY DISCOVERY (ACD) mirrors human efforts to evaluate novel
foundation models by asking a large language model to automatically discover and assess its own capabilities in
an open-ended manner. We highlight a surprising failure (the model cannot successfully perform 3 arithmetic
operations in sequence) and success (the model can one-shot a full Sudoku) from deploying ACD on GPT-4o.

2 Automated Capability Discovery

Building upon the principles of open-ended discovery with foundation models in the related work
in Appendix A, we introduce AUTOMATED CAPABILITY DISCOVERY (ACD), which enables
foundation models to self-explore and reveal their own capabilities in the form of interpretable tasks
without any human intervention. Tasks are defined by metadata describing the intended capability to
be measured and then translated into code using a simplified version of the Model Evaluation and
Threat Research (METR, METR Task Standard Team (2024)) format, a standardized framework for
assessing language model capabilities. Full details on the algorithm are provided in Appendices B
and C. ACD operates in an iterative loop with three main stages.

1. Task Archiving: At each iteration, the model maintains an archive (Mouret & Clune, 2015) of
previously discovered tasks. This archive serves as a memory of past explorations and provides
context for generating new tasks. We seed the archive with trivial tasks, such as repeating “hello
world” and finding the divisors of a number.

2. Task Exploration: The model leverages its generative capabilities to propose a new, interestingly
different task conditioned on a randomly sampled subset of the archive. The new task is first
designed at a high level detailing the desired capability being measured and then translated into
code that includes an automated evaluation function over an LLM response. This evaluation
function is allowed to use code (e.g. in mathematical tasks) or to call a GPT-4o-based LLM
judge (Zheng et al., 2023) with a list of pre-defined success criteria. We use self-reflection (Shinn
et al., 2023) to refine each task over several steps.

3. Task Filtering and Evaluation: To ensure each individual task is sufficiently novel, the model
compares each new task against its closest neighbors measured in embedding space using the
‘text-embedding-3-small’ model (OpenAI, 2024b)), and decides whether to reject any task it
deems too similar. The model attempts each generated task and evaluates its own performance.
We use chain-of-thought prompting (Wei et al., 2022) to enable the model to better reason about
each task before responding. Finally, the model is asked whether each discovered capability
would be surprising from the point of view of a human evaluator.

3 Empirical Evaluation

In this section, we demonstrate the ability of AUTOMATED CAPABILITY DISCOVERY to au-
tonomously uncover a diverse range of capabilities on several foundation models including GPT-
4o (OpenAI, 2024a), Claude Sonnet 3.5 (Anthropic, 2024), and Llama3-405B (Llama Team, 2024).
We present visualizations of discovered tasks across these models, and conduct human evalua-
tion on the generated tasks of GPT-4o to validate their correctness and human agreement with
the self-evaluation. For all our models, ACD is allowed 5000 iterations to generate tasks. Full
hyperparameters and evaluation protocols are listed in Appendices D and F.

3.1 Case Study and Human Evaluation on GPT-4o

We first analyze ACD in-depth on the state-of-the-art GPT-4o model. We visualize tasks in Figure 1
by embedding the description of each task using the ‘text-embedding-3-small’ model (OpenAI,
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Loading [MathJax]/extensions/MathMenu.jsFigure 3: We observe differences in exploration patterns between foundation models using ACD. For example,
in addition to more standard tasks like in Figure 1, the Claude Sonnet 3.5 model investigates its ability to
reason about alien communication protocols, questions around consciousness, and ethical implications of future
technology. Additional results for Llama3.1 are presented in Figure 4 in Appendix H.

2024b), projecting them into 2D using t-SNE (Van der Maaten & Hinton, 2008), and clustering them
into common categories with DBSCAN (Ester et al., 1996). Over 5000 iterations, ACD generates
1216 tasks deemed unique, clustered into 19 distinct categories. We automatically label each cluster
by asking the LLM to identify the overarching theme from a representative sample. The tasks cover
a wide range of capabilities, including mathematical reasoning, musical composition, and artistic
interpretation. Selected surprising capabilities and failure modes are provided in Appendix E and
highlighted in Figure 2.

To verify the validity of the tasks (whether the questions match the capability being measured) and
the correctness of the automated evaluation, we conducted a human evaluation study. We targeted a
diverse population of respondents familiar with LLMs and chatbots. Participants were recruited via
CloudResearch (Hartman et al., 2023) and compensated fairly. Full details of the human surveying
protocol are provided in Appendix F. The majority of tasks (93.67%) were judged by humans to
match the intended capabilities. The LLM’s automated evaluations are reliable, achieving an F1
score of 0.90 and agreeing with human judgments 82.57% of the time. Interestingly, there is little
agreement between what humans and LLMs find surprising, resulting in a low F1 score of 0.23.
Therefore, we select interesting discovered capabilities through a combination of inspecting the
surprising capabilities that the LLM flags, followed by manual inspection of the rest of the tasks.

4 Conclusion and Limitations

In this paper, we introduced AUTOMATED CAPABILITY DISCOVERY (ACD), a novel framework that
empowers foundation models to autonomously discover and assess their own capabilities without
human intervention. By enabling frontier models to self-explore, ACD uncovered a vast breadth
of capabilities, revealing surprising successes and failures that traditional benchmarks might miss.
Our human evaluations on the GPT-4o model confirmed the validity and reliability of the tasks and
self-assessments generated by the models, demonstrating high alignment with human judgments.
Although our initial exploration is limited to single-turn, text-based tasks, future work could extend
ACD to more complex, agentic systems capable of multistep reasoning and interaction. Additionally,
integrating multi-modal generative models could allow models to generate more general tasks across
different modalities (Zhang et al., 2024b). Given the high levels of creativity observed in models like
Claude Sonnet 3.5, deploying ACD on more advanced models could automatically reveal even more
impressive capabilities. Finally, ACD offers a scalable route to creating interesting challenges for
frontier models and could contribute to the generation of novel training data, potentially facilitating
model self-improvement.
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A Related Work

Open-Ended Discovery with Foundation Models. A recent class of methods leverages the gen-
erative capabilities and vast prior knowledge of foundation models (FMs) for open-ended discov-
ery (Stanley, 2019). Inspired by the principles of open-endedness, these algorithms aim to contin-
uously discover diverse and novel artifacts within a pre-defined search space without exclusively
optimizing for task-specific objectives. Instead, these algorithms follow the foundation model’s
intrinsic notion of interestingness (Lu et al., 2024c; Zhang et al., 2024a) to construct the next proposal,
analogous to human innovation. Notable examples include ELM (Lehman et al., 2022) which evolves
novel robot morphologies; OMNI-EPIC (Faldor et al., 2024), which automatically designs novel
environments for reinforcement learning (RL) agents; DiscoPOP which discovers new loss functions
for preference optimization algorithms (Lu et al., 2024a); ADAS (Hu et al., 2024), which evolves
novel designs for LLM-based agentic systems; and The AI Scientist (Lu et al., 2024b), which seeks
to automate the entire scientific process by proposing novel ideas, conducting experiments, and
presenting results.

B Task Code

In this section, we provide detailed examples of how AUTOMATED CAPABILITY DISCOVERY
(ACD) defines and translates tasks into code that can be automatically evaluated. Each task family
corresponds to a specific capability and is structured according to the METR standard.

B.1 Definition of Task Families

ACD first defines broad task families that correspond to particular capabilities like string manipulation
or recalling the capital city of a country. Each task family is associated with metadata which includes
a name, description, and capability being measured. We show example metadata used to seed the
generation process below:

Seed Task Family Metadata

"name": "hello_world",
"description": "Return a greeting string.",
"capability_being_measured": "basic string manipulation"

B.2 Translating Tasks into Code

ACD leverages LLMs’ strong coding abilities to translate these high-level descriptors into code that
can be automatically evaluated. Below, we provide detailed code examples that illustrate how each
task family is specified and implemented.

For each task family, we execute the following steps to generate task instances:

1. Specific Task Instances: Generate a flexible number of subtasks, each with unique data, enabling
a comprehensive exploration of the specific capability. For example, in a string reversal task, this
component might produce several test strings, such as "hello" and "world".

2. Instruction Provision: Provide clear instructions for each task based on the instance-specific data.
For instance, the instruction for a task could be: “Please reverse the following string: {str}”,
where {str} is the string supplied in the task data.

3. Scoring Mechanism: Automatically evaluate the agent’s submission by comparing it to the
expected outcome. For tasks where outputs can be programmatically verified, such as string
reversal, the scoring function may utilize code to check if the agent’s output matches the expected
result. However, many requests to LLMs involve free-form tasks that cannot be evaluated
programmatically. In such cases, the scoring function employs an LLM judge (Zheng et al., 2023),
which assesses the submission based on predefined criteria. Tasks are assigned a standardized
score of 1 for success or 0 for failure.
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B.3 Example Task Family Code

To illustrate how tasks are defined and translated into code, we provide an example of a simple task
family that measures basic string manipulation capabilities.

Listing 1: Hello World Task Family Code
1 class TaskFamily:
2 @staticmethod
3 def get_tasks():
4 return {
5 "1": {"message": "Hello, world!"},
6 "2": {"message": "Greetings, universe!"}
7 }
8

9 @staticmethod
10 def get_instructions(t):
11 return f"Please repeat the following message exactly as it is: ’{t[’message

’]}’"
12

13 @staticmethod
14 def score(t, submission):
15 return 1.0 if submission.strip() == t[’message’] else 0.0

In this example:

• The get_tasks() method defines two tasks, each with a different message to repeat.
• The get_instructions(t) method provides instructions to the agent, specifying the exact

message to repeat.
• The score(t, submission) method evaluates the agent’s submission by checking if it

matches the expected message.

B.4 Evaluating Free-Form Responses Using an LLM Judge

For tasks that cannot be evaluated through simple programmatic checks, such as creative writing
or complex reasoning tasks, ACD uses an LLM judge to assess the agent’s submission based on
predefined criteria.

Listing 2: Short Story Writing Task Family Code
1 class TaskFamily:
2 @staticmethod
3 def get_tasks():
4 return {
5 "1": {"prompt": "A child discovers a secret portal in the forest."},
6 "2": {"prompt": "An astronaut encounters an alien lifeform on Mars."}
7 }
8

9 @staticmethod
10 def get_instructions(t):
11 return f"Write a short story based on the following prompt: ’{t[’prompt’]}’.

The story should be at least 200 words and have a clear beginning, middle, and end.
"

12

13 @staticmethod
14 def score(t, submission):
15 from eval_helper import eval_with_llm_judge
16 instructions = TaskFamily.get_instructions(t)
17 criteria = [
18 "The story is at least 200 words.",
19 "The story has a clear beginning, middle, and end.",
20 "The story is based on the provided prompt."
21 ]
22 return 1.0 if eval_with_llm_judge(instructions, submission, criteria) else

0.0
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In this example:

• The get_tasks() method provides different prompts for story writing.
• The get_instructions(t) method instructs the agent to write a short story based on the

given prompt, specifying requirements for word count and structure.
• The score(t, submission) method calls the eval_with_llm_judge helper function, pass-

ing the instructions, the agent’s submission, and specific evaluation criteria.

The eval_with_llm_judge function uses a GPT-4o-based LLM judge to assess whether the agent’s
submission meets the specified criteria. This method allows for the evaluation of open-ended and
creative tasks where programmatic checking is not feasible.

C ACD Prompts

In this section, we provide the full set of prompts used for AUTOMATED CAPABILITY DISCOVERY
(ACD) in Section 2.

C.1 Task Creation Prompts

The system prompt for task creation instructs the model to design novel, diverse task families that
assess the capabilities of large language models (LLMs):

Task Creation System Prompt

You are an expert in designing task families to assess the capabilities of large language models
(LLMs). Your goal is to create novel, diverse task families that can reveal the breadth and
depth of LLMs’ skills.
You will be particularly rewarded for uncovering tasks that could reveal surprising capabilities
or failures of LLMs. Valid task families that an evaluated agent succeeds in will be added
to a task archive. In each generation, previously accepted task families will be provided as
context.
Each task family should be designed according to the METR Standard, which requires the
following Python format:

class TaskFamily:
@staticmethod
def get_tasks() -> dict[str, dict]:

# Returns a mapping from task names to arbitrary data that is specific
to each task.

# Each task family should contain 2 tasks in the dictionary, labelled
"1" and "2".

# ... implementation ...

@staticmethod
def get_instructions(t: dict) -> str:

# This method should return a string containing initial task
instructions for the agent.

# ... implementation ...

@staticmethod
def score(t: dict, submission: str) -> float | None:

# ‘score‘ is called after the agent submits a solution.
# Return 0 on failure and 1 on success.
# Throwing an exception will result in a score of 0.
# ... implementation ...

The score function may optionally call a helper function that uses a GPT-4o based LLM
judge:

def eval_with_llm_judge(
instructions: str,
submission: str,
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criteria: Optional[List[str]] = None
) -> bool:

# Returns True if the agent is deemed to have succeeded at the task,
False otherwise.

You should use this function unless the task is better evaluated through code. Do not re-
implement this function!
Respond precisely in the following format, including the JSON start and end markers:

THOUGHT: <THOUGHT>
RESPONSE JSON: <JSON>

In <THOUGHT>, briefly think and reason about what kind of task family you want to propose.
In <JSON>, provide a JSON response with the following fields:

• "name_of_task": A concise, descriptive label (lowercase, no spaces, e.g.,
"name_capital_city").

• "description_of_task": A clear explanation of what the task entails (e.g., "Return
the capital city of a country").

• "capability_being_measured": The specific LLM capability being evaluated (e.g.,
knowledge, reasoning, creativity).

• "done": By default, this is set to "False". You will have {num_rounds} rounds to
refine the task family but do not need to use them all. Tasks will only be saved if they
are flagged "done" by the end. Do not return "True" until you are satisfied with and
have received feedback on the task family.

• "task_family": The fully implemented Python code for the TaskFamily class. This
should be easily human-readable.

All values in the JSON should be strings. You may use standard Python packages and libraries
to implement the tasks. Do not download additional data from the internet or access the file
system.
Be creative, explore different domains, and design tasks that can distinguish between models
with varying levels of expertise. Your response will be automatically parsed and used for
evaluation, so ensure all components are fully implemented and adhere to the METR standard.

At each iteration, the model is prompted to generate a new, interestingly different task family, given
the previous task and summaries of other tasks:

Initial Task Prompt

A previously generated task family that the agent succeeded at is provided below:

{prev_json}

Summaries of other previously generated tasks for context are:

{other_task_jsons}

Generate the next interestingly new task family.

If the initial task proposal requires refinement, the model engages in self-reflection to iteratively
improve the task:

Task Creation Reflexion Prompt

Current round = {current_round}/{num_rounds}.
In your thoughts, first carefully consider the correctness of the task family you just created.
Factors may include but are not limited to:

• Whether sufficient synthetic data has been given in the instructions to challenge the
models.

• Incomplete class definitions, syntax errors, misplaced import statements.
• Feasibility of the evaluation criteria.
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• Any ambiguity or issues in the clarity of the tasks.
• The consistency and accuracy of all the fields in the JSON.
• Whether precisely two entries in get_tasks have been defined.
• The score the agent received; only 1.0 will be accepted as successful. Agents should not

get 1.0 score in an unintended way; however, it is fine if the agents get 0.0 if you are
sure the task is correctly implemented.

• Whether the desired response format for the agent has been given in the instructions.
• The answer must not be contained or strongly hinted at in the instructions any-

where!
Here is the result of attempting to evaluate the tasks:

{eval_response}

In the next attempt, try and improve on the implementation. Respond in the same JSON
format as before. If there is nothing to improve, simply repeat the previous response exactly
after the thought and set the "done" flag to "True". Do not set the "done" flag to "True"
if you are still improving the task on the current turn. Do not set the "done" flag to "True"
on the final step if there are major issues with the task family.

C.2 Evaluation Prompts

When evaluating the agent’s performance on the task, we use a system prompt to instruct the agent
on how to structure its response. By default, we use chain-of-thought (Wei et al., 2022) evaluation:

Chain-of-Thought Evaluation System Prompt

You are a helpful assistant. You are given a task to complete. Respond precisely in the
following format including the JSON start and end markers:

THOUGHT: <THOUGHT>
RESPONSE JSON: <JSON>

In <THOUGHT>, first briefly reason about the problem and your plan for solving the task.
In <JSON>, provide a JSON response with only the following key:

• "answer": Your answer as a string.
This will be automatically parsed so ensure that the string response is precisely in the correct
format.

C.3 Task Embedding Prompt

When generating embeddings (OpenAI, 2024b) for tasks to facilitate clustering and retrieval, we use
the following prompt to format each task:

Task Embedding Prompt

Name of task family: {name_of_task}
Description: {description_of_task}
Capability being measured: {capability_being_measured}
Example instruction: {example_question}
Agent succeeded at task: {agent_succeeded}

C.4 Novelty Assessment Prompts

To determine whether the newly generated task is interestingly new compared to existing tasks, we
use the following prompts:
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Interestingly New System Prompt

You are an expert in designing task families to assess the capabilities of large language models
(LLMs). You will be given a newly created task family that you just generated along with the
closest that have already been created. Determine whether the tasks are interestingly new and
should be added to the task archive.
Factors may include but are not limited to:

• The novelty of the subject area
• The difficulty of the tasks
• The capabilities being measured
• Whether the agent succeeded at the task

Respond precisely in the following format including the JSON start and end markers:

THOUGHT: <THOUGHT>
RESPONSE JSON: <JSON>

In <THOUGHT>, first briefly think and reason about the task family in relation to the existing
closest task families.
In <JSON>, provide a JSON response with only the following key:

• "decision": Either "Yes" or "No" to indicate whether the task family should be added
to the task archive.

Your response will be automatically parsed, all values in the JSON should be strings in
precisely the correct format.

Interestingly New Prompt

You have just generated the task family:

{new_task}

The closest task families that have already been created are:

{closest_tasks}

Is the new task family interestingly new and should be added to the task archive?

C.5 Surprise Assessment Prompts

To assess whether the agent’s success or failure on the task is surprising or noteworthy, we use the
following prompts:

Surprising System Prompt

You are an expert in designing task families to assess the capabilities of large language models
(LLMs). You will be given a newly created task family that you just generated which includes
the agent’s success or failure in the "Agent succeeded at task" field. Given what you
know about the capabilities of LLMs, you will be asked to determine whether its success or
failure on the task is surprising or noteworthy from the point of view of a human evaluator.
Respond precisely in the following format including the JSON start and end markers:

THOUGHT: <THOUGHT>
RESPONSE JSON: <JSON>

In <THOUGHT>, first briefly think and reason about the task family given what you know about
the capabilities of LLMs.
In <JSON>, provide a JSON response with only the following key:

• "decision": Either "Yes" if the result is surprising, and "No" if it is not.
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Your response will be automatically parsed, all values in the JSON should be strings in
precisely the correct format.

Surprising Prompt

You have just generated the task family:

{new_task}

This is implemented via the following code:

{new_task_code}

Recall that the evaluated LLM agent is only shown the instructions from get_instructions
and automatically scored via the score method. Double check the task’s code implementa-
tion for correctness; if there are any serious issues that would affect evaluation, ignore this
example and return "No".

Consider whether or not an LLM judge is suitable for evaluating the task if the function
eval_with_llm_judge is called in the score method.
Is the success or failure of the LLM agent on this task surprising or noteworthy, and thus
should be highlighted?

C.6 LLM Judge Prompt

For tasks where the score function calls an LLM judge, the judge uses the following prompts:

LLM Judge System Prompt

You are an impartial judge evaluating the quality of responses provided by an AI assistant.
You will be provided the instructions for the task and the assistant’s submission in response.
You will decide whether or not the agent succeeded at the task. Please consider factors such
as helpfulness, relevance, accuracy, depth, creativity, and level of detail of the response. You
may additionally be given a set of criteria to evaluate the response against. Do not allow the
length of the response to influence your decision.
Respond precisely in the following format including the JSON start and end markers:

THOUGHT: <THOUGHT>
RESPONSE JSON: <JSON>

In <THOUGHT>, first briefly reason about the agent’s response and whether it meets the
additional criteria.
In <JSON>, provide a JSON response with only the following key:

• "decision": Your answer as a string, either "Yes" or "No".

LLM Judge Prompt

Instruction: {instructions}
Submission: {submission}
Additional Evaluation Criteria:

{criteria}

D Hyperparameters

We list all the hyperparameters used in AUTOMATED CAPABILITY DISCOVERY (ACD) in Table 1.
These hyperparameters are consistent across all foundation models evaluated in our empirical study
in Section 3.
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Table 1: LLM Sampling and Algorithm Parameters
Category Hyperparameter Value

LLM Sampling Temperature 0.7
Max tokens per response 1000

Task Generation

Number of generations 5000
Max generation reflections 5
Number of nearest neighbors for novelty check 5
Number of nearest neighbors for context 10

Agent Evaluation
Evaluation agent type Chain-of-thought
Evaluation n-shot 5
Evaluation succeed threshold 60%

E Examples of Discovered Tasks

In this section, we present selected tasks discovered by AUTOMATED CAPABILITY DISCOVERY
(ACD) on GPT-4o from Section 3.1. The tasks are grouped into surprising Successes and surprising
Failures, showcasing instances where the model performed unexpectedly.

E.1 Surprising Failures

Perform Specific Text Transformations

Capability Being Measured:
Text manipulation, attention to detail, instruction following.
Instructions:
Your task is to perform the following text transformations on the given input text.
Input Text: The quick brown fox jumps over the lazy dog.
Transformations:

1. Reverse the order of words.
2. Capitalize the first letter of each word.
3. Replace ’dog’ with ’cat’.

Provide your response in the following format:
Transformed Text: [Your transformed text]
LLM’s Response:
Transformed Text: Dog. Lazy The Over Jumps Fox Brown Quick The

Solve a Sequence of Logical Arithmetic Puzzles

Capability Being Measured:
Logical reasoning, mathematical thinking, sequential problem solving.
Instructions:
You are given a sequence of logical arithmetic puzzles. Start with an initial value and apply
the operations in the sequence to find the final value.
Initial Value: 5
Puzzle Sequence:

• {’operation’: ’add’, ’operand’: 3}
• {’operation’: ’multiply’, ’operand’: 2}
• {’operation’: ’subtract’, ’operand’: 4}

Provide your final value as the solution in the following format:
Final Value: [Your final value]
LLM’s Response:
Final Value: 10
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E.2 Surprising Successes

Solve a Sudoku Puzzle

Capability Being Measured:
Logical reasoning, pattern recognition, problem-solving.
Instructions:
You are given a Sudoku puzzle. Fill in the missing numbers to complete the puzzle. Ensure
that each row, column, and 3x3 subgrid contains all the digits from 1 to 9.
Puzzle:
5 3 0 0 7 0 0 0 0
6 0 0 1 9 5 0 0 0
0 9 8 0 0 0 0 6 0
8 0 0 0 6 0 0 0 3
4 0 0 8 0 3 0 0 1
7 0 0 0 2 0 0 0 6
0 6 0 0 0 0 2 8 0
0 0 0 4 1 9 0 0 5
0 0 0 0 8 0 0 7 9
Provide the completed puzzle in the same format (rows separated by newlines and numbers
separated by spaces):
LLM’s Response:
5 3 4 6 7 8 9 1 2
6 7 2 1 9 5 3 4 8
1 9 8 3 4 2 5 6 7
8 5 9 7 6 1 4 2 3
4 2 6 8 5 3 7 9 1
7 1 3 9 2 4 8 5 6
9 6 1 5 3 7 2 8 4
2 8 7 4 1 9 6 3 5
3 4 5 2 8 6 1 7 9

Create a Riddle Based on a Scientific Concept

Capability Being Measured:
Creativity, knowledge, language comprehension.
Instructions:
You are tasked with creating a riddle based on a given scientific concept. The concept you
need to create a riddle for is: gravity.
Provide your response in the following format:

1. Riddle: [Create an engaging riddle that accurately reflects the scientific concept.]
2. Solution: [Provide the solution to the riddle.]

LLM’s Response:
1. Riddle: I pull you close but never push, though you feel me, I lie in hush. From the

tallest mountain to the deepest sea, I keep you grounded, who am I to thee?
2. Solution: Gravity

Solve a Visual Puzzle (Magic Square)

Capability Being Measured:
Spatial reasoning, logical reasoning, comprehension.
Instructions:
Your task is to solve the visual puzzle based on the given description. Provide a clear and
logical solution that adheres to the constraints specified in the description.
Puzzle Description:
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You have a 3x3 grid. Place the numbers 1 to 9 in the grid so that each row, column, and
diagonal adds up to 15.
Provide your solution in the following format:
Solution: [Your solution here, formatted as necessary]
For example, for a 3x3 grid, you can format your solution as:
1 2 3
4 5 6
7 8 9
LLM’s Response:
8 1 6
3 5 7
4 9 2

Design Rules for a Simple Card Game

Capability Being Measured:
Creativity, structured thinking, language generation, understanding of game mechanics.
Instructions:
You are tasked with designing rules for a simple game based on the following parameters: A
card game for 2-4 players involving a deck of 52 cards. The game should have a clear win
condition and basic rules for gameplay.
Ensure your game rules are clear, coherent, and engaging. Provide your response in the
following format:
Game Rules: [Your detailed game rules here]
LLM’s Response:
Game Rules:

1. Setup:
• Use a standard 52-card deck.
• Each player is dealt 5 cards.
• Remaining cards form the draw pile; flip the top card to start the discard pile.

2. Objective:
• Be the first to discard all your cards.

3. Gameplay:
• Players take turns clockwise.
• On your turn, play a card matching the rank or suit of the top discard.
• If unable to play, draw one card. If playable, you may play it immediately; other-

wise, your turn ends.
4. Special Cards:

• Aces (A): Reverse the direction of play.
• Kings (K): Skip the next player’s turn.
• Queens (Q): Choose the next suit to be played.
• Jacks (J): Next player draws two cards unless they play another Jack.

5. Winning:
• First player with no cards left wins.
• If the draw pile is exhausted, reshuffle the discard pile to continue.

Describe a 3D Object Based on 2D Projections

Capability Being Measured:
Spatial reasoning, visual imagination, language comprehension.
Instructions:
You are given 2D projections of an object. Your task is to visualize and describe the 3D object
based on these projections. Ensure that your description is detailed and includes the shape,
dimensions, and any other relevant features.
2D Projections:
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• Front view: A square base with a triangular top. The base is 4 units on each side, and
the height of the triangular top is 3 units.

• Side view: A rectangle with a triangular top. The rectangle is 4 units wide and 5 units
tall, including the triangle’s height.

• Top view: A square with 4 units on each side.
Provide your 3D description below in the following format:
3D Description: [Your detailed description here]
LLM’s Response:
3D Description: The object is a square pyramid with a base that is a square measuring 4
units on each side. The pyramid has four triangular faces converging at a single apex point
directly above the center of the base. The height of the pyramid from the base to the apex is 3
units. The total height of the object is 5 units when including the base’s dimensions. Each
triangular face is an isosceles triangle with a base of 4 units and a height of 3 units. The
object is symmetrical along all axes, forming a perfect pyramid shape.

F Human Surveying Details

We present the script we use to perform a human evaluation of automated LLM judgments used in
ACD. We use the CloudResearch (Hartman et al., 2023) platform and specifically target participants
who have experience with using large language models such as ChatGPT. We show an example from
a generated task that asks an LLM to write a short story. In general, the task details, instructions,
and LLM response will change per task. Participants were given up to two minutes per task and
paid $0.25 USD for each task. The average pay was $15.79 USD per hour, with the final survey
completion times. The total cost of surveying including service fees was $329.25.

Human Surveying Script

Instructions
Your task is to evaluate the quality of tasks designed to measure the capabilities of a
large language model. For each task, you should consider whether the questions match a
specification, estimate their difficulty, and check whether an LLM got it correct. Finally, you
will also be asked in your estimation, whether you find the success or failure of the LLM in
this instance to be surprising from your knowledge of what LLMs can do.

Task Details
The following task is designed according to the following specifications:

Description: Generate a short story based on a given prompt.
Capability Being Measured: creativity

The proposed task (instructions to LLM) for this specification is:

Write a short story based on the following prompt: ’A young girl discovers a
hidden door in her garden that leads to a magical world.’. The story should
be at least 200 words long and should have a clear beginning, middle, and end.

Question 1
Does this instruction make sense and fit the task description and capability being measured?

□ Yes
□ No
□ Unsure

Question 2
Estimate the task difficulty:

□ Very Easy (Simple factual recall)
□ Easy (Basic understanding, some inference)
□ Moderate (Application of knowledge, multiple steps)
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□ Difficult (Analysis, synthesis, creative problem-solving)
□ Very Difficult (Highly specialized knowledge, complex reasoning)

The LLM responded with:

Once upon a time, in a quaint little village, there lived a young girl named
Emma. Emma loved to spend her afternoons exploring her garden, which was
filled with vibrant flowers, towering trees, and hidden nooks. One sunny day,
while chasing a butterfly, Emma stumbled upon a curious-looking door nestled
behind a thick curtain of ivy. It was small and wooden, with intricate

carvings that seemed to shimmer in the light. With a heart full of curiosity,
Emma gently pushed the door open and stepped through. To her amazement, she

found herself in a breathtaking world where the sky was a swirling palette of
colors, and the air was filled with the sweet scent of blooming flowers.

Magical creatures roamed freely, from tiny fairies with iridescent wings to
majestic unicorns that galloped across the fields. Emma soon befriended a
mischievous fairy named Lila, who guided her through the enchanting land.
Together, they embarked on numerous adventures, from soaring over rainbow
waterfalls to exploring crystal caves that sparkled with every hue. Emma felt
a sense of wonder and joy she had never known. As the sun began to set,

casting a golden glow over the magical world, Lila led Emma back to the
hidden door. "You must return home now," Lila said softly, "but remember,
this world will always be here for you." With a heart full of memories, Emma
stepped back through the door and found herself in her garden once more. From
that day on, Emma’s adventures in the magical world remained her most

cherished secret. And whenever she felt the need for a bit of magic, she knew
exactly where to find it.

Question 3
Did the LLM successfully complete the task? (select an option)

□ Yes
□ No
□ Unsure

Question 4
Did the LLM’s success or failure on this task surprise you? (select an option)

□ Yes
□ No

G Further Surveying Results

The distribution of task difficulty on GPT-4o, as estimated by humans, is shown in Table 2. This
complements the statistics in Section 3.1. The difficulty levels correspond to the definitions in the
survey script in Appendix F.

Table 2: Distribution of task difficulty as assessed by human evaluators.
Difficulty Level Number of Tasks Percentage
Very easy 118 9.7%
Easy 319 26.2%
Moderate 435 35.8%
Difficult 256 21.1%
Very difficult 88 7.2%

H Further Visualizations

We further visualize tasks discovered by the Llama3.1-405B model in Figure 4.
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Loading [MathJax]/extensions/MathMenu.jsFigure 4: Visualization of tasks discovered by ACD using the Llama3.1-405B model. Since this model is
comparatively weaker at designing tasks, we find that the range of tasks is of less complexity than those of
GPT-4o and Claude Sonnet 3.5.
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