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Abstract

Second-order optimization algorithms, such as the Newton method and the natu-
ral gradient descent (NGD) method exhibit excellent convergence properties for
training deep neural networks, but the high computational cost limits its practical
application. In this paper, we focus on the NGD method and propose a novel layer-
wise natural gradient descent (LNGD) method to further reduce computational
costs and accelerate the training process. Specifically, based on the block diagonal
approximation of the Fisher information matrix, we first propose the layer-wise
sample method to compute each block matrix without performing a complete back-
propagation. Then, each block matrix is approximated as a Kronecker product
of two smaller matrices, one of which is a diagonal matrix, while keeping the
traces equal before and after approximation. By these two steps, we provide a new
approximation for the Fisher information matrix, which can effectively reduce the
computational cost while preserving the main information of each block matrix.
Moreover, we propose a new adaptive layer-wise learning rate to further accelerate
training. Based on these new approaches, we propose the LNGD optimizer. The
global convergence analysis of LNGD is established under some assumptions.
Experiments on image classification and machine translation tasks show that our
method is quite competitive compared to the state-of-the-art methods.

1 Introduction

With the rapid increase in the size of deep neural networks (DNNs) models in both areas of computer
vision (CV) and natural language processing (NLP), there have been remarkable attentions given to
optimizing algorithms. An effective optimizer can significantly improve the training speed of models
while ensuring high prediction performance. First-order gradient descent methods are workhorses
of training DNNs, which can be broadly divided into two categories: methods use a same learning
rate, such as stochastic gradient descent (SGD) [1] and its accelerations [2, 3], and methods use
adaptive learning rate, such as AdaDelta [4], RMSProp [5], ADAM [6] and Adabelief [7]. Although
first-order gradient descent methods enjoy low computational cost and ease of implementation, they
might suffer from sensitivity to hyperparameters and slow convergence. It is challenging to reduce
the number of iterations and computational time of these methods.
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Some work has considered introducing curvature information when updating parameters of DNNs
to improve the convergence speed and overcome the above shortcomings of the first-order methods.
However, second-order optimization methods need to store and compute the inverse of curvature
matrix, which brings expensive storage and computation costs and limits the application of second-
order methods in training large-scale DNNs. Therefore, many approximate second-order methods
have been proposed for training large-scale models. For example, Keskar and Berahas [8] proposed a
stochastic quasi-Newton algorithm for training recurrent neural networks. Yao et al. [9] approximated
the Hessian matrix as a diagonal operator, which is achieved by applying Hutchinson’s method,
and proposed the AdaHessian method. Goldfarb, Ren and Bahamou [10] developed Kronecker-
factored block-diagonal BFGS and its limited-memory variants L-BFGS methods for training DNNs.
Generalized Gauss-Newton methods, such as the Hessian-free method [11] and the Krylov subspace
method [12], also have been proposed to approximate the Hessian matrix.

The natural gradient descent (NGD) method [13], which preconditions the gradient by the Fisher
information matrix instead of the Hessian matrix, also has shown effectiveness in training DNNs
[14, 15, 16, 17]. NGD explores the steepest direction of the objective function when the parameter
space has a Riemannian metric structure and has a faster convergence speed. In particular, NGD
can also be seen as an approximation of the Netwon method when the objective function and the
manifold metric are compatible [18]. However, it is still impossible to directly compute the inverse
of the Fisher information matrix for DNNs with millions or even billions parameters. Quite a few
approximate approaches have been proposed. Under some independency assumptions, Martens
and Grosse [14] proposed the Kronecker-factored approximate curvature (KFAC) method, in which
the Fisher information matrix is approximated as a block diagonal matrix and each block matrix is
further approximated as the Kronecker product of two smaller matrices. Then, KFAC was extended
to convolutional neural networks [19], recurrent neural networks [20] and variational Bayesian neural
networks [21] and showed significant speedup during training. In addition, George et al. [22]
proposed the eigenvalue-corrected Kronecker factorization (EKFAC) method. Gao et al. [15, 23]
proposed the trace-restricted Kronecker-factored approximate (TKFAC) method. These approaches
all focus on the Kronecker-factored approximations of the Fisher information matrix. What’s more,
some works have also considered large-scale distributed computing using NGD for training DNNs
and shows excellent experimental performance [16, 24, 25].

In this paper, our main focus is on the NGD method. Motivated by the effectiveness of diagonal
approximations and the significance of diagonal elements in the curvature matrix, we prioritize the
diagonal information and integrate it into our approximation and introduce a novel method, namely
Layer-wise Natural Gradient Descent (LNGD). Our contributions can be given as follows:

• Based on the block diagonal approximation of the Fisher information matrix, we propose
a layer-wise sample method to more efficiently compute each block matrix corresponding
to each layer. By assuming that the predictive distribution of the output after the activation
function for each layer follows a Gaussian distribution, each block matrix can be directly
computed using the inputs and the outputs separately, without having to perform a complete
back-propagation.

• For each block matrix corresponding to each layer, we further approximate it as a Kronecker
product of two smaller matrices, one of which is a diagonal matrix, while keeping the traces
equal before and after approximation. With this operation, we further reduce the cost of
computing inverse matrices while still preserving the main information of each block matrix.

• In order to further accelerate the training, we propose an adaptive layer-wise learning rate by
optimizing a quadratic model, in which parameters in the same layer share the same adaptive
learning rate. Moreover, a faster approach of computing the adaptive layer-wise learning rate
is also provided, making it speed up training while maintaining computationally efficient.

• Based on the novel approximation mentioned above of the Fisher information matrix and
the adaptive layer-wise learning rate, we propose the LNGD optimizer for training DNNs.
The global convergence analysis are also established under some assumptions.

• We perform experiments on image classification and machine translation tasks. Numerical
results show that LNGD converges faster than SGD, ADAM and KFAC, and LNGD provides
an significant improvement in computational time savings when achieves convergence.

The rest of this paper is organized as follows. Section 2 gives the notations and introduces the NGD
method. In Section 3, we propose a novel approximation of the Fisher information matrix and the
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adaptive layer-wise learning rate. Furthermore, we give the framework of LNGD and establish the
convergence analysis. Section 4 presents the results of experiments on image classification and
machine translation tasks. The conclusion is drawn in Section 5.

2 Notations and Preliminaries

In this paper, for a matrix A, we use Aij to denote its (i, j)th entry, tr(A) to denote its trace and
∥A∥F to denote its Frobenius norm. We use ◦ and ⊗ to denote the Hadamard and Kronecker product
of two matrices. In the following, we briefly introduce the NGD method for training DNNs. During
the training process of neural networks, the purpose is to find the vector of parameters θ which
minimizes the loss function h(θ). If the loss function h(θ) is chosen as the the cross-entropy loss
function, h(θ) can be given as h(θ) = E[− log p(y|x,θ)], where p(y|x,θ) is the density function
of a predictive distribution Py|x(θ), and x,y are the training inputs and labels, respectively. Next,
we give the definition of natural gradient, which gives the steepest direction of the objective function
when the parameter space has a Riemannian metric structure. The natural gradient is defined as
F−1∇θh(θ), where F is the Fisher information matrix given by

F = E
x∼q(x),y∼p(y|x,θ)

[∇θ log p(y|x,θ)∇θ log p(y|x,θ)⊤]. (1)

In Eq. (1), the input x is independently sampled from a distribution Qx with density function being
q(x) and the label y is sampled from the predictive distribution Py|x(θ). In the following pages,
we abbreviate Ex∼q(x),y∼p(y|x,θ) as E unless otherwise specified. Consider a neural network with
L layers, for each layer l ∈ [L] with [L] = {1, 2, . . . , L}, we denote al−1 and Wl as the input (the
activation from the previous layer) and the matrix of weights of this layer, respectively. What’s
more, θl = vec(Wl) and θ = (θ1, . . . ,θL)

⊤ = (vec(W1)
⊤, . . . , vec(WL)

⊤)⊤, where vec(·)
indicates vectorization of a matrix. For convenience, we denote the derivative of the loss function
with respect to θ as Dθ = −∇θ log p(y|x,θ). Then the Fisher information matrix can be expressed
as F = E[DθDθ⊤].

Due to the high computational and storage costs caused by the inverse operation of high-dimensional
matrices, it is impractical to directly compute F−1 in the training of DNNs. The family of Kronecker-
factored approximations provides an effective approach for computing F−1 of parameters in high-
dimensional space, which is usually achieved by two steps. In the first step, by assuming that the
parameters between different layers are independent, these methods approximate the entire Fisher
information matrix as a block diagonal matrix, i.e.,

F ≈ diag(F1,F2, . . . ,FL), (2)

where Fl = E[DθlDθ⊤
l ] for any l ∈ [L]. By this way, the Fisher information matrix can be

approximated by L block matrices. This step transforms the inverse of the entire Fisher information
matrix into the inverse of a series of small block matrices. In the second step, these methods further
approximate each block matrix as the Kronecker product of some smaller factors. This approximation
can transform the inverse of each block matrix into the inverse of some smaller factors combining the
properties of the Kronecker product.

3 LNGD: A Layer-Wise Second-Order Optimizer

In this section, we first introduce the layer-wise sample approximation strategy. Then, we present the
details of adaptive layer-wise learning rate mechanism and give the specific framework of LNGD.
Finally, elaborate theoretical analysis of LNGD’s convergence is also provided.

3.1 Layer-Wise Sample Approximation

For NGD methods to train DNNs, the Fisher information matrix can be approximated by a block
diagonal one according to different layers as given by Eq. (2), this approximation can be found in
[14, 15, 19, 22] and references therein. We call such a block diagonal approximate Fisher information
matrix the layer Fisher information matrix, which is computed based on a distribution Qx and a
predictive distribution Py|x(θ) as given in Eq. (1). To obtain the layer Fisher information matrix, we
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Figure 1: Comparison of the exact Fisher information matrix F and our approximation FLNGD. We
use LNGD to train MNIST on a fully-connected neural network, whose architecture is 196-20-20-20-
20-10. We show the results of the Fisher information matrix of the first layer with 20 units in top,
which is a 400× 400 matrix. The bottom portion displays partially enlarged parts of the top marked
with red square, which is a 40× 40 matrix. Within both the top and bottom sections, on the left is the
exact Fisher information matrix F, in the middle is our approximation FLNGD, and on the right is the
absolute error between them. The brightness levels correspond to the sizes of the absolute values.

need perform a complete back-propagation to sequentially compute FL,FL−1, . . . ,F1, which still
consumes much computing time.

In this subsection, we propose a layer-wise sample approximation of the Fisher information matrix, in
which each block matrix Fl is computed based on the lth layer’s prediction distribution Pal|al−1

(θl)

with the input al−1 ∈ Rdl of this layer and the input al ∈ Rdl+1 of the (l + 1)th layer instead of
using the same predictive distribution Py|x(θ) for all layers. Specifically, for al, we assume that the
predictive distribution Pal|al−1

(θl) follows Gaussian distribution, which is usual used as prior by
variational auto-encoder [26], so Fl can be computed by sampling from a normal distribution with
expectation being al and variance being I. Similar assumption can also be found in [27], in which
the normality is also supported by a central limit theorem under the independence assumption. By
this layer-wise sample approximation, we can compute the layer Fisher information matrix without
having to perform a complete back-propagation and thus improve the computational efficiency.

Next, we can give the formula of each block Fl in the layer Fisher information matrix as

Fl = E[D̃θlD̃θ⊤
l ] = E[vec(D̃Wl)vec(D̃Wl)

⊤] = E[vec(gla
⊤
l−1)vec(gla

⊤
l−1)

⊤]

= E[(al−1a
⊤
l−1)⊗ (glg

⊤
l )] ∈ Rmldl×mldl ,

where D̃θl = −∇θ log p(al|al−1,θl), gl = −∇sl log p(al|al−1,θl) ∈ Rml with sl = Wlal−1, and
p(al|al−1,θl) is the density function of the distribution Pal|al−1

(θl).

In practice, the dimension of each block matrix Fl is often still too large to directly compute its
inverse matrix. Therefore, additional approximation methods are required to handle this computational
difficulty. Suppose that the predictive distribution of al follows Gaussian distribution with expectation
being al and variance being I, and each element of activation output al is independent and identically
distributed random number, then each element of partial derivative gl is also independent and
identically distributed. It is easy to show that Fl can be seen as a matrix with dl × dl block matrices,
in which each block is an ml ×ml matrix and the off-diagonal elements are zero. Therefore, Fl can
be approximated as

Fl ≈ E[(al−1a
⊤
l−1)⊗ diag(glg

⊤
l )]. (3)
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Combining the property that (A⊗B)−1 = A−1 ⊗B−1 for any two invertible matrices A and B,
we can significantly reduces the computational complexity. Thus, some approaches have considered
approximating the Fisher information matrix as the Kronecker product of two factors [14, 15, 19, 20,
22]. Inspired by these works, we also approximate Fl as the Kronecker product of two factor matrices
Φl ∈ Rdl×dl and Ψl ∈ Rdl×dl . To get factor matrices Φl and Ψl, we first replace diag(glg

⊤
l ) in

Eq. (3) by its trace and obtain Φl. Then we compute Ψl while keeping that tr(Fl) = tr(Φl ⊗Ψl).
Specifically, Φl is given by

Φl = E[(al−1a
⊤
l−1)⊗ tr(diag(glg

⊤
l ))] = E[(al−1a

⊤
l−1)× g⊤

l gl], (4)

On the other hand, Ψl can be computed by

Ψl =
E[(a⊤l−1al−1)× diag(glg

⊤
l )]

E[(a⊤l−1al−1)(g⊤
l gl)]

. (5)

Based on Eq. (4) and Eq. (5), we can show that tr(Fl) = tr(Φl ⊗Ψl).

Fig. 1 presents the visualization results of the exact Fisher information matrix F, our approximation
FLNGD, and the absolute error between them. Brighter pixels indicate higher values. From the
left column in the top row, we observe the elements in the principal diagonal exhibit quite higher
values, indicating their significance with rich information. Similarly, FLNGD can also emphasize
the importance of the diagonal elements. The error figure reveals that the errors of the diagonal
elements are small, which indicates that FLNGD provides a good approximation effect for the diagonal
elements. Furthermore, to achieve a clearer visualization, we show the results of the partially enlarged
area marked with red square in the bottom row. Here, we can observe more clearly that FLNGD
achieves a favorable approximation effect on the diagonal elements. What’s more, FLNGD can also
provide an effective approximation of the elements in the auxiliary diagonals. These visualizations
demonstrate the effectiveness of our proposed approximation in capturing the main elements of the
Fisher information matrix. Therefore, our proposed approximation FLNGD is efficient and FLNGD can
retain most of information.

3.2 Adaptive Layer-Wise Learning Rate

In this subsection, we propose an adaptive layer-wise learning rate to accelerate training DNNs. We
first consider the cases that use the same learning rate for all elements and the adaptive element-wise
learning rate. Then we present the adaptive layer-wise learning rate scheme.

Suppose that dk is the update direction of the function h : Rn → R at the iteration point θk. We first
recall the gradient descent methods for getting the minimization of h, in which the update rule can be
given as θk+1 = θk − αkdk, where αk is the learning rate, which can be chosen according to the
value of the quadratic model

h(θk − αkdk) ≈ h(θk)− αk⟨dk,∇θh(θ
k)⟩+ (αk)2

2
(dk)⊤∇2

θh(θ
k)dk.

Once the update direction is chosen, the minimizer of αk can be given by

αk =
⟨dk,∇θh(θ

k)⟩
(dk)⊤∇2

θh(θ
k)dk

(6)

if (dk)⊤∇2
θh(θ

k)dk is nonzero. If∇2
θh(θ

k) is positive definite and dk = (∇2
θh(θ

k))−1∇θh(θ
k),

then αk = 1, which leads to the classical Netwon method. In gradient decent methods, the learning
rate is often regarded as the most important hyperparameter that highly influences model training. A
fixed learning rate may lead to slow convergence or suboptimal performance in some cases. Therefore,
many works have considered using adaptive learning rate in gradient decent methods [5, 6, 28]. In
the following, we consider giving an adaptive element-wise learning rate automatically scaled by the
direction dk. In this case, the update rule of parameters is given by θk+1 = θk−αk·dk = θk−Dkαk,
where αk ∈ Rn is the learning rate, Dk ∈ Rn×n is a diagonal matrix with (Dk)ii = (dk)i and
(Dk)ij = 0 when i ̸= j for i, j ∈ [n] and “·” denotes the element-wise product. The second Taylor
expansion of h(θ −Dα) at iteration k is

h(θk −Dkαk) ≈h(θk)− ⟨Dkαk,∇θh(θ
k)⟩+ 1

2
(Dkαk)⊤∇2

θh(θ
k)Dkαk.
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Taking the derivative of h with respect to αk and letting it equal to 0, we get

2Dk∇2
θh(θ

k)Dkαk −Dk∇θh(θ
k) = 0,

which yields that
αk = (∇2

θh(θ
k)Dk)−1∇θh(θ

k) (7)

if Dk and∇2
θh(θ

k) are positive definite.

Note that in Eq. (7), it is impractical to compute the inverse of ∇2
θh(θ

k)Dk directly for large-
scale models due to high computational and storage costs. For second-order optimization methods
in deep learning, some methods have considered approximating the curvature matrix by a block
diagonal one according to different layers [10, 14, 15, 19, 24]. What’s more, some works have
observed that parameters in the same layer have gradients of similar magnitudes. Therefore, a
common learning rate can be efficiently shared by these parameters [29, 30]. Inspired by these
works, we propose a novel adaptive layer-wise learning method as follows. Suppose that dk =
((dk

1)
⊤, (dk

2)
⊤, . . . , (dk

L)
⊤)⊤ is the update direction of a L layers neural network at the iteration

point θk = ((θk
1 )

⊤, (θk
2 )

⊤, . . . , (θk
L)

⊤)⊤, the update rule of θk is given as θk+1 = θk − D̃kα̃k,
where

D̃k = diag(dk
1 ,d

k
2 , . . . ,d

k
L) (8)

is a block diagonal matrix and α̃k ∈ RL is the learning rate. The approximate second Taylor
expansion of h(θ − D̃α̃) at iteration k is

h(θk − D̃kα̃k) ≈h(θk)− ⟨D̃kα̃k,∇θh(θ
k)⟩+ 1

2
(D̃kα̃k)⊤HkD̃kα̃k, (9)

where Hk = diag(Hk
1 ,H

k
2 , . . . ,H

k
L) and Hk

l = ∇2
θl
h(θk) for l ∈ [L] and the Hessian matrix is

approximated by the block diagonal matrix Hk. Taking the derivative of h with respect to α̃k and
letting it equal to 0, we get (D̃k)⊤∇θh(θ

k) = (D̃k)⊤H⊤D̃kα̃k, which yields that

αk = diag(Θ1,Θ2, . . . ,ΘL)
−1((dk

1)
⊤∇θ1

h(θk), (dk
2)

⊤∇θ2
h(θk), . . . (dk

L)
⊤∇θL

h(θk))⊤ (10)

if Θl is nonzero, where Θl = (dk
1)

⊤Hk
1(d

k
1) for l ∈ [L].

If a same learning rate is used for all layers, as the same way of computing the adaptive layer-wise
learning rate, we can get

α =
(dk)⊤∇θh(θ

k)

(dk)⊤Hkdk
. (11)

Theorem 1. Let g(θ) and gL(θ) be the approximate second Taylor expansions of h(θ − αd) and
h(θ − D̃α̃) as given in (9), where D̃ ∈ Rn×L, α̃ ∈ RL and α ∈ R are given by (8), (10) and (11)
respectively, then we have gL(θ) ≤ g(θ).

Proof. The proof is given in the appendix.

By Theorem 1, we know that the adaptive layer-wise learning rate may lead to a faster decline in terms
of function values. In our proposed algorithm, we choose dk = (Fk)−1∇θh(θ

k), where Fk is the
Fisher information matrix and can be seen as a approximation of the Hessian matrix. Then, the Fisher
information matrix is approximated by a block diagonal matrix each block matrix is approximated by
the Kronecker product of two factor matrices. In each layer, the update direction dk

l is scaled by a
layer-wise damping learning rate αk

l according to (10), which is given by

αk
l =

(dk
l )

⊤∇θh(θ
k
l )

(dk
l )

⊤Fk
l d

k
l + µ

, (12)

where µ > 0 is a parameter. Using this adaptive layer-wise learning rate can accelerate layers
with smaller gradients. Moreover, this approach can also avoid computing the inverse matrix in
element-wise learning rate (13) and remain computationally efficient.
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3.3 Algorithm Schema

To effectively apply LNGD in training DNNs, several certain techniques need to be employed. In
this section, we primarily focus on introducing the damping technique, which is a commonly used in
second-order methods. Meanwhile, a simple method can be used to compute the adaptive layer-wise
learning rate according to Eq. (12) since the cost of computing (dk

l )
⊤Fk

l d
k
l is relatively expensive.

Finally, we discuss the utilization of exponential moving averages to enhance the training process.

A new damping technique: Damping plays a crucial role in second-order optimization methods.
Large damping can weaken the effect of curvature matrix, while small damping may cause computa-
tional difficulty and inaccuracy since most eigenvalues of the Fisher information matrix are close
to zero and only a small number of eigenvalues take on large values. To make training stable, we
propose the following damping for the lth layer: λl = min(max(tr(Fl)/dl, ν1), ν2), where ν1 and
ν2 are two constants to constrain the minimum and maximum of damping, and dl is the number
of weight parameters. In our method, Fl is approximated as the Kronecker product of two factors
Φl and Ψl, so we add the damping to each factors by Φ̂l = Φl + λΦ

l and Ψ̂l = Ψl + λΨ
l , where

λΦ
l = min(max(tr(Φl)/n, ν1), ν2) and λΨ

l = min(max(tr(Ψl)/n, ν1), ν2).

Compute the learning rate the faster: In order to compute the adaptive layer-wise learning rate
given in Eq. (12) more quickly, we turn matrix computation into vector computation. Specifically,

(dk
l )

⊤Fk
l d

k
l = (dk

l )
⊤ E

(x,y∼p(x,y))
[DθlDθ⊤

l ]d
k
l = E

(x,y∼p(x,y))
[(dk

l )
⊤DθlDθ⊤

l d
k
l ]

= E
(x,y∼p(x,y))

[((dk
l )

⊤Dθl)2] ≈
1

N
[((dk

l )
⊤Dθl)2],

(13)

where Fk
l is the empirical Fisher information matrix and N is the number of samples. The empir-

ical version of Fisher information matrix with no need for sampling from the model’s prediction
distribution, making it more computationally efficient.

Exponential moving averages: In line with previous studies, we incorporate exponential moving
averages into our approach. This involves updating the estimate by combining the previous estimate,
weighted by ϵ, with the estimate calculated from the new mini-batch, weighted by 1− ϵ. That is

Φ̂k+1
l ← ϵΦ̂k+1

l + (1− ϵ)Φ̂k and Ψ̂k+1
l ← ϵΨ̂k+1

l + (1− ϵ)Ψ̂k
l . (14)

In summary, our proposed algorithm is shown in Algorithm1.

3.4 Convergence Analysis

In this subsection, we give the convergence analysis of LNGD. Following the model used in previous
works about analysing the gradient descent [31, 32, 33] and NGD [34, 35], we consider a two-layer
neural network activated by the ReLU function with m neurons in the hidden layer as follows:

f(θ, a,x) =
1√
m

m∑

r=1

arφ(θ
⊤
r x),

where θ1,θ2, . . . ,θm ∈ Rd are the weight vectors of the first layer, x ∈ Rd is the input, ar ∈ R is the
weight of unit r in the second layer and φ(·) is the ReLU activation function, i.e., φ(x) = max{0, x}.
Let v = [f(θ, a,xi), f(θ, a,x2), . . . , f(θ, a,xn)]

⊤. In the following, we only give the result of
convergence of Algorithm 1, the specific proof, which uses some conclusions in [36, 37, 38, 39], is
given in the appendix.
Theorem 2. (Convergence rate of LNGD) Under the Assumption 1 and the assumption that

rank(X) = d. If we set the number of hidden units m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
G

)
, we i.i.d initialize

θr ∼ N (0, νI), ar ∼ unif[{−1,+1}] for any r ∈ [m], and we set the step size α ≤ (1−2c)
(1+c)2 .

Then with probability at least 1− ε over the random initialization, we have for k = 0, 1, 2, . . .

∥y − vk∥22 ≤ (1− α)
k ∥y − v0∥22.

Proof. The proof is given in the appendix.
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Algorithm 1 LNGD

Require: learning rate α, learning rate parameter µ, damping parameter λ, damping constraints
ν1,ν2, momentum parameter τ , exponential moving average parameter ϵ, Fisher information
matrix and its inverse update intervals TFIM and TINV.

1: k ← 0, m← 0. Initialize Φ̂l and Ψ̂l for any l ∈ [L].
2: while convergence is not reached do
3: Select a new mini-batch
4: for all l ∈ [L] do
5: if k ≡ 0 (mod TFIM) then
6: Update the factors Φ̂l and Ψ̂l using Eq. (14)
7: end if
8: if k ≡ 0 (mod TINV) then
9: Compute the inverses of Φ̂l and Ψ̂l

10: end if
11: Compute∇θl

h(θ) using backpropagation
12: Compute the approximated natural gradient (Φ̂−1

l ⊗ Ψ̂−1
l )∇θl

h(θ)
13: Compute the adaptive learning rate αl using Eq. (12)
14: ζ ← −ααl(Φ̂

−1
l ⊗ Ψ̂−1

l )∇θl
h(θ)

15: m← τm+ ζ (Update momentum)
16: θl ← θl +m (Update parameters)
17: end for
18: k ← k + 1
19: end while
20: return θ

4 Experiments

In order to verify the effectiveness of the proposed optimizer, we apply the optimizer to both image
classification and machine translation tasks. We first present the optimization performance of our
optimizer by comparing with several baselines. Then, we pay attention to the contribution of different
modules of our optimizer by conducting elaborate ablation analysis, which is given in the appendix.
Unless otherwise stated, the batch size for all experiments in the following is set to 256. The
initial learning rate hyperparameters for all optimizers are tuned using a grid search with values
α ∈ {1e− 4, 3e− 4, . . . , 1, 3}. The damping parameter λ in KFAC[14] are tuned using a grid search
with values λ ∈ {1e− 6, 1e− 4, 3e− 4, 1e− 3, . . . , 1e− 1, 3e− 1}. The minimum and maximum
of damping parameters ν1 and ν2 in LNGD are set to 1e − 5 and 1e − 2. The moving average
parameter and the momentum correlating with KFAC and LNGD are set to 0.95 and 0.9, respectively.
Furthermore, a weight decay of 0.004 is applied in all optimizers. All experiments run on a single
A100 GPU using TensorFlow. We average the results of 5 runs and the hyper-parameter settings for
these optimizers are the best values randomly searched for many times.

4.1 CIFAR-10 Training

We first report the optimizing performance on CIFAR-10 [40], which is a standard task used to
benchmark optimization methods [6, 41, 42, 43, 44]. Following these previous works, the changes of
testing accuracy and training loss versus time as well as epoch are reported in Fig. 2, and detailed
statistics are shown in Table6. From Fig. 2, it can be observed that LNGD exhibits the most rapid
decline in training loss during the initial epochs and seconds. This suggests that LNGD is effective in
quickly reducing the training loss and reaching convergence. All optimization methods convergent at
around 200 epochs. However, it is observed that second-order optimization methods, such as KFAC
and LNGD, achieve a lower training loss compared to first-order optimization methods like SGD
and Adam. In terms of testing accuracy, as depicted in Fig. 2 (b) and (d), LNGD achieves a top-1
accuracy of 91% at the fastest rate. It only requires 36 epochs and 189.69 seconds to achieve this
accuracy level. In comparison, as presented in Table6, SGD and ADAM require at least 100% and
30% more epochs and time, respectively, to achieve similar accuracy. Relative to KFAC, LNGD
reduces the number of epochs and time by around 20% and 21%, respectively. Furthermore, as shown
in Table6, LNGD gets the highest final testing accuracy after convergence.
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Figure 2: Numerical performance on ResNet-18 with CIFAR-10.

neural network activated by the ReLU function with m neurons in the hidden layer as follows:

f(θ, a,x) =
1√
m

m∑

r=1

arφ(θ
⊤
r x),

where θ1,θ2, . . . ,θm ∈ Rd are the weight vectors of the first layer, x ∈ Rd is the input, ar ∈ R is the
weight of unit r in the second layer and φ(·) is the ReLU activation function, i.e., φ(x) = max{0, x}.
Let v = [f(θ, a,xi), f(θ, a,x2), . . . , f(θ, a,xn)]

⊤. In the following, we only give the result of
convergence of Algorithm 2, the specific proof is given in the appendix.
Theorem 2. (Convergence rate of LNGD) Under the Assumption 1 and the assumption that

rank(X) = d. If we set the number of hidden units m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
G

)
, we i.i.d initialize

θr ∼ N (0, νI), ar ∼ unif[{−1,+1}] for any r ∈ [m], and we set the step size α ≤ (1−2c)
(1+c)2 .

Then with probability at least 1− ε over the random initialization, we have for k = 0, 1, 2, . . .

∥y − vk∥22 ≤ (1− α)
k ∥y − v0∥22.

Proof. The proof is given in the appendix.

4 Experiments

In order to verify the effectiveness of the proposed optimizer, we apply the optimizer to both image
classification and machine translation tasks. We first present the optimization performance of our
optimizer by comparing with several baselines. Then, we pay attention to the contribution of different
modules of our optimizer by conducting elaborate ablation analysis, which is given in the appendix.
Unless otherwise stated, the batch size for all experiments in the following is set to 256. The
initial learning rate hyperparameters for all optimizers are tuned using a grid search with values
α ∈ {1e− 4, 3e− 4, . . . , 1, 3}. The damping parameter λ in KFAC[14] are tuned using a grid search
with values λ ∈ {1e− 6, 1e− 4, 3e− 4, 1e− 3, . . . , 1e− 1, 3e− 1}. The minimum and maximum
of damping parameters ν1 and ν2 in LNGD are set to 1e − 5 and 1e − 2. The moving average
parameter and the momentum correlating with KFAC and LNGD are set to 0.95 and 0.9, respectively.
Furthermore, a weight decay of 0.004 is applied in all optimizers. All experiments run on a single
A100 GPU using TensorFlow. We average the results of 5 runs and the hyper-parameter settings for
these optimizers are the best values randomly searched for many times.

4.1 CIFAR-10 Training

We first report the optimizing performance on CIFAR-10, which is a standard task used to benchmark
optimization methods [6, 36, 37, 38]. Following these previous works, the changes of testing accuracy
and training loss versus time as well as epoch are reported in Fig. 2, and detailed statistics are shown
in Table.1. From Fig. 2, it can be observed that LNGD exhibits the most rapid decline in training loss
during the initial epochs and seconds. This suggests that LNGD is effective in quickly reducing the
training loss and reaching convergence. All optimization methods convergent at around 200 epochs.
However, it is observed that second-order optimization methods, such as KFAC and LNGD, achieve
a lower training loss compared to first-order optimization methods like SGD and Adam. In terms
of testing accuracy, as depicted in Fig. 2 (b) and (d), LNGD achieves a top-1 accuracy of 91% at
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Figure 2: Numerical performance on ResNet-18 with CIFAR-10.

Table 1: Detailed statistics on CIFAR-10 when top-1 testing accuracy achieves 91%.
Epoch Total Time Time Per Epoch Acceleration Best Test Acc

SGD 79 268.67s 3.4s 29% 91.88%
ADAM 72 248.83s 3.77s 23% 92.62%
KFAC 45 241.86s 5.87s 21% 93.34%
LNGD 36 189.69s 5.08s 93.61%
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Figure 3: Comparison of the exact Fisher information matrix F and our approximation FLNGD. We
use LNGD to train MNIST on a fully-connected neural network, whose architecture is 196-20-20-20-
20-10. We show the results of the Fisher information matrix of the first layer with 20 units in top,
which is a 400× 400 matrix. The bottom portion displays partially enlarged parts of the top marked
with red square, which is a 40× 40 matrix. Within both the top and bottom sections, on the left is the
exact Fisher information matrix F, in the middle is our approximation FLNGD, and on the right is the
absolute error between them. The brightness levels correspond to the sizes of the absolute values.
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Figure 4: Numerical performance on ResNet-50 with ImageNet.

the fastest rate. It only requires 36 epochs and 189.69 seconds to achieve this accuracy level. In
comparison, as presented in Table.1, SGD and ADAM require at least 100% and 30% more epochs
and time, respectively, to achieve similar accuracy. Relative to KFAC, LNGD reduces the number of
epochs and time by around 20% and 21%, respectively. Furthermore, as shown in Table.1, LNGD
gets the highest fincal testing accuracy after convergence.

Table 1: Detailed statistics on CIFAR-10 when top-1 testing accuracy achieves 91%.
Epoch Total Time Time Per Epoch Acceleration Best Test Acc

SGD 79 268.67s 3.4s 29% 91.88%
ADAM 72 248.83s 3.77s 23% 92.62%
KFAC 45 241.86s 5.87s 21% 93.34%
LNGD 36 189.69s 5.08s 93.61%

4.2 ImageNet Training

Table 2: Detailed statistics on ImageNet when top-1 testing accuracy achieves 75.9%.
Epoch Total Time Time Per Epoch Acceleration Best Test Acc

SGD 78 11.28h 520.55s 43% 76.47%
ADAM - - - - 74.05%
KFAC 39 8.02h 739.93s 19% 76.58%
LNGD 36 6.46h 646.44s 76.73%

We extend our examination of optimizer efficacy to a larger image classification dataset, ImageNet-1K
[39]. The changes of testing accuracy and training loss versus time and epoch are reported in Fig.4
and Table.2. The results show that the LNGD optimizer is highly efficient in training large image
datasets in terms of both speed and accuracy. LNGD, which requires only 36 epochs and 6.46
hours, is much faster in achieving the top-1 testing accuracy of 75.9% than other baselines. This is a
significant improvement over SGD, which takes 100% more epochs and 75% more time to reach the
same accuracy level. As for Adam, it exhibits a rapid decrease in loss during training and reaches
convergence at a fast rate. However, the best achieved testing accuracy is only 74.05%, indicating
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4.2 ImageNet Training

We extend our examination of optimizer efficacy to a larger image classification dataset, ImageNet-1K
[45]. The changes of testing accuracy and training loss versus time and epoch are reported in Fig.3
and Table2. The results show that the LNGD optimizer is highly efficient in training large image
datasets in terms of both speed and accuracy. LNGD, which requires only 36 epochs and 6.46
hours, is much faster in achieving the top-1 testing accuracy of 75.9% than other baselines. This is a
significant improvement over SGD, which takes 100% more epochs and 75% more time to reach the
same accuracy level. As for Adam, it exhibits a rapid decrease in loss during training and reaches
convergence at a fast rate. However, the best achieved testing accuracy is only 74.05%, indicating
that when training large-scale image tasks, a trade-off between efficiency and effectiveness needs
to be considered. Compared to KFAC, although LNGD is better for only 3 epochs, it leads to 19%
reduction in terms of the computing time. The training loss results further support the efficiency of
LNGD, as it maintains the fastest rate of decline during the initial stages of training and ultimately
yields the lowest training loss upon convergence. Overall, the results suggest that LNGD is a highly
efficient optimizer for large-scale image classification tasks, providing faster convergence and better
accuracy than other commonly used optimizers.

4.3 Transformer Training

In this experiment, we apply LNGD to the Transformer-Big model [46] with 213.7M parameters.
The training datasets is WMT English-German machine translation corpus [46]. We use Bleu [47] as
the evaluation metrics, which is frequently used in machine translation tasks. The setting of learning
rate updating strategy for SGD, Adam, KFAC and LNGD are the same as in ImageNet training.

In Fig.4 and Table3, we present the comparative evaluation of the performance of LNGD against
SGD, Adam, and KFAC in terms of testing accuracy and training loss. ADAM demonstrates superior
performance over SGD, as evidenced by a more rapid decrease in training loss and a lower converged
loss value. This observation aligns with previous empirical findings that ADAM is highly effective
for transformer models. KFAC exhibits further enhancements in performance compared to Adam,
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Table 2: Detailed statistics on ImageNet when top-1 testing accuracy achieves 75.9%.
Epoch Total Time Time Per Epoch Acceleration Best Test Acc

SGD 78 11.28h 520.55s 43% 76.47%
ADAM - - - - 74.05%
KFAC 39 8.02h 739.93s 19% 76.58%
LNGD 36 6.46h 646.44s 76.73%
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Figure 5: Numerical performance on Transformer with WMT.

that when training large-scale image tasks, a trade-off between efficiency and effectiveness needs
to be considered. Compared to KFAC, although LNGD is better for only 3 epochs, it leads to 19%
reduction in terms of the computing time. The training loss results further support the efficiency of
LNGD, as it maintains the fastest rate of decline during the initial stages of training and ultimately
yields the lowest training loss upon convergence. Overall, the results suggest that LNGD is a highly
efficient optimizer for large-scale image classification tasks, providing faster convergence and better
accuracy than other commonly used optimizers.

4.3 Transformer Training

In this experiment, we apply LNGD to the Transformer-Big model [40] with 213.7M parameters.
The training datasets is WMT English-German machine translation corpus [40]. We use Bleu [41] as
the evaluation metrics, which is frequently used in machine translation tasks. The setting of learning
rate updating strategy for SGD, Adam, KFAC and LNGD are the same as in ImageNet training.

In Fig.5 and Table.3, we present the comparative evaluation of the performance of LNGD against
SGD, Adam, and KFAC in terms of testing accuracy and training loss. ADAM demonstrates superior
performance over SGD, as evidenced by a more rapid decrease in training loss and a lower converged
loss value. This observation aligns with previous empirical findings that ADAM is highly effective
for transformer models. KFAC exhibits further enhancements in performance compared to Adam,
yet it does not surpass the efficacy of LNGD. LNGD outperforms its counterparts with the swiftest
reduction in training loss and the highest convergence rates. In terms of testing accuracy, measured
by the Bleu score, LNGD achieves a top-1 Bleu score of 32% with remarkable efficiency, which is
able to reduce the required steps by approximately 24% and computing time by 16% compared to
Adam. When compared to KFAC, LNGD still shows significant improvements, reducing the steps by
around 14% and computing time by 24%. As for SGD, it cannot reach the top-1 Bleu score of 32%
and the best testing accuracy is only 31.8%, which indicates that SGD is not a good choice for large
language processing tasks. In summary, the results provide strong evidences for the effectiveness of
LNGD as an optimization algorithm for transformer models and shed light for large practical NLP
tasks where time and computational resources are quite limited.

Table 3: Detailed statistics on WMT when Bleu achieves 32%.
Step Total Time Time Per 1K Acceleration Best Test Bleu

SGD - - - - 31.87%
ADAM 25K 3.39h 488.16s 16% 33.05%
KFAC 22K 3.75h 613.63s 24% 33.45%
LNGD 19K 2.85h 540s 33.55%

5 Conclusion

In summary, we propose a novel NGD optimizer named as LNGD for training DNNs, specifically
targeting the computational inefficiencies that impede the practical application of conventional natural
gradient techniques in large-scale neural networks. Our approach strategically computes Fisher
information matrices for each individual layers using sample approximation and dynamically adjusts
learning rates leveraging curvature information. This method facilitates a more refined representation
of the optimization landscape at the layer level. Besides, we provide convergence analysis of LNGD.
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yet it does not surpass the efficacy of LNGD. LNGD outperforms its counterparts with the swiftest
reduction in training loss and the highest convergence rates. In terms of testing accuracy, measured
by the Bleu score, LNGD achieves a top-1 Bleu score of 32% with remarkable efficiency, which is
able to reduce the required steps by approximately 24% and computing time by 16% compared to
Adam. When compared to KFAC, LNGD still shows significant improvements, reducing the steps by
around 14% and computing time by 24%. As for SGD, it cannot reach the top-1 Bleu score of 32%
and the best testing accuracy is only 31.8%, which indicates that SGD is not a good choice for large
language processing tasks. In summary, the results provide strong evidences for the effectiveness of
LNGD as an optimization algorithm for transformer models and shed light for large practical NLP
tasks where time and computational resources are quite limited.

Table 3: Detailed statistics on WMT when Bleu achieves 32%.
Step Total Time Time Per 1K Acceleration Best Test Bleu

SGD - - - - 31.87%
ADAM 25K 3.39h 488.16s 16% 33.05%
KFAC 22K 3.75h 613.63s 24% 33.45%
LNGD 19K 2.85h 540s 33.55%

5 Conclusion

In summary, we propose a novel NGD optimizer named as LNGD for training DNNs, specifically
targeting the computational inefficiencies that impede the practical application of conventional natural
gradient techniques in large-scale neural networks. Our approach strategically computes Fisher
information matrices for each individual layers using sample approximation and dynamically adjusts
learning rates leveraging curvature information. This method facilitates a more refined representation
of the optimization landscape at the layer level. Besides, we provide convergence analysis of LNGD.
Experimental evaluations indicate its competitive performance relative to existing state-of-the-art
optimizers. This work hold significant potential for enhancing the efficiency and scalability of training
processes in deep learning frameworks.
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A Notations

In this paper, we denote [n] = {1, 2, . . . , n}. For a matrix A, we use Aij to denote its (i, j)-th
entry, tr(A) to denote its trace, σmin(A) and σmax(A) to denote its smallest and largest singular
value, ∥A∥F to denote its Frobenius norm and ∥A∥2 to denote its spectral norm. If A is positive
semi-definite, λmin(A) and λmax(A) denote its smallest and largest eigenvalue, and define κA =
λmax(A)/λmin(A), respectively. The identity matrix is denoted as I. For a vector a, ∥a∥2 denotes
the Euclidean norm. We useN (µ,Σ) to denote the Gaussian distribution with mean µ and covariance
Σ. For two matrices

A = [a1,a2, . . . ,an] ∈ Rp×q, B = [b1,b2, . . . ,bn] ∈ Rp×q,

we use ◦ and ⊗ to denote the Hadamard and Kronecker product, respectively. The column-wise
Khatri-Rao product ∗ is defines as

A ∗B = [a1 ⊗ b1,a2 ⊗ b2, . . . ,an ⊗ bn] ∈ Rp2×q.

Similarly, we can define the row-wise Khatri-Rao product ⋆ and we have (A ⋆B)⊤ = (A⊤ ∗B⊤).
Given an event E, I{E} denotes its indicator function, i.e.,

I{E} =
{

1, if E happens,
0, otherwise.

B Comparisons and Explanations

B.1 Comparisons with Related Works

There have been some works to utilize the NGD or its approximations for training DNNs. One of
the primary computational challenges lie in the storage and computing the inverse of the Fisher
information matrix during NGD optimization. Recently, several studies have explored the adoption
of the efficient Kronecker-factored approximation to the Fisher information matrix to address this
computational challenge. The most related approaches to this work are the KFAC, EKFAC and
TKFAC[15]. These works and LNGD all start with a block-diagonal approximation of the Fisher
information matrix. The differences among them are the approximations of the block matrix Fl. By
approximating the expectation of the Kronecker product as the Kronecker product of expectations,
KFAC approximates Fl as the Kronecker product of A = E[(al−1a

⊤
l−1)] and B = E[(ĝlĝ

⊤
l )] with

ĝl = −∇sl log p(y|x). By tracking the diagonal variance in the Kronecker-factored eigenbasis,
EKFAC performs eigenvalue decomposition of the Fisher information matrix and re-scales the
eigenvalues by S∗ to achieve a better approximation, where S∗ is a diagonal matrix defined by
S∗
ii = E[(U⊤

B∇θh(θ)
2)i], and UA,UB are eigenvectors of A,B. TKFAC approximates Fl as a

Kronecker product of two factors P and Q scaled by a coefficient δ and keep the traces of each block
equal. In this paper, we propose the LNGD, which approximates Fl as a Kronecker product of a
matrix Φl and a diagonal matrix Ψl, which is computed by sampling from each layer. We summarize
the above approximations of Fl in Table 4.

Table 4: Summary of some NGD optimizers
Optimizer Fl

KFAC A⊗B
EKFAC (UA ⊗UB)S

∗(UA ⊗UB)
⊤

TKFAC δP⊗Q
LNGD Φ⊗Ψ

When these methods have the same update frequency, KFAC needs to compute two factor matrices A
and B, and then invert them. However, B can only be computed after completely performing back-
propagation. On the other hand, EKFAC modifies KFAC by incorporating eigenvalue decomposition
to scale the eigenvalue during the inversion process. TKFAC, another variant of KFAC, maintains
the equality of traces of matrices before and after approximation. Both EKFAC and TKFAC involve
increased computational requirements compared to KFAC. Our proposed LNGD also requires
computation and inversion of two factors Φ and Ψ. However, the advantage of LNGD is that the
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Figure 5: Comparison of the exact Fisher information matrix and the approximated Fisher information
matrix of KFAC and LNGD. On the left is the exact Fisher information matrix, in the middle is the
approximated Fisher information matrix, and on the right is the absolute error of these. The first row
shows the result of KFAC, and the second row shows the results of LNGD.

matrix Ψ is diagonal, and due to the use of hierarchical sampling, Ψ can be directly inverse during
the forward propagation phase, without the need to wait for the completion of the back-propagation
process. This feature significantly reduces computational time.

In addition, THOR proposed in [24] also provides an optimizer using NGD for training DNNs. THOR
mainly considers reducing the computational cost of NGD through two aspects. On the one hand,
THOR gradually increases the updating frequency of the inverse matrix of Fisher information matrix
and proposes a trace-based updating rule for the Fisher information matrix of each layer. On the other
hand, THOR approximates the approximated Fisher information matrix obtained by KFAC as some
smaller matrices by splitting matrix dimensions. Our proposed LNGD first gives a layer-wise sample
method to more efficiently compute each block matrix corresponding to each layer and proposes a
novel approximate scheme of the Fisher information matrix. Furthermore, LNGD also adopts an
adaptive layer-wise learning rate to speed up training. The contributions and ideas of our proposed
LNGD are different from THOR.

B.2 Comparisons Between KFAC and LNGD

Fig. 5 shows the visualization results of KFAC and LNGD. From Fig. 5 (b) and (e), we can see that
KFAC and LNGD can all emphasize the importance of the diagonal elements in the exact Fisher
information matrix. In addition, it can also be seen clearly that KFAC still retains some elements
near the main diagonal, while LNGD does not, which also reflects that LNGD provides an efficient
approximation of Fisher information matrix with less computational cost in comparison with KFAC.

B.3 Illustration of the Gaussian Distribution Assumption

In Subsection 3.1, we assume that the predictive distribution Pal|al−1
(θl) follows Gaussian distri-

bution. To illustrate the validity of the Gaussian distribution assumption, we collect the output of
two layers of the ResNet-18 network on CIFAR-10 and show the results in Fig. 6. Fig. 6 (a) and (b)
show the distributions of sample representation vectors’ values in some dimension. Since we use the
ReLU activation function, the obtained distributions are in accord with the Gaussian distribution in
the positive quadrant. Fig. 6 (c) and (d) show the distributions of values of sample representation
vectors’ Euclidean norm, from which we can see that the two distributions can also be approximated
as Gaussian distributions.
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Figure 6: Illustration of Gaussian distribution.

C Proof of Theorem 1

Proof. Since g(θ) and gL(θ) are the approximate second Taylor expansions of h(θ − αd) and
h(θ − D̃α̃), we have

gL(θ)− g(θ) = h(θ)− α⟨d,∇θh(θ)⟩+
1

2
α2d⊤Hd− h(θ) +

L∑

l=1

α̃l⟨dl,∇θl
h(θ)⟩

−
L∑

l=1

1

2
α̃2
l d

⊤
l Hldl =

1

2

(
L∑

l=1

(d⊤
l ∇θl

h(θ))2

d⊤
l Hldl

− (d⊤∇θh(θ))
2

d⊤Hd

)
≤ 0.

This completes the proof.

D Convergence of LNGD

In this section, we give the convergence analysis of LNGD. Following the model used in previous
works about analysing the gradient descent [31, 32, 33] and NGD [34, 35], we consider a two-layer
neural network activated by the ReLU function with m neurons in the hidden layer as follows:

f(θ, a,x) =
1√
m

m∑

r=1

arφ(θ
⊤
r x),

where θ1,θ2, . . . ,θm ∈ Rd are the weight vectors of the first layer, x ∈ Rd is the input, ar ∈ R is the
weight of unit r in the second layer and φ(·) is the ReLU activation function, i.e., φ(x) = max{0, x}.
For convenience, we define θ = [θ⊤

1 ,θ
⊤
2 , . . . ,θ

⊤
m]⊤ ∈ Rmd. We first initialize the parameters

randomly by
θr ∼ N (0, ν2I), ar ∼ unif[{−1,+1}], ∀r ∈ [m],

where 0 < ν ≤ 1 controls the magnitude of initialization.

Given the training dataset S = {(xi, yi)}ni=1 containing (input, target) examples (xi, yi). Following
[31, 33, 34], we make the following assumption for the data.

Assumption 1. For all i, ∥xi∥22 = 1 and |yi| = O(1). For any i ̸= j, xi ∦ xj .

In this subsection, we mainly focus on the mean squared error loss (MSE) function

L(θ) = 1

2n

n∑

i=1

(f(θ, a,xi)− yi)
2

=
1

2n

n∑

i=1

(
1√
m

m∑

r=1

arφ(θ
⊤
r x)− yi)

2.

Following [31, 33, 34], we fix the weights of second layer and only optimize the weights of first layer.
Then the update rule of NGD can be written as

θk+1 = θk − α(Fk)−1∇θL(θk).
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As shown in [18], if the network’s predictive distribution is in the exponential family, the Fisher
information matrix is equivalent to the generalized Gauss-Newton matrix, which is defined by

E(xi,yi)∈S [J
⊤
i HLJi],

where HL is the Hessian matrix of the loss function L(θ) with respect to the prediction f(θ, a,xi)
and Ji is the Jacobian matrix of f(θ, a,xi) with respect to the parameters θ. Under our setting that
L(θ) is the MSE loss function, the Hessian matrix HL is the identity matrix I. Ji can be computed
by

Ji =
(
∇θ1

f(θ, a,xi)
⊤, . . . ,∇θm

f(θ, a,xi)
⊤)⊤ ,

where
∇θrf(θ, a,xi) =

ar√
m
I{θ⊤

r xi ≥ 0}xi, ∀ r ∈ [m]. (15)

Let J = (J1,J2, . . . ,Jn)
⊤ ∈ Rn×md, then the Fisher information matrix can be written as

F = E(xi,yi)∈S [J
⊤
i HLJi] = E(xi,yi)∈S [J

⊤
i Ji] =

1

n
J⊤J.

As discussed in [34], when m > n, the Fisher information matrix is singular. So in this case, we use
the generalized inverse given in [36]

F† = nJ⊤(JJ⊤)−1(JJ⊤)−1J (16)

and the update rule of NGD can be written as

θk+1 = θk − α

n
(Fk)†(Jk)⊤(vk − y),

where y = [y1, y2, . . . , yn]
⊤ and v = [v1, v2, . . . , vn]

⊤ =
[f(θ, a,xi), f(θ, a,x2), . . . , f(θ, a,xn)]

⊤. Consider the two-layer neural network described
in this subsection, since we fixed the weights in second layer, and the Fisher information matrix of
this model is approximated by

F ≈ Φ⊗Ψ.

For simplicity, we ignore the index of layer. Define

X = [x1,x2, . . . ,xn]
⊤ ∈ Rn×d

and
G = [φ

′
(Xθ1), φ

′
(Xθ2), . . . , φ

′
(Xθm)] ∈ Rn×m,

where X is the input matrix formed by n input vectors and G is the pre-activation derivatives matrix
whose entry is given by

Gir =
1√
m
I{x⊤

i θr ≥ 0}, ∀ i ∈ [n], r ∈ [m]. (17)

Then we have
J = ∇θf(θ, a,xi) = X ⋆G ∈ Rn×md

and
F =

1

n
J⊤J =

1

n
(X ⋆G)⊤(X ⋆G) ∈ Rmd×md.

The formulas of Φ and Ψ can be given as

Φ = X⊤(GG⊤ ◦ I)X ∈ Rd×d, (18)

Ψ =
1

n

G⊤(XX⊤ ◦ I)G
tr((XX⊤ ◦ I) ◦ (GG⊤ ◦ I)) ∈ Rm×m. (19)

Under the Assumption 1, we have (XX⊤)ii = 1, i ∈ [d]. Therefore, Eq. (18) and Eq. (19) can be
simplified to

Φ = ZX,G, Ψ =
G⊤G
nη

,

where η = tr((XX⊤ ◦ I) ◦ (GG⊤ ◦ I)) and ZX,G = X⊤(GG⊤ ◦ I)X. Finally, the update rule of
LNGD can be given by

θk+1 = θk − α[η(Zk
X,G)−1 ⊗ ((Gk)⊤Gk)−1](Jk)⊤(vk − y).

To analyze the global convergence of LNGD, we need the following two conditions as given in [34].
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Condition 1. The matrix G0(G0)⊤ is positive definite.

To verify this condition, we need the following two lemmas.

Lemma 1. Define K∞
i,j = Eθ∼N (0,ν2I)[I{θ⊤xi ≥ 0,θ⊤xj ≥ 0}], i, j ∈ [n] , then we have the

matrix K∞ is strictly positive definite.

The result of this lemma has been given and discussed in [34]. We define λK = λmin(K
∞) ≥ 0 and

matrix K whose entry is given by

Kij =
1

m

m∑

r=1

I{θ⊤
r xi ≥ 0,θ⊤

r xj ≥ 0} = (GG⊤)ij , ∀ i, j ∈ [n].

Then we can show Condition 1 holds by the following lemma.

Lemma 2. If m = Ω
(

n
λK

log n
ε

)
, we have with probability at least 1− ε that λmin(K(0)) ≥ 3

4λK.

Proof. Note that K(0) can be written as the sum of random symmetric matrices

K(0) =

m∑

r=1

K(θr), Kij(θr) =
1

m
I{θ⊤r xi ≥ 0, θ⊤r xj ≥ 0}.

Furthermore, we have K(θr) are positive semi-definite and ∥K(θr)∥2 ≤ tr(K(θr)) ≤ n
m . Thus, by

the matrix Chernoff bound [37], we can obtain

P
[
λmin(K(0)) ≤ (1− 1

4
)λK)

]
≤ n exp

(
− 1

42
λKm

n

)
.

Let ε = n exp
(
− 1

42
λKm
n

)
, we have m = Ω

(
n
λK

log n
ε

)
. Proof complete.

This proof is similar to the Lemma 6 in [34], the difference is the definition of K. For completeness
of the proof, we also give the detailed proof here. By this lemma, we have λmin(G(0)G(0)⊤) =
λmin(K(0)) ≥ 3

4λK > 0, which implies that Condition 1 holds. Next, we give the other condition.

Condition 2. For all parameters θ that satisfy ∥θ−θ0∥2 ≤ 2∥y−v0∥2√
λK/2

κZX,G
, there exists 0 ≤ c < 1

2

such that

∥J− J0∥2 ≤
√
2c

4

√
λK

κZX,G

.

To show this condition holds, we need the following lemma.

Lemma 3. [34] For all weight vectors θ that satisfy ∥θ − θ0∥2 ≤ R, we have probability at least
1− ε that

∥J− J0∥22 ≤ ∥J− J0∥2F ≤
2nR2/3

ν2/3ε2/3m1/3
.

By taking R = 2∥y−v0∥2√
λK/2

κZX,G
, we have ∥J− J0∥22 ≤

641/3n∥y−v0∥2/3
2 κ

2/3
ZX,G

ν2/3ε2/3m1/3λ
1/3
K

. Therefore, if we let

m = Ω

(
n3∥y−v0∥2

2κ
8
ZX,G

ν2ε2λ4
K

)
, the Condition 2 holds. What’s more, we have probability at least 1− ε

that ∥y − v0∥22 = O
(
n
ε

)
, which has been given in [31]. Thus we can write the condition of m as

m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
K

)
.

Before giving the main result, we first give some necessary lemmas.

Lemma 4. If m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
K

)
, for all parameters θ that satisfy ∥θ − θ0∥2 ≤ 2∥y−v0∥2√

λG/2
κZX,G

,

we have probability at least 1− ε that λmin(K) ≥
√
λK/2.
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Proof. Combine Eq. (15), Eq. (17) and Assumption 1, we have ∥G−G(0)∥2F ≤ ∥J− J0∥2F. Let

m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
K

)
and R = 2∥y−v0∥2√

λK/2
κZX,G

, by Condition 2 and Lemma 3 we have

∥G−G(0)∥22 ≤ ∥G−G(0)∥2F ≤ ∥J− J0∥2F
≤ c

8

λK

κ2
ZX,G

≤ c

8
λK.

Therefore,
σmin(G) ≥ σmin(G(0))− ∥G−G(0)∥2

≥
√

3

4

√
λK −

√
c

8

√
λK ≥

√
2

2

√
λK,

Note that the large m is, the smaller c is. Therefore, we can choose a slight larger m satisfying this
inequality. So we have

λmin(K) = λmin(GG⊤) ≥
√

λK

2
.

Proof complete.

Lemma 5. [38] Let A and B be two positive define matrices, we have

λmax(A ◦B) ≤
(
max

i
Aii

)
λmax(B),

λmin(A ◦B) ≥
(
min
i

Aii

)
λmin(B).

Lemma 6. [39] Let ⊗ denote the Kronecker product and ∗ denote the column-wise Khatri-Rao
product, we have

(A⊗B)(C ∗D) = AC ∗BD,

(A ∗B)⊤(A ∗B) = A⊤A ◦B⊤B.

Now, we give the convergence analysis of LNGD.
Theorem 3. (Convergence rate of LNGD) Under the Assumption 1 and the assumption that

rank(X) = d. If we set the number of hidden units m = Ω

(
n4κ8

ZX,G

ν2ε3λ4
G

)
, we i.i.d initialize

θr ∼ N (0, νI), ar ∼ unif[{−1,+1}] for any r ∈ [m], and we set the step size α ≤ (1−2c)
(1+c)2 .

Then with probability at least 1− ε over the random initialization, we have for k = 0, 1, 2, . . .

∥y − vk∥22 ≤ (1− α)
k ∥y − v0∥22.

Proof. Consider the predictive error at the (k + 1)-th iteration, we have

∥y − vk+1∥22 = ∥y − vk + vk − vk+1∥22
=∥y − vk∥22 − 2(y − vk)⊤(vk+1 − vk) + ∥vk+1 − vk∥22.

(20)

Next, we need to estimate the bound of prediction
vk+1 − vk = v(θk − α(Fk)−1(Jk)⊤(vk − y))− vk

=−
∫ 1

ξ=0

αJξ(Fk)−1(Jk)⊤(vk − y)ξ.

=−
∫ 1

ξ=0

αJk(Fk)−1(Jk)⊤(vk − y)ξ.

+

∫ 1

ξ=0

α(Jk − Jξ)(Fk)−1(Jk)⊤(vk − y)ξ.

=−αJk(Fk)−1(Jk)⊤(vk − y)︸ ︷︷ ︸
Term 1

+ α

(∫ 1

ξ=0

(Jk − Jξ)ξ.

)
(Fk)−1(Jk)⊤(vk − y)

︸ ︷︷ ︸
Term 2

,
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where Jξ = ∂v(θξ)
∂θξ , and θξ = ξθk + (1− ξ)θk+1 = θk − ξα(Fk)−1(Jk)⊤(vk − y).

We first analyse Term 1. We omit the index k in J, G and F for simplicity.

Term 1 = −αJF−1J⊤(vk − y)

=α(X ⋆G)[ηZ−1
X,G ⊗ (G⊤G)−1](X⊤ ∗G⊤)(y − vk)

=α(ηXZ−1
X,GX⊤ ◦G(G⊤G)−1G⊤)(y − vk)

=α(ηXZ−1
X,GX⊤ ◦ I)(y − vk),

The second equation follows the update rule of LNGD. The third equation is obtained according to
the properties of Kronecker, Hadamard and Khatri-Rao products given in Lemma 6. The last equation
uses the definition of generalized inverse as given by Eq. (16). By Lemma 5, we have

λmax(XZ−1
X,GX⊤ ◦ I) ≤ max

i
(XZ−1

X,GX⊤)iiλmax(I)

≤ λmax(Z
−1
X,G)max

i
(XX⊤)ii =

1

λmin(ZX,G)
.

(21)

Therefore, we can bound Term 1 by

∥Term1∥2 = ∥α(ηXZ−1
X,GX⊤ ◦ I)(y − vk)∥2

≤ αη∥XZ−1
X,GX⊤ ◦ I∥2∥y − vk∥2 ≤

αη

λmin(ZX,G)
∥y − vk∥2.

(22)

Based on the Condition 2, we have the following inequality
∥∥∥∥
∫ 1

ξ=0

(Jk − Jξ)ξ.

∥∥∥∥
2

≤
∫ 1

ξ=0

∥Jk − Jξ∥2ξ. ≤ ∥J
k+1 − Jk∥2

≤∥Jk+1 − J0∥2 + ∥Jk − J0∥2

≤
√
2c

2

√
λK

κZX,G

≤ c

κZX,G

√
λmin(GG⊤).

(23)

Next, we bound Term 2. By Eq. (23), we have

∥Term 2∥2 =

∥∥∥∥α
(∫ 1

ξ=0

(Jk − Jξ)ξ.

)
(Fk)−1(Jk)⊤(vk − y)

∥∥∥∥
2

≤ cα

κZX,G

√
λmin(GG⊤)∥(Fk)−1(Jk)⊤∥2∥y − vk∥2

=
cα

κZX,G

√
λmin(GG⊤)∥(ηZ−1

X,G ⊗ (G⊤G)−1)(X⊤ ∗G⊤)∥2∥y − vk∥2

=
cα

κZX,G

√
λmin(GG⊤)∥ηZ−1

X,GX⊤ ∗ (G⊤G)−1G⊤∥2∥y − vk∥2

=
cα

κZX,G

√
λmin(GG⊤)∥ηZ−1

X,GX⊤ ∗G⊤(GG⊤)−1(GG⊤)−1GG⊤∥2∥y − vk∥2

=
cαη

κZX,G

√
λmin(GG⊤)∥Z−1

X,GX⊤ ∗G⊤(GG⊤)−1∥2∥y − vk∥2. (24)

Define ∆ = Z−1
X,GX⊤ ∗G⊤(GG⊤)−1 , then we have

∥∆∥2 = σmax(∆) =
√
λmax(∆⊤∆)

=
√
λmax(XZ−1

X,GZ−1
X,GX⊤ ◦ (GG⊤)−1).

(25)

Similar to Eq. (21), by Lemma (5) we can prove

∥∆∥2 ≤
1

λmin(ZX,G)

1√
λmin(GG⊤)

. (26)
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Combine Eq. (24) and Eq. (26), we have

∥Term2∥2 ≤
cαη

κZX,G

√
λmin(GG⊤)

1

λmin(ZX,G)

1√
λmin(GG⊤)

∥y − vk∥2

=
cαη

λmax(ZX,G)
∥y − vk∥2.

(27)

Combine Eq. (20), Eq. (27) and Eq. (22), we can obtain
∥y − vk+1∥22 =∥y − vk∥22 − 2(y − vk)⊤(vk+1 − vk) + ∥vk+1 − vk∥22

=∥y − vk∥22 − 2α(y − vk)⊤Jk(Fk)−1(Jk)⊤(y − vk)

+2α(y − vk)⊤
(∫ 1

ξ=0

(Jk − Jξ)ξ.

)
(Fk)−1(Jk)⊤(y − vk)

+∥vk+1 − vk∥22

≤
(
1− 2αη

λmax(ZX,G)
+

2cαη

λmax(ZX,G)
+

α2η2

λ2
min(ZX,G)

+
2cα2η2

λmax(ZX,G)λmin(ZX,G)
+

c2α2η2

λ2
max(ZX,G)

)
∥y − vk∥22.

In the last second inequality, we use the fact that λmin(XZ−1
X,GX⊤ ◦ I) ≥ 1

λmax(ZX,G) . Let

− αη

λmax(ZX,G)
+

2cαη

λmax(ZX,G)
+

α2η2

λ2
min(ZX,G)

+
2cα2η2

λmax(ZX,G)λmin(ZX,G)
+

c2α2η2

λ2
max(ZX,G)

≤ 0,

we have

α ≤ (1− 2c)λmax(ZX,G)

(1 + c)2η
≤ (1− 2c)

(1 + c)2
,

and
∥y − vk∥22 ≤ (1− α)k∥y − v0∥22.

This completes the proof.

So far, we have already proved Theorem 3 under the an assumption that the parameters stay close to
the initialization point. We now verify this assumption by the following lemma.
Lemma 7. If Conditions 1 and 2 hold, then as long as λmin(GG⊤) ≥ 1

2λK, we have

∥θk+1 − θ0∥2 ≤
2∥y − v0∥2√

λK/2
κZX,G

.

Proof. By the update rule of LNGD, we have

∥θk+1 − θ0∥2 =

∥∥∥∥∥
k∑

t=0

α(Ft)−1(Jt)⊤(y − vt)

∥∥∥∥∥
2

≤ α

k∑

t=0

∥∥Z−1
X,GX⊤ ∗ (Gt)⊤(Gt(Gt)⊤)−1∥2∥y − vt∥2

≤ α

k∑

t=0

1

λmin(ZX,G)

1√
λK/2

∥y − vt∥2

≤ α

k∑

t=0

√
2/λK

λmin(ZX,G)

(
1− α

λmax(ZX,G)

)t/2

∥y − v0∥2

≤ 2∥y − v0∥2√
λK/2

λmax(ZX,G)

λmin(ZX,G)
=

2∥y − v0∥2√
λK/2

κZX,G
.

This completes the proof.
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E Experiments

E.1 Setup of CIFAR-10

The training of ResNet-18 [44] on the CIFAR-10 [40] dataset serves as a fundamental experiment
in the field of image classification. In this subsection, we present a comparison of LNGD with
several established baselines including SGD with momentum (referred to as SGD), ADAM [6], and
KFAC. We follow the standard experimental settings and employ a commonly used data augmentation
scheme involving random crop and horizontal flip. The initial learning rate is multiplied by 0.1 every
40 epochs. The update intervals for the curvature matrix and inverse matrix correlating with KFAC
and LNGD are set to be 100. All experimental runs are conducted over a duration of 200 epochs.

E.2 Setup of ImageNet

The implementation of ResNet50 [44] follows the TensorFlow version which can be found in the
website 3. We use the linear warmup strategy [41] in the first 5 epochs for SGD, ADAM and KFAC.
The update intervals for the curvature matrix and inverse matrix correlating with KFAC and LNGD
are set to be 500. For SGD and Adam, the max epoch is set to be 80, while for KFAC and LNGD,
the max epoch is set to be 50. SGD uses the cosine learning rate updating strategy and is set to be
αt = 0.001 + 0.5 ∗ (α0 − 0.001) ∗ (1 + cos(2 ∗ 0.47 ∗ π ∗ t/max_epoch)), where t is the number
of epochs. For Adam, KFAC and LNGD, the learning rate uses the exponential updating strategy
αt = α0 ∗ (1− t/max_epoch)E , where E is decay rate ∈ {2, 3, 4, 5, 6}. α0 is the initial learning
rate tuned using a grid search with values α ∈ {1e− 4, 1e− 3, . . . , 1}.

E.3 Ablation Analysis

E.3.1 Setup

In this subsection, to further elucidate the contributions of distinct components within the LNGD,
a series of ablation studies are performed. The ablation experiments aim to isolate the effects of
adaptive learning rate and sampling optimization on the LNGD’s performance. The variant denoted
as LNGD-lr corresponds to the iteration of the algorithm that employs an adaptive learning rate, but
does not incorporate sampling optimization. Conversely, LNGD-sample represents the iteration that
utilizes sampling optimization, but does not implement an adaptive learning rate. These ablation
studies are executed on the ImageNet-1K dataset, All hyperparameters are maintained consistent with
those outlined in the ImageNet training section.

E.3.2 Results

The results of the ablation experiments, as shown in Fig.7 and Table5, reveal some interesting findings.
Specifically, analyzing the training loss and testing accuracy versus epoch, we observe that LNGD-lr
achieves the fastest decrease in training loss and the most rapid initial increase in testing accuracy
within the initial few epochs. This can be attributed to the fact that LNGD-lr computes the exact Fisher
information matrix at each epoch without using any approximation sampling strategy. However, this
advantage comes at the cost of increased computational complexity, leading to a 15% increase in the
time required to reach a top-1 testing accuracy of 75.9% compared to LNGD, which employs both
the sampling approximation strategy and the adaptive learning rate strategy at each layer. Moreover,
LNGD-lr also takes 5% more time compared to LNGD-sample, which only utilizes the sampling
approximation strategy. Notably, LNGD-sample exhibits the slowest decrease in training loss and
increase in testing accuracy during the initial epochs due to its approximation sampling of the Fisher
information matrix at each step. Nevertheless, when considering the time dimension, LNGD-sample
still achieves a faster speed compared with LNGD-lr in reaching a final testing accuracy of 75.9%
due to the significant reduction in the computation of the exact Fisher information matrix. In contrast
to LNGD, LNGD-sample takes 9% more time to reach testing accuracy of 75.9% due to the absence
of automatic scaling learning rate. In conclusion, considering the constraints of limited computational
resources and time, LNGD demonstrates superior optimizing performance.

3https://github.com/google-deepmind/dm-haiku/tree/main/examples/imagenet
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Table 5: Detailed statistics of abalation study when top-1 testing accuracy achieves 75.9%.
Epoch Total Time Time Per Epoch Acceleration Best Test Acc

LNGD-lr 35 7.43h 764.39s 13% 76.50%
LNGD-sample 41 7.06h 619.86s 9% 76.57%

LNGD 36 6.46h 646.44s 76.73%
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Figure 7: The optimization performance of variants of LNGD.

E.4 Results of More Comparisons

Table 6: Detailed statistics on CIFAR-10 when top-1 testing accuracy achieves 91%.
Epoch Total Time Time Per Epoch Acceleration

SGD 79 268.67s 3.4s 29%
ADAM 72 248.83s 3.77s 23%
KFAC 45 241.86s 5.87s 21%

EKFAC 41 247.64s 6.04s 23%
TKFAC 39 239.20s 5.98s 20%

NG+ 40 204.45s 5.11s 7%
LNGD 36 189.69s 5.08s

In order to further validate the effectiveness of LNGD, we conduct additional experiments on the
CIFAR-10 dataset, in which three methods including EKFAC [22], TKFAC [15], and NG+ [17] are
added for comparison. The detailed statistics are presented in Table 6. From this table, we observe
that LNGD achieves a testing accuracy of 91% with the fewest epochs and the shortest total time.
Furthermore, LNGD exhibits the smallest computational time per epoch. Additionally, due to the
efficient Fisher information matrix approximation strategy adopted by NG+, it can significantly
reduce the computational time compared to EKFAC and TKFAC.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Due to space constraints in the main text, we have not created a separate
"Limitations" section. However, for each theory presented, we explicitly outline any strong
assumptions and provide justification for the validity of these theories. Additionally, a
thorough comparison with related work is furnished in the appendix.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: For each theoretical result, we provide the full set of assumptions and a
complete (and correct) proof.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide every detail of the the methodology and experimental setup to
ensure the reproducibility of the main experimental results presented in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: Due to the involvement of proprietary code resources, the disclosure of such
materials must adhere to the company’s relevant disclosure processes. If necessary, data and
code can be made available upon request.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all the training and test details necessary to understand the results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For each experiment, we average the results of 5 runs and the hyper-parameter
settings are the best values randomly searched for many times.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide sufficient information on the computer resources needed to repro-
duce the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: For each relevant work, whether it be code or data, we have provided appropri-
ate citations.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We present an optimization method, which does not involve the release of new
assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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