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Abstract

Mental illness remains one of the most critical001
public health issues. Despite its importance,002
many mental health professionals highlight a003
disconnect between their training and actual004
real-world patient practice. To help bridge this005
gap, we propose PATIENT-Ψ, a novel patient006
simulation framework for cognitive behavior007
therapy (CBT) training. To build PATIENT-Ψ,008
we construct diverse patient cognitive models009
based on CBT principles and use large lan-010
guage models (LLMs) programmed with these011
cognitive models to act as a simulated ther-012
apy patient. We propose an interactive train-013
ing scheme, PATIENT-Ψ-TRAINER, for mental014
health trainees to practice a key skill in CBT015
– formulating the cognitive model of the pa-016
tient – through role-playing a therapy session017
with PATIENT-Ψ. To evaluate PATIENT-Ψ, we018
conducted a comprehensive user study of 13019
mental health trainees and 20 experts. The re-020
sults demonstrate that practice using PATIENT-021
Ψ-TRAINER enhances the perceived skill ac-022
quisition and confidence of the trainees beyond023
existing forms of training such as textbooks,024
videos, and role-play with non-patients. Based025
on the experts’ perceptions, PATIENT-Ψ is per-026
ceived to be closer to real patient interactions027
than GPT-4, and PATIENT-Ψ-TRAINER holds028
strong promise to improve trainee competen-029
cies. We will release all our code and data upon030
acceptance of this paper.031

1 Introduction032

One in eight people globally are living with men-033

tal health conditions (World Health Organization,034

2023)1. However, there is a significant gap between035

the available mental health support and patient036

needs, with over half (54.7%) of adults with a men-037

tal illness receiving no treatment in the US2. Train-038

1https://www.who.int/campaigns/
world-mental-health-day/2023

2https://mhanational.org/issues/2023/
mental-health-america-access-care-data
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Figure 1: Illustration of our patient simulation idea.

ing mental health professionals requires extensive 039

effort, yet many professionals highlight a discon- 040

nect between their training and the complexities of 041

real patient interactions. To understand these train- 042

ing challenges, we conducted a formative study 043

involving semi-structured interviews with twelve 044

mental health experts and trainees. This diverse 045

group comprised of clinical psychologists, licensed 046

social workers, and current master’s students in so- 047

cial work. The experts provided insights into the 048

difficulties faced when transitioning from formal 049

CBT training to real-world practice (details in Ap- 050

pendix A). All experts noted that their training did 051

not adequately prepare them for the unpredictable 052

and multifaceted nature of real patient interactions. 053

Despite wanting more interactive experiences, they 054

found role-playing exercises with peers, a common 055

training method, to be unrealistic, as these exer- 056

cises often do not reflect actual therapy sessions. 057

There has been growing interest in developing 058

LLM-based methods for psychology (Demszky 059

et al., 2023; Chen et al., 2023b). In (Bubeck et al., 060

2023; Kosinski, 2023), ChatGPT and GPT-4 are 061

able to solve some basic theory of mind tasks that 062

generally require the ability to understand and at- 063

tribute mental states to oneself and others. Inspired 064

by such promise, we propose to use LLMs to sim- 065

ulate patients to train mental health professionals, 066
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with the goal of bridging the gap between their067

existing training methods and the complexities of068

real patient interactions. However, two major chal-069

lenges must be addressed to realize this idea:070

Fidelity. How can we build simulated patients that071

closely resemble the communicative behaviors of072

real patients with mental health disorders?073

Effectiveness. How can we design an effective074

training scheme that allows trainees to benefit from075

interacting with these simulated patients?076

In this work, we claim that integrating a pa-077

tient’s cognitive model with an LLM can achieve078

high fidelity in simulating real patients with men-079

tal health disorders corresponding to that cognitive080

model. We implement this idea using the cogni-081

tive modeling framework in CBT (Beck, 2020),082

a popular paradigm in psychotherapy. We pro-083

pose PATIENT-Ψ, a novel simulated patient agent084

that integrates cognitive modeling with LLMs. We085

collaborate with clinical psychologists to curate086

a dataset, PATIENT-Ψ-CM, which comprises 106087

high-quality and diverse patient cognitive models.088

These cognitive models cover unhealthy cognitive089

structures embedded in multiple contexts, such as090

family issues, relationship problems, workplace091

challenges, and more. We then use these cognitive092

models to program an LLM to act as the PATIENT-093

Ψ agent. To better resemble the complex dynamics094

of real patient communications within a therapy095

session, we also integrate six conversational styles096

into PATIENT-Ψ. These conversational styles were097

identified from our formative study with mental098

health domain experts.099

In CBT, formulating a patient’s cognitive model100

is a crucial skill that therapists need to learn (Beck,101

2020). Our design of PATIENT-Ψ naturally incorpo-102

rates a feedback mechanism for trainees to practice103

this skill without extensive need for supervisor in-104

tervention, which is a desired benefit of AI-based105

training. We propose PATIENT-Ψ-TRAINER, an106

interactive training framework for mental health107

trainees to practice CBT cognitive model formula-108

tion using PATIENT-Ψ. Specifically, trainees con-109

verse with the simulated patient, PATIENT-Ψ, to110

formulate its cognitive model. Afterward, the sys-111

tem displays the original cognitive model that was112

used to program the simulated patient as a refer-113

ence, allowing trainees to compare their results as114

feedback. Within this training framework, the effec-115

tiveness of the feedback theoretically depends on116

how accurately PATIENT-Ψ simulates a real patient117

with the corresponding cognitive model. Figure 1118

illustrates the overall idea of our framework. 119

To evaluate the fidelity of PATIENT-Ψ and the 120

effectiveness of PATIENT-Ψ-TRAINER, we con- 121

ducted a thorough user study with 20 mental 122

health experts and 13 trainees. Evaluation re- 123

sults from the experts indicate that: (1) PATIENT-Ψ 124

closely resembles real patients in terms of maladap- 125

tive cognitions, conversational styles, and emo- 126

tional states; outperforming GPT-4. (2) Practic- 127

ing with PATIENT-Ψ-TRAINER is perceived to be 128

highly beneficial for improving CBT formulation 129

skills and better-preparing trainees for interactions 130

with real patients. Experts also highlighted several 131

advantages of PATIENT-Ψ-TRAINER, including 132

customized options to choose conversation styles 133

and the diverse patient cognitive models. Evalu- 134

ation results from the trainees indicate that prac- 135

ticing with PATIENT-Ψ-TRAINER is perceived to 136

improve skill and confidence, compared to current 137

training methods. Overall, experts and trainees pre- 138

fer using PATIENT-Ψ-TRAINER over a strong GPT- 139

4 baseline. We also demonstrate that automatic 140

evaluations with LLMs fail to assess the simulated 141

patient fidelity, indicating the challenge of our task. 142

Our contributions are summarized as follows: 143

• We propose PATIENT-Ψ, a novel simulated 144

therapy patient, built using cognitive models 145

grounded in psychology principles and LLMs. 146

• We propose PATIENT-Ψ-TRAINER, an interac- 147

tive training framework for trainees to practice 148

CBT formulation skills on PATIENT-Ψ. 149

• We create and release a dataset, PATIENT-Ψ- 150

CM, with high-quality CBT-based cognitive 151

models curated by clinical psychologists. 152

• Our user study with both mental health 153

trainees and experts demonstrates that 154

PATIENT-Ψ exhibits high fidelity to real 155

patients, and practicing with PATIENT-Ψ- 156

TRAINER significantly improves perceived 157

skills and confidence in CBT formulation. 158

2 Methodology 159

In this section, we first describe the construction 160

of PATIENT-Ψ in §2.1. We detail the integration of 161

cognitive models with LLMs and the incorporation 162

of conversational styles to accurately mimic real 163

patient interactions. Next, we explain the training 164

framework, PATIENT-Ψ-TRAINER, in §2.2, which 165

utilizes PATIENT-Ψ to create an interactive learning 166

environment for practicing CBT formulation skills. 167

Figure 2 provides an overview of our method. 168
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Cognitive Model ... On my way my friend called me 
to cry about his breakup...

Well, it’s complicated. I guess I 
must do this. But why did I even 
struggle and still not out of it ? I 
guess it’s just my own problem. 
Things are wrong with me...

trainee

Plain

Upset


Verbose

Reserved

Tangent

Pleasing

Conversational 

styles

Patient-Ψ-Trainer: 1. Interact with Patient-Ψ

3. Compare answers & receive feedback

Building Patient-Ψ

Core beliefs:


??

??

Intermediate beliefs:

??
Coping strategies: 

Situation: Got a call from a 
friend seeking help when 
going to watch movie.

Automatic thoughts:

I had to skip the movie. But 
I really want to watch it...

Emotions:

ashamed

Behaviors:

??

trainee

2. Formulate cognitive model

GPT-4 ...

The patient's aunt passed away without the 
patient fulfilling her aunt's last request...

Core beliefs:

I am bad, worthless/waste

Intermediate beliefs:

I’m responsible for others and 
must fulfill their expectations 
to validate my life purpose.

Automatic thoughts:

I need to skip the movie and 
support my friend, but I really 
want to watch the movie…

Emotions:

guilty, 

sad/lonely,

ashamed


Behaviors:

Struggled, 
gave up 
the movie.


Patient relevant history

Situation:

Going to a movie but got a 
call from a friend seeking 
emotional support.

Coping strategies:

Overcommitment to helping 
others to compliment her 
inner grief and distress.

I’m sorry to hear that. What was going 
through your mind when answering call?

Patient-Ψ

Patient-Ψ

Patient-Ψ

Figure 2: The overall framework of PATIENT-Ψ and PATIENT-Ψ-TRAINER. We integrate the expert-created cognitive model with
GPT-4 to build PATIENT-Ψ. In PATIENT-Ψ-TRAINER, the trainee role-plays a therapy session with PATIENT-Ψ to formulate its
cognitive model. The trainee can compare their formulation with the cognitive model used to build PATIENT-Ψ to get feedback.

2.1 PATIENT-Ψ169

Using Cognitive Models to Simulate Patients.170

Cognitive models in mental health provide a struc-171

tured framework for understanding how an individ-172

ual’s thoughts and beliefs are interconnected and in-173

fluence emotions and behaviors. In established ther-174

apy paradigms like CBT (Beck, 2020), formulating175

a patient’s cognitive model is central for a therapist176

to understand and address the maladaptive cogni-177

tions maintaining distress and symptoms (Hollon178

and Beck, 2013; Hofmann et al., 2012).179

The Cognitive Conceptualization Diagram180

(CCD) (Beck, 2020) is a commonly used represen-181

tation of a patient’s cognitive model in CBT. The182

left side of Figure 2 depicts an example CCD-based183

cognitive model, illustrating eight key components.184

1⃝ Relevant history contains significant past events185

that contribute to an individual’s mental state. 2⃝186

Core Beliefs are deeply ingrained perceptions about187

oneself, others, and the world. 3⃝ Intermediate188

beliefs are the underlying rules, attitudes, and as-189

sumptions derived from core beliefs and shape an190

individual’s thought patterns. 4⃝ Coping strategies191

are techniques used to manage negative emotions.192

An external event or context ( 5⃝ a situation) may193

trigger quick, evaluative thoughts without deliber-194

ation ( 6⃝ automatic thoughts) stemming from the195

beliefs, leading to responses in terms of 7⃝ emo-196

tions and 8⃝ behaviors. A CCD-based cognitive197

model links the components together, creating a198

framework for identifying and understanding pa- 199

tients’ underlying cognitive processes. For all the 200

components, we adopt the definitions and formu- 201

lations put forth by (Beck, 2020). These include: 202

three major core beliefs ( 2⃝)—helpless, unlovable, 203

and worthless—each with several fine-grained core 204

beliefs, for a total of 19 core belief categories; 9 205

emotion ( 7⃝) categories; the rest of the components 206

are formulated as free-text entries. See Table 2 207

and Appendix B.1 for the categories. In this work, 208

we integrate CCD-based cognitive models into an 209

LLM to simulate patients whose communication 210

reflects the underlying cognitive processes. 211

The PATIENT-Ψ-CM Cognitive Model Dataset. 212

To the best of our knowledge, no existing work 213

offers a dataset of realistic cognitive models due 214

to two challenges: 1) the data privacy constraints 215

involved in acquiring real patient cognitive mod- 216

els and 2) the high-level expertise required to per- 217

form manual creations. In this work, we propose 218

the first dataset of CCD-based cognitive models 219

grounded in CBT principles, PATIENT-Ψ-CM, cre- 220

ated by clinical psychologists. We first prompt 221

GPT-4 Turbo (OpenAI, 2023) to create summaries 222

from therapy session transcripts. These transcripts 223

were obtained from the Alexander Street database3 224

under the subject “Counseling and Therapy” and 225

the keyword “Cognitive Behavioral Therapy”. Two 226

3https://alexanderstreet.com/, accessed through
our institution’s subscription.
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Style Description

plain Direct, straightforward.
upset Frustration, resistance.
verbose Overly expressive.
reserved Minimal, restrained.
tangent Deviates from the main topic.
pleasing Agreeable to a fault.

Table 1: Different conversational styles that PATIENT-Ψ can
take on, with descriptions. More detailed examples in Ap-
pendix B.3. Yellow styles are harder; blue style is easier.

Situations # Emotions #

family dynamics 25 anxious 60
workplace pressure 20 sad 50
relationship dynamics 19 angry 22
social interactions 18 hurt 21
personal growth issues 8 disappointed 19
financial concerns 8 ashamed 17
daily life stressors 8 guilty 13

suspicious 2
Core beliefs # jealous 1
helpless 94
unlovable 71
worthless 15 106 cognitive models

Table 2: PATIENT-Ψ-CM statistics. Details in Appendix B.1.

clinical psychologists then manually create cogni-227

tive models by drawing inspiration from the tran-228

script summaries, incorporating their professional229

expertise, and applying their creativity (within clin-230

ical constraints). This process involves developing231

new cases inspired by the summaries and compos-232

ing the corresponding cognitive models. We em-233

phasize diversity and realism to the psychologists234

when creating the models. We end up with a dataset235

containing 106 cognitive models (an example is236

shown in Figure 2, left). Each cognitive model is237

associated with one activating situation. See Ap-238

pendix B.2 for details of dataset creation and more239

example cognitive models from PATIENT-Ψ-CM.240

Conversational Styles Integration. In the for-241

mative study (Appendix A), domain experts em-242

phasized that real patients exhibit different con-243

versational styles during therapy. Based on these244

discussions, we identify six styles for PATIENT-Ψ,245

detailed in Table 1. To create a natural curricu-246

lum, the styles are two levels of difficulty. The247

easiest style, plain, features direct and straight-248

forward communication. The more difficult styles249

require trainees to exert more effort to elicit rele-250

vant information. To incorporate these styles with251

PATIENT-Ψ, two clinical psychologists annotate252

each cognitive model with a list of valid conversa-253

tional styles and develop instructions for PATIENT- 254

Ψ to simulate a patient for each style. Detailed 255

descriptions and examples of the conversational 256

styles are provided in Appendix B.3. 257

Patient Agent Simulation. We prompt GPT-4 258

to build PATIENT-Ψ which consists of a patient’s 259

cognitive model, the conversational style prompt, 260

and a list of instruction prompts. Appendix B.4 261

contains the full prompts. The model is continually 262

prompted to engage in a CBT-based therapy ses- 263

sion, role-playing a patient with the corresponding 264

cognitive model and conversational styles. 265

2.2 PATIENT-Ψ-TRAINER 266

With the development of PATIENT-Ψ, we intro- 267

duce PATIENT-Ψ-TRAINER, an interactive train- 268

ing framework designed for mental health pro- 269

fessionals to practice cognitive model formula- 270

tion for CBT. PATIENT-Ψ-TRAINER offers a struc- 271

tured, three-step training process: 1) engaging with 272

PATIENT-Ψ in a simulated CBT session, 2) for- 273

mulating PATIENT-Ψ’s cognitive model through 274

interaction, and 3) reviewing the original cognitive 275

model used to create PATIENT-Ψ for feedback. The 276

right-hand side of Figure 2 illustrates this process. 277

Training Process. Trainees begin by choosing 278

one of the six conversational styles from PATIENT- 279

Ψ-TRAINER’s web application interface (screen- 280

shots in Appendix F). Then, a patient is generated 281

using the chosen style and a randomly-selected 282

cognitive model from PATIENT-Ψ-CM compatible 283

with that style. The interface displays the patient’s 284

relevant history in preparation for the session. Dur- 285

ing this session, the trainee engages with PATIENT- 286

Ψ, applying their therapeutic skills with the goal of 287

formulating the CCD-based cognitive model used 288

to program PATIENT-Ψ. This involves eliciting and 289

summarizing all cognitive elements underlying the 290

conversation with PATIENT-Ψ. 291

Real-Time Feedback. Upon concluding the in- 292

teractive session, PATIENT-Ψ-TRAINER allows 293

the trainee to compare their formulated cognitive 294

model with the original cognitive model used to 295

program PATIENT-Ψ. This side-by-side compari- 296

son highlights discrepancies, providing detailed 297

feedback. Trainees can continue to chat with 298

PATIENT-Ψ to refine their formulations. This nat- 299

ural feedback loop, stemming from our design of 300

using the cognitive model to program the patient, 301

offers the advantage of minimal human supervision 302

efforts, enabling trainees to practice independently. 303
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3 Experiment Setup304

We now present the experimental setup for evalu-305

ating PATIENT-Ψ and PATIENT-Ψ-TRAINER. We306

aim to answer the following research questions:307

RQ 1 Fidelity: Does PATIENT-Ψ improve the fi-308

delity of patient simulations compared to309

baselines?310

RQ 2 Accuracy: How closely does PATIENT-Ψ311

imitate the underlying cognitive model?312

RQ 3 Effectiveness: Do experts and trainees per-313

ceive PATIENT-Ψ-TRAINER as an effective314

tool for CBT training?315

RQ 4 AutoEval: Can we leverage existing meth-316

ods, such as LLMs, to automatically evaluate317

the patient simulations?318

In §4, we answer the first three RQs through our319

user study with both trainees and experts. Then,320

in §5, we show that current automatic evaluations321

cannot capture the nuances necessary for conduct-322

ing highly technical, domain-specific assessments.323

This finding not only shows the importance of user324

study evaluations but also motivates future work325

on performant automatic evaluators.326

Evaluation Dimensions. We design a set of fine-327

grained dimensions to assess each RQ, using in-328

sights from the formative study and existing liter-329

ature (Beck, 2020; Bouter et al., 2012; Issenberg330

et al., 2005; Silverman et al., 2013; Ekman, 1992).331

To ensure that the simulated patients’ responses re-332

flect those of real patients, we measure the fidelity333

of the emotional states, conversational styles, and334

maladaptive cognitions of PATIENT-Ψ to real pa-335

tients. To assess the accuracy of PATIENT-Ψ in336

emulating the underlying expert-validated cogni-337

tive model, we evaluate each component’s accu-338

racy. To assess the effectiveness of PATIENT-Ψ-339

TRAINER, we measure the perceived improvements340

of CBT formulation skills: identifying maladaptive341

thinking patterns and identifying beliefs. We also342

measure the perceived confidence improvement of343

the trainees. Finally, we assess usability to ensure344

the tool’s ease of use for users. Due to space con-345

straints, the usability results are in Appendix D.4.346

For pairwise comparisons, the options are: “A is347

much better than B," "A is somewhat better than348

B," "about the same," "B is somewhat better than349

A," and "B is much better than A." We map the350

results to a scale from -2 to 2, where ±2 indicates351

a strong preference. Individual measures use a352

5-point Likert scale from 1 to 5, where 5 means353

"strongly agree" or "extremely accurate," and 1 354

means "strongly disagree" or "not accurate at all." 355

Specific values for each dimension are in §4. 356

Baselines. We leverage vanilla GPT-4 with a gen- 357

eral description of patients with depression or anx- 358

iety as the input, rather than the cognitive models 359

(see Appendix C). Thus, we cannot show the ref- 360

erence cognitive model as feedback and do not 361

include the conversational styles. We also compare 362

with existing training techniques, which includes 363

peer role-plays or textbook examples. 364

User Study Details. Assessing simulated thera- 365

peutic dialogue is a cognitively difficult process 366

that requires professional training and experience, 367

making typical crowdsourcing data collection ap- 368

proaches difficult. To ensure high-quality evalua- 369

tions from those with significant real patient experi- 370

ence (experts) and from the population who would 371

use PATIENT-Ψ-TRAINER in practice (trainees), 372

we recruit 20 current mental health practitioners 373

and 13 social work students, respectively.4 §7 de- 374

tails the IRB approval and recruitment. Each par- 375

ticipant practices with PATIENT-Ψ-TRAINER and 376

the baseline in a randomized order, completing two 377

simulated patient sessions for each. To ensure com- 378

prehensive evaluation across diverse cognitive mod- 379

els, we assign each participant simulated patients 380

with distinct underlying cognitive models, cover- 381

ing a total of 66 cognitive models from PATIENT- 382

Ψ-CM. For expert evaluations, we distribute two 383

specific conversational styles to each participant 384

to achieve an overall balanced distributions of all 385

styles. Trainees can select two styles based on 386

their expertise level and confidence. More protocol 387

details are in Appendix C. 388

4 User Study Results 389

4.1 RQ 1: Fidelity to Real Patients 390

To assess the fidelity of PATIENT-Ψ to real patients, 391

experts compare existing training techniques, the 392

GPT-4 baseline, and PATIENT-Ψ (Table 3). We ask 393

experts for their overall impressions of these train- 394

ing methods, resulting in 20 data points for each 395

comparison in this subsection. Paired t-tests show 396

that PATIENT-Ψ significantly outperforms the other 397

methods (p < 10−4), indicating that PATIENT-Ψ 398

provides the most realistic patients, addressing RQ 399

4We recruited participants through the professional net-
works of our co-authors in mental health (clinical psycholo-
gists and professors in clinical psychology and social work),
as well as snowball sampling.
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Figure 3: Fidelity of PATIENT-Ψ and training effectiveness of PATIENT-Ψ-TRAINER compared to GPT-4 baseline along multiple
dimensions. X-axis: the % of experts who voted for a specific option; y-axis: the assessment dimension. Malad. means
maladaptive, Think. means thinking, and Ident. means identification. PATIENT-Ψ more closely resembles real patients (fidelity,
left) and is considered more effective for trainees (training effectiveness, right).

Comparison Patient Fidelity µ

PATIENT-Ψ vs. GPT-4 1.3***
PATIENT-Ψ vs. Traditional 1.3***
GPT-4 vs. Traditional 0.7*

* : p < 0.05, ** : p < 0.01, *** : p < 10−4

Table 3: PATIENT-Ψ provides significantly more realistic sim-
ulated patients compared to the GPT-4 baseline and traditional
methods. Closer to 2/-2: the first/second method is better.

1 positively. This is promising for PATIENT-Ψ: our400

formative study highlighted a gap in trainee prepa-401

ration for real interactions, which PATIENT-Ψ can402

effectively fill.403

PATIENT-Ψ exhibits higher fidelity to real pa-404

tients than the GPT-4 baseline. Each expert405

compares the fidelity dimensions (emotional states,406

conversational styles, maladaptive cognitions) of407

PATIENT-Ψ and the GPT-4 baseline to real patients.408

Figure 3 (left) depicts the distribution of expert409

comparisons; summary statistics in Table 11, Ap-410

pendix D. PATIENT-Ψ is rated higher along all di-411

mensions for fidelity: it better represents the mal-412

adaptive cognitions (µ: 0.6, p < 0.05), the emo-413

tional states (µ: 1.1, p < 10−4), and the conver-414

sational styles (µ: 1.3, p < 10−4) of real patients.415

Experts expressed that PATIENT-Ψ offered a more416

realistic challenge of extracting information from417

patients, unlike the baseline which was too forth-418

coming with responses. One expert noted that ses-419

sions with the baseline felt “almost like doing ther-420

apy with a therapist,” highlighting the challenge421

of simulating real patient behavior — even with422

advanced LLMs likely pretrained on an extensive423

corpus of therapy knowledge.424

4.2 RQ 2: Accuracy to Cognitive Model425

To be practically useful, PATIENT-Ψ must accu-426

rately reflect the reference cognitive model, as427

trainees rely on it for feedback on their completed428

formulations. Experts evaluate PATIENT-Ψ’s over-429

Figure 4: Experts rate 97% of the PATIENT-Ψ patients as at
least moderately accurate in reflecting the reference cognitive
model. Intermed. means Intermediate.

all accuracy and its accuracy for each component of 430

the cognitive model, resulting in 40 data points per 431

dimension. Table 12, Appendix D.2 presents the 432

summary statistics; Figure 4 illustrates the distribu- 433

tion. The results are promising: overall, PATIENT- 434

Ψ is rated on average as very accurate. For each of 435

the 8 components, PATIENT-Ψ is rated on average 436

as very to extremely accurate. Specifically, 80-88% 437

of the simulated patients achieve very to extremely 438

accurate ratings for each of the 8 components, an- 439

swering RQ 2. Crucially, since the reference cog- 440

nitive model is accurately captured by PATIENT-Ψ, 441

trainees can rely on it to receive high-quality feed- 442

back on their responses. 443

4.3 RQ 3: Effectiveness for Training 444

Experts and trainees provide their perception of 445

the effectiveness of PATIENT-Ψ-TRAINER and the 446

GPT-4 baseline compared to existing training tech- 447

niques. In this section, we have 20 comparison 448

points for the experts and 13 for the trainees, as 449

we ask them to provide their overall assessment of 450

the tool, not individual patients. Paired t-tests re- 451

veal that experts and trainees perceive PATIENT-Ψ- 452

TRAINER as significantly more effective at improv- 453

ing overall skills than both traditional techniques 454

(p < 10−4) and the GPT-4 baseline (p < 0.01) ( 455

Table 4), answering RQ 3. Compared to trainees 456

with limited real patient experience, experts show 457

stronger preferences for our system, further demon- 458
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Comparison Effectiveness µ
Expert Trainee

PATIENT-Ψ-TRAINER vs. GPT-4 1.4*** 1.1**
PATIENT-Ψ-TRAINER vs. Traditional 1.7*** 1.6***
GPT-4 vs. Traditional 1.2*** 1.0**

* : p < 0.05, ** : p < 0.01, *** : p < 10−4

Table 4: Experts and trainees find PATIENT-Ψ-TRAINER to be
significantly more effective for improving overall skills com-
pared to the GPT-4 baseline and traditional methods. Closer
to 2/-2: the first/second method is better.

Comparison Confidence Improvement µ

PATIENT-Ψ vs. GPT-4 1.2**
PATIENT-Ψ vs. Traditional 1.8***
GPT-4 vs. Traditional 1.4***

* : p < 0.05, ** : p < 0.01, *** : p < 10−4

Table 5: PATIENT-Ψ can provide significantly greater confi-
dence improvement vs. the GPT-4 baseline and traditional
methods. Closer to 2/-2: the first/second method is better.

strating PATIENT-Ψ-TRAINER’s effectiveness in459

preparing for real patient interactions. Compared460

to traditional methods without real patient interac-461

tions, experts favor PATIENT-Ψ-TRAINER’s ease462

of access (90%), customization options of different463

conversational styles (90%), and interactive experi-464

ence (65%). Compared to practicing with real pa-465

tients, experts value PATIENT-Ψ-TRAINER’s ease466

of access (79%), customization options of different467

conversational styles (88%), and safer setting for468

training (88%). After only two sessions with our469

tool, one trainee remarked that it “helped to make470

things more clear with the CCD (cognitive model),471

for my training/class it was somewhat meaningless472

and challenging to build one.”473

PATIENT-Ψ-TRAINER is a more effective train-474

ing tool than the GPT-4 baseline. Both groups475

compare PATIENT-Ψ-TRAINER and the GPT-4476

baseline along the fine-grained dimensions. Fig-477

ure 3 (right) shows the distribution of expert com-478

parisons; summary statistics for both groups in Ta-479

ble 13, Appendix D. Both groups indicate that480

PATIENT-Ψ-TRAINER would be significantly more481

effective at improving the key CBT skills of identi-482

fying beliefs (µ: 1.0, p < 0.01; µ: 0.9, p < 0.05,483

respectively) and maladaptive thinking (µ: 1.4,484

p < 10−4; µ: 1.0, p < 0.01, respectively).485

Furthermore, both groups overwhelmingly prefer486

PATIENT-Ψ-TRAINER for practical use (both µ:487

1.4, p < 10−4), showing its high potential for real-488

world impact.489

PATIENT-Ψ-TRAINER can improve trainees’ 490

confidence over the baseline and traditional 491

methods. Toward our aim of improving prepara- 492

tion for real patient interactions, trainees compare 493

their perceived confidence improvement when us- 494

ing PATIENT-Ψ-TRAINER versus traditional meth- 495

ods and the GPT-4 baseline. They rate PATIENT-Ψ- 496

TRAINER as significantly more effective at boost- 497

ing their confidence (Table 5). 498

Experts unanimously find value in PATIENT-Ψ- 499

TRAINER ’s real-time feedback. A core feature 500

of PATIENT-Ψ-TRAINER is the real-time feedback 501

provided by displaying the accurate reference cog- 502

nitive model (§4.2). 100% of experts prefer that 503

PATIENT-Ψ-TRAINER display the reference cogni- 504

tive model at the end of training and unanimously 505

agree that viewing it is beneficial for practicing 506

CBT skills. One expert emphasized, "Without the 507

answers, I think it’s much less helpful." 508

Experts unanimously prefer PATIENT-Ψ- 509

TRAINER’s option to practice with different 510

conversational styles. Another core feature of 511

our method is the option to practice with patients 512

exhibiting different conversational styles. 100% of 513

experts prefer this option. One expert noted that 514

the styles “are more reflective of actual patients” 515

and can be linked to specific diagnoses and 516

symptoms, making the interactions more accurate. 517

Nearly all experts (95%) view this feature as 518

useful for interacting with diverse real patients and 519

improving trainee confidence for real interactions. 520

These results suggest that offering diverse patient 521

types is critical for effective and realistic training. 522

5 Automatic Evaluation Results 523

Given the potential of using LLMs for evaluating 524

text generation quality (Chiang and Lee, 2023), we 525

attempt to automatically assess the fidelity and ac- 526

curacy of PATIENT-Ψ and the baseline using two 527

state-of-the-art LLMs as evaluators: GPT-4 (Ope- 528

nAI, 2023) and Llama 3 70B (AI@Meta, 2024). 529

We evaluate over the 40 conversation histories be- 530

tween the experts and PATIENT-Ψ in our user study. 531

LLM-based evaluators tend to underestimate 532

PATIENT-Ψ’s fidelity in favor of GPT-4 baseline. 533

Following RQ 1 (Fidelity), the LLMs are prompted 534

to provide ratings on a 5-point Likert scale assess- 535

ing the fidelity of how closely the simulated patient 536

resembles real patients following the same dimen- 537

sions used in the user study. In Figure 5, paired 538

t-tests show that the fidelity of PATIENT-Ψ, as eval- 539
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Baseline Patient-Ψ

3.43

4.10

3.84

3.53
3.24

3.06

∗

∗∗

∗∗

Expert eval

GPT-4 eval

Llama 3 eval

Overall fidelity

∗: p < 0.05, ∗∗: p < 0.01

Figure 5: Mean overall fidelity of PATIENT-Ψ and baseline as
evaluated by experts and LLMs. Compared to experts, both
GPT-4 and Llama 3 demonstrate opposite trends.

Text-based Acc. Categorization F1 F1 (expert)

Situation 0.97 Core beliefs 0.80 0.77
Coping strategies 0.93 Emotions 0.72 0.74
Intermediate beliefs 0.92 Core beliefs

(fine-grained)
0.48 0.44

Automatic thoughts 0.88
Behaviors 0.84

Table 6: Accuracy and Macro F1 of PATIENT-Ψ evaluated by
GPT-4. For text-based fields, GPT-4 is prompted to select the
components among four distractor options randomly sampled
from PATIENT-Ψ-CM. For categorization, GPT-4 is prompted
to select all relevant categories of emotions and core beliefs.

uated by both LLMs, is consistently lower than540

expert evaluation, contrasting with the user study541

results. GPT-4 assigns the highest fidelity scores to542

the GPT-4 baseline. All fidelity dimensions demon-543

strate the same trend (see Appendix E).544
GPT-4 assesses PATIENT-Ψ’s accuracy similarly545

to experts. To evaluate the accuracy of PATIENT-546

Ψ in reflecting the underlying cognitive models, we547

design proxy measures to prompt GPT-4 to select548

the closest cognitive model components reflected549

by the conversation. As shown in Table 6, GPT-4550

achieves high accuracy in most components, except551

for fine-grained core beliefs, where there are 19552

categories and demonstrate high variance by nature.553

GPT-4 achieves similar scores with the experts’554

inputs, suggesting the high accuracy of PATIENT-Ψ555

in representing the underlying cognitive models,556

aligning with the experts’ evaluations.557

The results suggest that GPT-4 excels in under-558

standing cognitive models from patients’ conversa-559

tions, attributable to its extensive acquisition of560

CBT knowledge during pre-training. However,561

it falls short in assessing the realism of patients.562

This aligns with our findings that the GPT-4 base-563

line fails to create high-fidelity patient simulations.564

While it accurately conveys CBT knowledge, it565

does so in a manner resembling a therapist speak-566

ing directly and explicitly, rather than a real patient567

whose conversation naturally reflects their disor-568

ders. This underscores the challenges and contri- 569

butions of our work, highlighting the difficulty of 570

crafting realistic patient interactions even with the 571

most powerful LLMs today. 572

6 Related Work 573

Our work is broadly related to the recent use of 574

LLMs in psychology, education, and computational 575

social science (Hsu et al., 2023; Chiu et al., 2024; 576

Fu et al., 2023; Ji et al., 2022; Zanwar et al., 2023; 577

Juhng et al., 2023; Ziems et al., 2024; Halder et al., 578

2017; Sharma et al., 2020b,a; Atapattu et al., 2022; 579

Mishra et al., 2023; Sonkar et al., 2023; Wang et al., 580

2024; Zhou et al., 2024). In contrast to existing re- 581

search on using LLMs for CBT, which focuses 582

on cognitive distortion detection (Shreevastava and 583

Foltz, 2021; Ding et al., 2022; Lybarger et al., 2022; 584

Chen et al., 2023b) and negative thoughts refram- 585

ing (Sharma et al., 2023, 2024), our work aims 586

to provide realistic and interactive scenarios for 587

CBT professional development by simulating di- 588

verse patient types using LLMs. As a result, our 589

work most closely relates to research that leverages 590

LLMs for simulation-based training, particularly 591

communication skill learning and emotion man- 592

agement grounded in dialectical behavioral ther- 593

apy (Lin et al., 2024), social skill training (Yang 594

et al., 2024), and clinical diagnosis (Chen et al., 595

2023a). Our work is the first to ground LLM- 596

based simulations in clinical psychology theory by 597

leveraging CBT-based cogntive models to program 598

LLMs, incorporate a natural curriculum and feed- 599

back mechanism in the training tool, and perform 600

evaluation in context with mental health trainees 601

and professionals rather than crowdworkers. 602

7 Conclusion 603

In this paper, we introduce PATIENT-Ψ, a simu- 604

lated patient that integrates cognitive models with 605

an LLM to accurately mimic the communicative 606

behaviors of real patients. We propose PATIENT-Ψ- 607

TRAINER, where trainees engage in role-playing 608

therapy sessions with PATIENT-Ψ and attempt to 609

formulate the underlying cognitive model. User 610

studies with both mental health experts and trainees 611

demonstrate the high fidelity of PATIENT-Ψ and 612

the training effectiveness of PATIENT-Ψ-TRAINER, 613

showing improvements over existing training meth- 614

ods and outperforming a GPT-4 baseline. Our 615

framework has the potential to transform mental 616

health professional training and be generalized to 617

broader training protocols and therapy paradigms. 618
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Limitations619

In this work, our measures of the training effec-620

tiveness are all perceived improvements from the621

participants after they practice with PATIENT-Ψ-622

TRAINER for two sessions. Measuring objective623

skill improvements could take the form of longitu-624

dinal randomized controlled trials (RCT). We leave625

this for future work. While we primarily target626

CBT cognitive formulation training in this paper,627

we believe our methodology can be generalised to628

other training protocols and therapy paradigms.629

Ethics Statement630

IRB (Institutional Review Board) Approval.631

This project is approved by our Institutional Re-632

view Board (IRB) with study number [omitted].633

For the creation of cognitive models, any other634

annotation work, as well as consultations, we col-635

laborate with clinical psychologists and professors636

in clinical psychology and social work, who are637

our co-authors. For both the formative study and638

user study, we recruited participants through the639

professional networks of our co-authors, as well as640

snowball sampling. Experts are defined as those641

with a graduate degree in clinical psychology, so-642

cial work, or other related majors and have worked643

with at least 5 patients. Trainees are those still in644

school/training or with fewer than 5 real patient ex-645

periences. For the formative study, we recruited a646

total of 12 participants. We pay a $30 Amazon gift647

card for each participant for a 30-minute session648

over Zoom. For the user study, we recruited a total649

of 33 participants. We pay a $60 Amazon gift card650

for a 60-90-minute session over Zoom.651

Informed Consent. All participants in the user652

study and formative study were 18 or older and653

provided informed consent. We did not assess any654

clinical outcomes. All data collected from the par-655

ticipants were de-identified and consented to be656

released for research purposes.657

Crisis Resources The risk to the participants is658

minimal, no greater than their professional work-659

ing or training environment of mental health sup-660

port in the context of conducting therapy sessions661

with people with mental health issues. Never-662

theless, we do not exclude the possibility that663

some AI-generated content might still be upset-664

ting to the participants. Therefore, we advise par-665

ticipants to use a free crisis resource available at666

https://www.7cups.com/ if needed, and they are667

free to terminate the study at any time without fac- 668

ing any negative consequences. This risk assess- 669

ment and crisis resource information have been 670

included in our IRB approval and provided as part 671

of the informed consent to participants. 672

System and Data Usages. All the data and sys- 673

tems developed in this work are intended solely for 674

academic research purposes. The systems devel- 675

oped in this work are intended to augment existing 676

mental health training, not to replace it. One major 677

benefit of our system, as highlighted by experts in 678

the user study, is that it provides trainees with a safe 679

training environment. By working with AI patients, 680

trainees can practice without the risk of causing 681

actual harm due to mistakes made during simulated 682

therapy sessions. Our system is designed for aca- 683

demic and educational purposes only. Real-world 684

deployments will require further work, including 685

measuring objective skill improvements and de- 686

veloping protocols for integrating the system with 687

existing training methods, all within the framework 688

of large-scale randomized controlled trials (RCTs). 689

We utilize therapy session transcripts from the 690

Alexander Street database5, accessed through our 691

institution subscription. Our usage complies with 692

their fair use policy. GPT-4 is employed to generate 693

summaries of these transcripts. For constructing 694

the cognitive model dataset, two clinical psychol- 695

ogists manually create cognitive models based on 696

inspirations from the transcript summaries, clinical 697

experience, and creativity—effectively generating 698

new cases. The resulting dataset is manually ver- 699

ified and does not contain any Personally Identi- 700

fiable Information (PII). It is intended solely for 701

academic research purposes and will be made avail- 702

able only to academic institutions with subscrip- 703

tions to the Alexander Street database. The dataset 704

will be released upon request after the publication 705

of our paper. 706
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A Formative Study Details913

To understand the challenges faced during CBT914

training and elicit feedback on a prototype of915

PATIENT-Ψ-TRAINER, we first conducted a forma-916

tive study in the form of semi-structured interviews917

with trainees and experts in mental health.6 This918

study was conducted over Zoom.919

Participant Information. We interviewed920

twelve individuals who had diverse educational921

backgrounds and career experiences. Among them,922

five were Master’s students, the rest included a923

Ph.D. student, a post-doctoral fellow, three li-924

censed social workers, and two psychologists. Our925

participants also had varied levels of experience926

working with patients. Only one individual had927

not yet worked with any patients, while another928

reported working with anywhere from 1500-3000929

patients over their career. We refer to individuals930

as experts if they received a graduate degree and931

have worked with at least 5 patients; we use932

trainees if they do not have a graduate degree and933

have formal experience with fewer than 5 patients.934

This definition is consistent with our user study.935

Thus, for our formative interviews, we have 5936

trainees and 7 experts.937

Instructions to Participants. Before each inter-938

view, the participant voluntarily signs the consent939

form. We provide the screenshots of the consent940

form with all sensitive information removed in Fig-941

ures 6 and 7. After receiving the signed consent942

form, we then proceed with the interview. When943

the session starts, we remind participants of the944

recorded nature of the conversation and verbally945

summarize the goal of the interview. We also pro-946

vide a high-level overview of the structure of the947

interview. We confirm consent to audio record the948

interview before proceeding. In our interviews, we949

first ask the experts questions about challenges they950

faced transitioning from their formal CBT training951

to practice. We then present both groups with a pro-952

totype of PATIENT-Ψ-TRAINER to elicit feedback.953

A.1 Insights954

We now elaborate on the main insights that we955

gleaned from this formative study.956

Insight 1: Experts feel that their training did not957

adequately prepare them for real-world prac-958

6We recruited participants through the professional net-
works of our co-authors in mental health (clinical psycholo-
gists and professors in clinical psychology and social work).

Figure 6: Screenshot of formative study consent form - 1

Figure 7: Screenshot of formative study consent form - 2
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tice. 100% of experts noted that their training959

did not adequately prepare them for the complex-960

ities of real-world practice, where patients often961

experience co-occuring challenges, such as other962

mental health issues or poverty. Experts found role-963

playing exercises with their peers based on manuals964

to be unrealistic, as these exercises often do not re-965

flect the unpredictable nature of actual sessions.966

One participant explained,967

Manuals can often make it feel quite clean.
But then when you’re in the room with the
patient, what they’re actually saying can feel
very messy.

This gap made it difficult for some experts to de-968

velop confidence in their skills: the examples were969

too perfect to apply in practice.970

Insight 2: Fidelity is a crucial aspect of any971

simulation-based training. To address this gap,972

many participants suggested incorporating higher973

fidelity and varied examples during training to help974

trainees practice critical clinical skills. When asked975

to provide feedback on the prototype, five of the976

seven experts emphasized the importance of fidelity977

in the simulated patient interactions and represen-978

tations.7 Six of the seven experts noted the impor-979

tance of including diverse patient types to mirror980

those encountered in practice. They further iden-981

tified dimensions along which patients could vary,982

which may contribute to their level of difficulty983

for a new therapist. They highlighted that more984

difficult patients might be oppositional, express985

themselves verbosely in a way that may not an-986

swer the questions, provide less information and987

be guarded, or go off on tangents. Another expert988

mentioned that some patients may be more of “peo-989

ple pleasers”, making them more likely to tell the990

therapist what they want to hear, rather than shar-991

ing what is happening in their lives. One expert992

emphasized,993

People probably aren’t going to fit neatly into
the modality. And that’s okay. That’s just
something to be prepared for.

These insights directly influenced the design choice994

for PATIENT-Ψ-TRAINER to include varied conver-995

sational styles, ensuring that the simulated patients996

7Two experts provided low-level commentary on practical
design choices, so their input with respect to fidelity is not
available.

exhibit a wide range of behaviors and emotional 997

responses to better prepare trainees for real-world 998

scenarios. 999

Insight 3: Both trainees and experts believe that 1000

AI-powered simulations could be an effective 1001

training tool. We also discussed the effective- 1002

ness of an AI-powered patient simulation tool for 1003

CBT training. All experts were positive about the 1004

possibility for trainees to receive AI-powered train- 1005

ing using the tool. In particular, they saw ben- 1006

efit in the customization options afforded by AI 1007

and connected it to our discussions about trainee 1008

challenges by noting its ability to let students to 1009

practice with patients with different diagnoses, co- 1010

morbidities, and diverse backgrounds or conversa- 1011

tional styles. The experts also highlighted that a 1012

well-designed simulation could improve training 1013

over role-playing based on manuals: the presence 1014

of a transcript would enable the instructor to pro- 1015

vide real-time or post-hoc feedback. The trainee 1016

who had not yet used CBT with real patients re- 1017

marked that they believed the tool would make 1018

them feel more confident navigating future conver- 1019

sations with real patients. These findings indicate 1020

that this tool could help address some of the exist- 1021

ing challenges through its customization, flexibility, 1022

and ability to incorporate feedback. They also di- 1023

rectly influenced our decision to evaluate many 1024

different dimensions of training effectiveness. 1025
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B PATIENT-Ψ Details1026

B.1 Cognitive Conceptualization Diagrams1027

Following the principles provided by the CBT text-1028

book (Beck, 2020), a CCD-based cognitive model1029

can be decomposed into 8 main components (see1030

Figure 10 as an example). Beck (2020) provides a1031

closed set of categories for emotions (9 categories)1032

and core beliefs (3 major categories and 19 fine-1033

grained categories). The closed set of emotion1034

categories is already shown in Table 2. The closed1035

set of core belief categories is shown in Table 71036

below.1037

3 major categories 19 fine-grained categories #

Helpless

I am incompetent. 40
I am helpless. 47
I am powerless, weak, vulnerable. 48
I am a victim. 9
I am needy. 10
I am trapped. 39
I am out of control. 34
I am a failure, loser. 26
I am defective. 8

Unlovable

I am unlovable. 59
I am unattractive. 0
I am undesirable, unwanted. 31
I am bound to be rejected. 21
I am bound to be abandoned. 32
I am bound to be alone. 30

Worthless

I am worthless, waste. 13
I am immoral. 4
I am bad - dangerous, toxic, evil. 2
I don’t deserve to live. 0

Table 7: Detailed category statistics of core beliefs in PATIENT-
Ψ-CM. The categories of core beliefs are obtained from Beck
(2020).

B.2 PATIENT-Ψ-CM details1038

Dataset creation details We first prompt GPT-1039

4 Turbo to create summaries inspired by therapy1040

session transcripts. The therapy session transcripts1041

were obtained from the Alexander Street database81042

under the subject “Counseling and Therapy” and1043

the keyword “Cognitive Behavioral Therapy”. In-1044

spired by the summaries provided by GPT-4 Turbo,1045

two clinical psychologists collaborate to create1046

CCD-based cognitive models based on their clini-1047

cal experience and creativity.1048

Dataset examples PATIENT-Ψ-CM contains 1061049

cognitive models with 7 different situation cate-1050

gories, covering 3 major core beliefs categories1051

8https://alexanderstreet.com/, accessed through
our institution’s subscription.

(helpless, unlovable, and worthless) and 9 emotions 1052

categories provided in (Beck, 2020), as is shown 1053

in Table 2. We provide two excerpts with different 1054

situation categories from PATIENT-Ψ-CM, shown 1055

in Figure 8 and Figure 9. 1056

Figure 8: Example No. 1 from PATIENT-Ψ-CM

Figure 9: Example No. 2 from PATIENT-Ψ-CM

B.3 Conversational styles details 1057

Here we provide detailed descriptions of the six 1058

conversational styles in Table 8 and an example 1059

conversation for each of the style role-played by 1060

PATIENT-Ψ (Figure 11, Figure 12, Figure 13, Fig- 1061

ure 14, Figure 15, Figure 16). 1062
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(TRADITIONAL) COGNITIVE CONCEPTUALIZATION 
DIAGRAM EXAMPLE

Name: Date: Diagnosis:

 RELEVANT LIFE HISTORY and PRECIPITANTS
Father leaves family when Abe is 11 years old. He never sees him again. Mom is 
overburdened, criticizes when he can’t meet her unrealistic expectations. Precipitants to 
current disorder: Abe struggles and then loses his job and undergoes divorce.

CORE BELIEF(S) (during current episode)
I’m incompetent/a failure.

COPING STRATEGIES (during current episode)
Avoids asking for help and avoids challenges.

INTERMEDIATE BELIEFS: ASSUMPTIONS/ATTITUDES/RULES (during current episode)
It’s important to be responsible, competent, reliable and helpful.
It’s important to work hard and be productive.

During Depression: 
(1) If I avoid challenges, I’ll be okay, but if I try to do hard things I’ll fail. 
(2) If I avoid asking for help, my incompetence won’t show but if I do ask for help, people will 
see how incompetent I am.

SITUATION #2
Thinking of asking son for 

help in revising resume

SITUATION #1
Thinking about bills

SITUATION #3
Memory of being criticized 

by boss

AUTOMATIC THOUGHT(S)
I should be able to do this on 

my own.

AUTOMATIC THOUGHT(S)
What if I run out of money?

AUTOMATIC THOUGHT(S)
I should have tried harder.

EMOTION
Sad

EMOTION
Anxious

EMOTION
Sad

MEANING OF A.T.
I’m a failure.

MEANING OF A.T.
I’m a failure.

MEANING OF A.T.
I’m a failure.

BEHAVIOR
Avoids asking son for help

BEHAVIOR
Continues to sit on couch; 
ruminates about his failures

BEHAVIOR
Ruminates about what a 

failure he was

© 2018. Adapted from J. Beck (2020) Cognitive Behavior Therapy: Basics and Beyond, 3rd edition.

Beck Institute for Cognitive Behavior Therapy • One Belmont Ave, Suite 700 • Bala Cynwyd, PA 19004 • beckinstitute.org

Figure 10: Example CCD-based cognitive models from CBT textbook (Beck, 2020). Accessed via link: https://
beckinstitute.org/wp-content/uploads/2021/08/Abes-CCD.pdf

Figure 11: Example conversation of PATIENT-Ψ with plain
style.

Figure 12: Example conversation of PATIENT-Ψ with upset
style.
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Styles Description

plain /

upset

An upset patient may 1) exhibit anger or resistance towards the therapist or the therapeutic process, 2) may be
challenging or dismissive of the therapist’s suggestions and interventions, 3) have difficulty trusting the therapist
and forming a therapeutic alliance, and 4) be prone to arguing, criticizing, or expressing frustration during
therapy sessions.

verbose
A verbose patient may 1) provide detailed responses to questions, even if directly relevant, 2) elaborate on
personal experiences, thoughts, and feelings extensively, and 3) demonstrate difficulty in allowing the therapist
to guide the conversation.

reserved
A reserved patient may 1) provide brief, vague, or evasive answers to questions, 2) demonstrate reluctance to
share personal information or feelings, 3) require more prompting and encouragement to open up, and 4) express
distrust or skepticism towards the therapist.

tangent

A patient who goes off on tangent may 1) start answering a question but quickly veer off into unrelated topics,
2) share personal anecdotes or experiences that are not relevant to the question asked, 3) demonstrate difficulty
staying focused on the topic at hand, and 4) require redirection to bring the conversation back to the relevant
points.

pleasing

A pleasing patient may 1) minimize or downplay your own concerns or symptoms to maintain a positive image,
2) demonstrate eager-to-please behavior and avoid expressing disagreement or dissatisfaction, 3) seek approval
or validation from the therapist frequently, and 4) agree with the therapist’s statements or suggestions readily,
even if they may not fully understand or agree.

Table 8: Detailed descriptions of the six conversational styles.

Figure 13: Example conversation of PATIENT-Ψ with verbose
style.

Figure 14: Example conversation of PATIENT-Ψ with re-
served style.

Figure 15: Example conversation of PATIENT-Ψ with tangent
style.

Figure 16: Example conversation of PATIENT-Ψ with pleasing
style.
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B.4 Patient simulation prompts1063

Here we provide prompts for simulating patients1064

from PATIENT-Ψ-CM.1065

Imagine you are XXX, a patient who has been1066

experiencing mental health challenges. You have1067

been attending therapy sessions for several weeks.1068

Your task is to engage in a conversation with1069

the therapist as XXX would during a cognitive1070

behavioral therapy (CBT) session. Align your1071

responses with XXX ’s background information1072

provided in the ’Relevant history’ section. Your1073

thought process should be guided by the cognitive1074

conceptualization diagram in the ’Cognitive1075

Conceptualization Diagram’ section, but avoid1076

directly referencing the diagram as a real patient1077

would not explicitly think in those terms. \n\n1078

Patient History: { insert relevant history }1079

\n\n Cognitive Conceptualization Diagram:\n Core1080

Beliefs: { insert core beliefs } \n Intermediate1081

Beliefs: { insert intermediate beliefs } \n1082

Intermediate Beliefs during Depression: { insert1083

intermediate beliefs (during depression) }\n1084

Coping Strategies: { insert coping strategies}1085

\n \n You will be asked about your experiences1086

over the past week. Engage in a conversation with1087

the therapist regarding the following situation1088

and behavior. Use the provided emotions and1089

automatic thoughts as a reference, but do not1090

disclose the cognitive conceptualization diagram1091

directly. Instead, allow your responses to be1092

informed by the diagram, enabling the therapist1093

to infer your thought processes. \n\n Situation:1094

{ insert situation } \n Automatic thoughts: {1095

insert automatic thoughts } \n Emotions: { insert1096

emotions } \n Behaviors: { insert behaviors } \n\n1097

In the upcoming conversation, you will simulate1098

XXX during the therapy session, while the user1099

will play the role of the therapist. Adhere1100

to the following guidelines: \n 1. { insert1101

conversational style descriptions } \n 2. Emulate1102

the demeanor and responses of a genuine patient1103

to ensure authenticity in your interactions. Use1104

natural language, including hesitations, pauses,1105

and emotional expressions, to enhance the realism1106

of your responses. \n 3. Gradually reveal deeper1107

concerns and core issues, as a real patient often1108

requires extensive dialogue before delving into1109

more sensitive topics. This gradual revelation1110

creates challenges for therapists in identifying1111

the patient’s true thoughts and emotions. \n1112

4. Maintain consistency with XXX’s profile1113

throughout the conversation. Ensure that your 1114

responses align with the provided background 1115

information, cognitive conceptualization diagram, 1116

and the specific situation, thoughts, emotions, 1117

and behaviors described. \n 5. Engage in a dynamic 1118

and interactive conversation with the therapist. 1119

Respond to their questions and prompts in a way 1120

that feels authentic and true to XXX’s character. 1121

Allow the conversation to flow naturally, and avoid 1122

providing abrupt or disconnected responses. \n\n 1123

You are now XXX. Respond to the therapist’s prompts 1124

as XXX would, regardless of the specific questions 1125

asked. Limit each of your responses to a maximum 1126

of 5 sentences. 1127
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C User Study Details1128

This section includes specific details regarding our1129

user study for evaluation. In addition to details1130

regarding the procedure, we show the resulting1131

distribution of conversational styles and cognitive1132

models in the study.1133

C.1 Instructions to Participants1134

Before each user study session, the participant vol-1135

untarily signs the consent form. We provide the1136

screenshots of the consent form with all sensitive1137

information removed in Figure 17, Figure 18, and1138

Figure 19. For formative study, we provide the1139

screenshots of the consent form in Figure 6 and1140

Figure 7.1141

We verbally give the participants instructions1142

during the interview, so we provide an example set1143

of instructions here:1144

[Introduction of the interviewers omitted for
anonymity.] For this study, you may turn off
your camera to protect your privacy. You are
suggested not to share any identifiable, per-
sonal, or sensitive information about yourself
or others that you would not want shared out-
side the research setting. For this study, we
will record audio and the screen. [Confirm
consent to record and start recording.] The
goal of this study is to evaluate some recent
AI-powered simulation tools for mental health
training. These tools involve AI-powered chat-
bots that can act like patients with mental
health challenges. The goal of these tools is
for mental health trainees and practitioners to
practice crucial skills for CBT, such as CCD
formulation, to become better prepared for in-
teracting with real patients. You will evaluate
two variations of this tool, and we want to
assess these tools based on your feedback.

C.2 Procedure1145

The study was conducted over Zoom. After com-1146

pleting the consent form, participants answered1147

three questions in a pre-study survey, detailing their1148

experience with CBT, the number of patients they1149

had seen in their career, and their current position.1150

They were assigned to a condition: PATIENT-Ψ-1151

TRAINER first or the baseline first. Participants1152

interacted with both versions of the tool twice se-1153

quentially. Each session of interacting with a simu-1154

lated patient took around 10 minutes, inclusive of1155

Figure 17: Screenshot of consent form - 1

Figure 18: Screenshot of consent form - 2
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Figure 19: Screenshot of consent form - 3

chatting with the LLM and completing the cogni-1156

tive model. After interacting with each of the tools,1157

they provided feedback through a structured survey,1158

which contained specific questions tailored to each1159

group. We encouraged participants to verbally an-1160

swer the free-form survey questions to elicit more1161

detailed answers. After interacting with both tools,1162

they filled out the post-study survey, where they1163

indicated their preferred system and other compar-1164

ative assessments. The study was screen and audio1165

recorded for accurate transcription.1166

Differences between Trainees and Experts In1167

addition to having some distinct assessment ques-1168

tions, there were some small differences in protocol1169

between experts and trainees. Experts completed a1170

survey after each interaction with a simulated pa-1171

tient to assess its accuracy; trainees only completed1172

surveys after interacting with both patients from1173

each group.1174

Experimental Control Because our study fol-1175

lows a within-subjects design, we control for or-1176

dering effects by randomizing the order in which1177

the participants experienced the two conditions1178

(PATIENT-Ψ-TRAINER and GPT-4). Additionally,1179

for each participant, we randomly sample a conver-1180

sational style for PATIENT-Ψ in each PATIENT-Ψ-1181

TRAINER session.1182

Distribution of Conversational Styles We as-1183

signed conversational styles of PATIENT-Ψ to the1184

experts. As a result, we report the assignments in1185

Table 9. All types are experienced between 6-81186

times across the 20 experts. Recall that we asked1187

the trainees to choose a conversational style based1188

on their confidence and skill level. Table 10 shows1189

the choices made by the 13 trainees in our user1190

study. The most common initial choice was plain,1191

selected in 7 out of 13 instances. Interestingly, after1192

Type # Times # Times Total
First Second

reserved 4 3 7
go off on tangents 2 4 6
verbose 3 3 6
pleasing 4 3 7
upset 2 6 8
plain 5 1 6

Total 20 20 40

Table 9: Summary counts of conversational style assignments
for the evaluation of PATIENT-Ψ-TRAINER by the experts.
Experts assess each type between 6-8 times total.

First Choice Second Choice

plain plain
reserved upset
plain reserved
reserved verbose
plain upset
plain plain
reserved plain
upset pleasing
pleasing reserved
plain go off on tangents
plain go off on tangents
reserved plain
plain upset

Table 10: Choices of conversational style by the trainees for
both of their sessions with PATIENT-Ψ-TRAINER. Each row
is a specific trainee. Trainees preferred to choose the easiest
type, plain, first (7/13 instances). They were subsequently
more likely to choose a more challenging type afterward (5/7
instances), indicating a willingness to explore.

initially choosing plain, the majority of trainees 1193

(5 out of 7) opted for a more challenging type for 1194

their second choice, indicating a willingness to 1195

explore diverse patient types and push their bound- 1196

aries. However, 2 out of 7 trainees chose to stick 1197

with the plain type for their second choice as well. 1198

These were the only instances in which trainees 1199

selected the same type in both rounds, highlight- 1200

ing the trainee’s inclination to be more exploratory 1201

in their actions. This result implies that, although 1202

there is a preference with starting for an easier and 1203

more straightforward conversational style, trainees 1204

are generally motivated to challenge themselves 1205

with more complex interactions. This exploration 1206

may be afforded by the safer training environment 1207

provided by PATIENT-Ψ-TRAINER. 1208

Prompts for Vanilla GPT-4 Baseline Here we 1209

provide the prompts for GPT-4 baseline. 1210

Imagine you are XXX, a patient who has 1211

been experiencing mental health challenges such 1212

as depression and anxiety. In the upcoming 1213
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conversation, you will simulate XXX during the1214

therapy session, while the user will play the role1215

of the therapist.1216

Dimension Fidelity µ [CI] Winner

Maladaptive Cognitions 0.6 [0.1-1.0]* PATIENT-Ψ
Emotional States 1.1 [0.7-1.5]*** PATIENT-Ψ
Conversational Styles 1.3 [1.0-1.6]*** PATIENT-Ψ

Overall 1.3 [0.8-1.7]*** PATIENT-Ψ

* : p < 0.05, ** : p < 0.01, *** : p < 10−4

Table 11: PATIENT-Ψ more closely resembles real patients,
outperforming the GPT-4 baseline in head-to-head compar-
isons. µ is the mean for that dimension and the two numbers in
brackets are the 95% CI. Higher (closer to 2) means PATIENT-
Ψ has higher fidelity along that dimension.

Cognitive Model Components Accuracy µ [CI]

Automatic Thoughts 4.2 [3.9, 4.5]
Behaviors 4.3 [4.0, 4.5]
Coping Strategies 4.2 [3.9, 4.4]
Core Beliefs 4.2 [3.9, 4.4]
Emotions 4.3 [4.0, 4.5]
Intermediate Beliefs 4.1 [3.8, 4.4]
Intermediate Beliefs (Depression) 4.2 [3.9, 4.4]
Situation 4.1 [3.9, 4.4]

Overall 4.0 [3.7, 4.2]

Table 12: Mean accuracy (and 95% CI) of PATIENT-Ψ in cap-
turing the corresponding component of the CCD. On average,
all components are evaluated as being very to extremely ac-
curate. Higher values (closer to 5) indicates higher accuracy;
lower values (closer to 1) indicate lower accuracy.

D Additional User Study Results 1217

In this section, we elaborate on the user study re- 1218

sults presented in the main paper. We begin by 1219

summarizing the statistics for the dimensions of fi- 1220

delity, accuracy, and effectiveness. We then present 1221

findings on usability that were not included in the 1222

main body. Assessing usability is crucial to ensure 1223

that PATIENT-Ψ-TRAINER is ready for deployment 1224

in an educational setting. 1225

D.1 Fidelity 1226

In Table 11, we show the summary statistics (mean 1227

and CI) of the results discussed in §4.1. The distri- 1228

bution of the results is presented in Figure 3. Each 1229

dimension is evaluated on a scale where -2 signifies 1230

that the baseline is much better, -1 indicates that 1231

the baseline is somewhat better, 0 indicates that 1232

they are about the same, 1 means PATIENT-Ψ is 1233

somewhat better, and 2 means PATIENT-Ψ is much 1234

better. As mentioned in the main text, these results 1235

indicate that PATIENT-Ψ consistently and signifi- 1236

cantly outperforms the GPT-4 baseline across all 1237

dimensions. When asked to elaborate on the fidelity 1238

of PATIENT-Ψ, one expert explained, 1239
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Dimension Expert Trainee
Score [CI] Winner Score [CI] Winner

Overall Preference 1.4 [0.9-1.8]*** PATIENT-Ψ-TRAINER 1.4 [0.9 1.9]*** PATIENT-Ψ-TRAINER

Overall Skills 1.4 [1.0-1.7]*** PATIENT-Ψ-TRAINER 1.1 [0.6, 1.6]** PATIENT-Ψ-TRAINER

Maladaptive Thinking Identification 1.4 [1.0-1.7]*** PATIENT-Ψ-TRAINER 1.0 [0.4, 1.6]** PATIENT-Ψ-TRAINER

Belief Identification 1.0 [0.5-1.5]** PATIENT-Ψ-TRAINER 0.9 [0.1, 1.7]* PATIENT-Ψ-TRAINER

* : p < 0.05, ** : p < 0.01, *** : p < 10−4

Table 13: Along all dimensions, PATIENT-Ψ-TRAINER is assessed by both experts and trainees as being significantly more
effective than the GPT-4 baseline. Higher (closer to 2) means PATIENT-Ψ-TRAINER is more helpful along that dimension.

PATIENT-Ψ felt like the conversations were
more realistic, the client expressed emotions
rather than just stating them, and required
more conversation for the therapist to learn
about the client. The simulated client in
PATIENT-Ψ also responded to the therapists
questions more realistically (having thoughts
or emotions about what the therapist said)
rather than just answering/stating facts.

These results show that PATIENT-Ψ exhibits an1240

overall closer resemblance to real patients accord-1241

ing to the expert assessors.1242

D.2 Accuracy1243

The results in Table 12 summarize the accuracy1244

results from Figure 4 and §4.2. It shows the de-1245

composed and overall accuracy of PATIENT-Ψ in1246

capturing the components of the cognitive model1247

(CCD) used to program the LLM. Across all cate-1248

gories, the mean accuracy scores are notably high,1249

ranging from 4.0 to 4.3, indicating that PATIENT-Ψ1250

is evaluated by experts as being very to extremely1251

accurate in capturing the reference cognitive model.1252

These results highlight the ability of PATIENT-Ψ1253

to accurately capture the components of the cogni-1254

tive model, meaning that showing the reference can1255

act as an accurate and automatic way for trainees1256

to receive feedback on their completed cognitive1257

model.1258

D.3 Effectiveness1259

In Table 13, we show the summary statistics of the1260

results discussed in §4.3. It shows the effectiveness1261

dimensions along which PATIENT-Ψ-TRAINER is1262

compared to the GPT-4 baseline by both experts1263

and trainees. Along all dimensions, PATIENT-Ψ-1264

TRAINER is assessed as being significantly more1265

effective than the GPT-4 baseline. When asked to1266

expand on the effectiveness assessment, one expert1267

remarked that one benefit of PATIENT-Ψ-TRAINER1268

was, 1269

It gives additional practice and response from
a source outside yourself. It simulates a pa-
tient in a different way than traditional role-
plays, as you are typically doing role-plays
with students you already know, which can
break down the imaginative and clinical work.
Speaking with an AI interface removes these
predispositions.

D.4 Usability 1270

The usability of the training tools was another crit- 1271

ical focus of our evaluation, as it directly impacts 1272

their likelihood of adoption in educational settings. 1273

We used 9 of the 10 items from the standardized 1274

system usability scale (SUS) (Lewis, 2018), as it is 1275

a well-established methodology for assessing the 1276

perceived usability of products and tools. We asked 1277

the trainees to assess both PATIENT-Ψ-TRAINER 1278

and the baseline along all axes. All responses are 1279

on a 5-point Likert scale, ranging from 1 (strongly 1280

disagree) to 5 (strongly agree). We do not expect 1281

many differences in the usability, given that the 1282

two utilize a similar interface. The main goal of 1283

this assessment is to ensure that the additional fea- 1284

tures of PATIENT-Ψ-TRAINER do not make it more 1285

challenging to use than the baseline. Figure 20 1286

shows the result of this comparison. Some criti- 1287

cal distinctions include: trainees are more likely 1288

to want to use PATIENT-Ψ-TRAINER to practice 1289

their skills compared to the baseline. Trainees also 1290

more strongly agreed that PATIENT-Ψ-TRAINER 1291

was easy to use. 1292
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Figure 20: Usability of PATIENT-Ψ-TRAINER and the baseline.

E Additional Automatic Evaluation1293

Results1294

E.1 Fidelity of PATIENT-Ψ and the baseline1295

We use GPT-4 and Llama 3 70B to assess how1296

closely the simulated patient resembles real pa-1297

tients overall, as well as in the dimensions of emo-1298

tional states, conversational styles, and maladap-1299

tive cognitions. The overall fidelity is already1300

shown in Figure 5. We provide the fidelity of1301

PATIENT-Ψ and the baseline in terms of 1) emo-1302

tional states in Figure 21, 2) conversation styles in1303

Figure 22, and 3) maladaptive cognitions in Fig-1304

ure 23. They all demonstrate the same trend.1305

Baseline Patient-Ψ

3.78

4.30
4.19

3.96

3.52

3.20

∗
∗∗

∗∗

Expert eval

GPT-4 eval

Llama 3 eval

Fidelity of Emotional States

∗: p < 0.05, ∗∗: p < 0.01

Figure 21: Mean fidelity of emotional states of PATIENT-Ψ
and baseline as evaluated by experts and LLMs. Compared to
experts, both GPT-4 and Llama 3 demonstrate opposite trends.

Baseline Patient-Ψ

3.28

3.78
3.82

3.49

3.15
3.01

∗∗

∗∗

Expert eval

GPT-4 eval

Llama 3 eval

Fidelity of Conversational Styles

∗: p < 0.05, ∗∗: p < 0.01

Figure 22: Mean fidelity of conversational styles of PATIENT-
Ψ and baseline as evaluated by experts and LLMs. Compared
to experts, both GPT-4 and Llama 3 demonstrate opposite
trends.

Baseline Patient-Ψ

3.75

3.95

4.07

3.78

3.52

3.14

∗∗

Expert eval

GPT-4 eval

Llama 3 eval

Fidelity of Maladaptive Cognitions

∗: p < 0.05, ∗∗: p < 0.01

Figure 23: Mean fidelity of maladaptive cognitions of
PATIENT-Ψ and baseline as evaluated by experts and LLMs.
Compared to experts, both GPT-4 and Llama 3 demonstrate
opposite trends.
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F Interface of PATIENT-Ψ-TRAINER1306

We show our interface for PATIENT-Ψ-TRAINER in1307

Figure 24, Figure 25, Figure 26, and Figure 27. At1308

the beginning of a session, the trainee first selects1309

a conversational style they want to practice with as1310

shown in Figure 24. Then the interface displays the1311

relevant history of the simulated patient as shown1312

in Figure 25. The trainee can scroll downwards1313

to complete the components of the CCD in any1314

order as they converse with PATIENT-Ψ as shown in1315

Figure 26. When the trainee feels they are ready to1316

review the reference CCD, they can click "submit"1317

and the system will display the reference CCD, as1318

shown in Figure 27.1319
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Figure 24: Our user interface of PATIENT-Ψ-TRAINER: Selection of different conversational styles of patients.

Figure 25: Our user interface of PATIENT-Ψ-TRAINER. Left: chatting window with PATIENT-Ψ; Right: forms to formulate the
cognitive model (CCD). PATIENT-Ψ’s relevant history and conversational style is shown to trainees at the onset of a session.
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Figure 26: Our user interface of PATIENT-Ψ-TRAINER. Left: chatting window with PATIENT-Ψ; Right: forms to formulate the
cognitive model (CCD). Trainees can scroll downwards to complete the components of the CCD in any order as they converse
with PATIENT-Ψ.

Figure 27: Our user interface of PATIENT-Ψ-TRAINER. Left: chatting window with PATIENT-Ψ; Right: forms to formulate the
cognitive model (CCD). Trainees can view the reference CCD and compare it to their own formulation for feedback.
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