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Abstract

Recurrent neural networks (RNNs) are regularly
studied as in silico models of biological and arti-
ficial computation. Training RNNs requires up-
dating many synaptic weights, making the learn-
ing process complex and high-dimensional. In
order to uncover learning mechanisms, we inves-
tigated the sudden accuracy jumps in RNNs’ loss
curves. Across several short-term memory tasks,
we identified an initial search phase with accuracy
plateaus, followed by rapid acquisition of skills.
Studying attractor landscapes during learning re-
vealed high-dimensional bifurcations as the links
between these phases. Next, we introduced the
temporal consistency regularization (TCR), a bio-
logically plausible learning rule that incentivizes
formation of memory-subserving attractors. In di-
verse short-term memory tasks, TCR accelerated
(online) training, promoted robust attractors, and
enabled networks initialized in a chaotic regime to
train efficiently. Our analyses lead to testable pre-
dictions for system neuroscientists and highlight
the need to study high-dimensional dynamical
system theory to uncover learning mechanisms in
biological and artificial networks.

1. Introduction

Recurrent neural networks (RNNs) play a crucial role
in both biological and artificial neural systems, enabling
complex associative computations and memory formation
[1,2,3,4,5, 6]. To study their computational principles,
dynamical systems theory has emerged as an indispens-
able tool [7, 8, 9, 10, 11, 12], allowing a large body of
neuroscience work to utilize RNNs as trainable dynami-
cal systems and study attractor formation in neural circuits
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[2,4,5,13, 14, 15, 16, 17, 18, 19, 20, 21]. However, given
the high-dimensional and often chaotic nature of brain dy-
namics [22, 23], the dynamical system modeling of bio-
logical RNNs is often a challenging task [24, 25] (though
see [26, 27, 28] for promising developments). Therefore,
systematic and carefully designed studies are needed to ex-
tract the fundamental principles of learning processes and
computational mechanisms.

A recent promising direction has focused on modeling non-
linear dynamical systems via interpretable, mathematically
tractable RNN architectures [29, 30, 31, 32]. This approach
primarily relies on the assumption that many real-world
tasks can be performed with relatively simple attractor land-
scapes [7, 8] (though also see [33]), which can often be
visualized to explain the substrate of computations in RNNs
[34, 35, 36]. Yet, one of the primary challenges in training
RNN:ss lies in the fact that weight initialization often fails
to place the network in a weight subspace with the desired
attractor landscapes. Consequently, the learning process
must navigate through bifurcations [37, 38], which are crit-
ical yet underexplored events characterized by qualitative
changes in the network’s dynamics. These bifurcations of-
ten manifest as spikes or jumps in learning curves [37] and
are essential for the network to converge to functional solu-
tions. To date the harmful effects of bifurcations, such as
exploding gradients, have received considerable attention
[39, 40, 41, 42]. However, the constructive role of bifurca-
tions in guiding high-dimensional RNNS to train effectively
in a general setting remains largely unexplored.

In this work, we conduct a thorough scientific investiga-
tion on the sudden learning phenomenon observed in RNNs
and identify the crucial and constructive role of necessary
bifurcations in learning dynamics. We identify two dis-
tinct regimes emerging during the training of RNNs, search
and comprehension. The transitions between these phases,
i.e., bifurcations, emerge as sudden changes in the loss
functions and are characterized by changes in the distinct
qualitative properties of attractor landscapes, which are the
building blocks of computation in short-term memory tasks.
Inspired by these observations, we propose the temporal
consistency regularization (TCR), a spatiotemporally local
mechanism incentivizing attractor formation. We find that
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TCR accelerates training by shortening the search phase, and
can facilitate online learning of cue-associated fixed-points.
Surprisingly, TCR enables training of chaotic networks, a
feat that was considered rather infeasible with the back-
propagation through time algorithm and led to the birth of
new paradigms such as reservoir computing [43, 44] and
FORCE [26, 27].

Though prior work studied the bifurcation mechanisms dur-
ing learning [37, 45] (though still in the context of how
to avoid them [37, 46]) our analysis extends beyond the
limited architectures and specific bifurcations studied by
earlier studies and offers a more nuanced interpretation, e.g.,
bifurcations are not simple inconveniences that need to be
mitigated. Overall, our work constitutes a rigorous system-
atic study of learning and computation in high-dimensional
dynamical systems, connects formations of attractors to
computation in artificial neural networks, and has direct im-
plications for learning in biological networks and explaining
skill acquisition in artificial networks.

2. Results

2.1. Training recurrent neural networks on a short-term
memory task

To illustrate the emergence of bifurcations during net-

work training with a simple example, we start our anal-

ysis with the piece-wise linear recurrent neural networks

(PLRNN&):

x[t] = Axft — 1]+ We(z[t — 1)) + Cs[t] + h, (1)

where z[t] € R are the activities of N neurons, r[t] =
¢(x[t]) their firing rates with the ¢(.) non-linearity, A €
RN XN a diagonal matrix of neuronal decay rates, W &
RN>N the recurrent connectivity matrix, s[t] € R¥ is the
external input, C € RY*X input weights, and h € RV
the biases. Here, piece-wise linear specifically refers to the
RELU non-linearity, i.e., ¢(z) = max(0, 2).

The delayed addition task is a simple short-term memory
task that produces a sudden jump in the accuracy during
training (Fig. 1, Appendix S1.2). In the delayed addi-
tion task, there are two channels providing inputs to the
network (Fig. 1A). The first channel, u; (), contains con-
tinuously valued “cues”, whereas the second channel is
mainly zero (uz(t) = 0), except for two pulses at distinct
times (uz(t1) = w2(ta) = 1). The output of the task cor-
responds to the the sum of the two cues at times ¢; and to,
i.e., 6(t) = ui(t1) + u1(t2), which should be returned at
the end of the trial ¢ = T". Notably, in order to perform the
task accurately, the networks should be able to hold two
numbers in short-term memory.

When we trained PLRNNS to perform this task, we observed
two phases of learning, namely, the search phase and the
rapid comprehension phase (Fig. 1B). During the search

phase, the network did not show a significant performance
improvement in either the training or the test sets. Yet, at
epoch 120, the network entered the rapid comprehension
phase, in which the training performance abruptly improved.
Our goal for the rest of this work is to understand and facili-
tate the mechanisms behind such abrupt transitions.

2.2. Bifurcations emerge during the learning

To study the mechanism of abrupt changes during training,
we turn to the dynamical system theory, which establishes
that the parameter space is divided into several subspaces
with qualitatively distinct properties [36]. Going from one
subspace to another requires the system to go through qual-
itative changes in its attractor landscape, i.e., bifurcations.
Traditionally, bifurcations are studied in the context of low-
dimensional dynamical systems, often as the few number of
system parameters is varied, not trained [36]. In contrast,
in recurrent neural networks, the high-dimensional weight
parameters, W € RNXN establish the attractor landscapes,
which in turn define the breadth of computations that can be
carried out by the state variables, z(t) € RV.

To operationalize the identification of attractor landscapes
supported by a particular weight matrix, W, we utilized a
slightly modified version of the energy minimization ap-
proach [8]:
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in which the “kinetic energy” of neural trajectories is mini-
mized in the neighborhoods, { N (x¢)}, of few pre-defined
state variables, {2}, to identify states with locally minimal
speeds (x*, Figure S1). In this work, we sample zg from
transient neural activities (Appendix S1.5). This architecture
and attractor agnostic approach is well-suited for identifying
not only fixed points and the centers of limit cycles — ele-
ments of traditional bifurcations with specific names (e.g.,
Hopf bifurcation) [36] — but a general class of slow points
in RNNs with thousands of parameters [8].

In this work, we define “high-dimensional bifurcations” as
qualitative changes in the arrangement of these slow-point
landscapes. This definition includes broader sets of phenom-
ena compared to the traditional definition of bifurcations
[36]. Yet, it captures the essence of the phenomena we study
in this work, since (approximate) attractors are slow points
by definition and their re-arrangement qualitatively changes
the network dynamics. New terminology may need to be
developed in future studies of high-dimensional dynamical
systems, which is out of scope here.

Using this approach, we identified the slow points of the
PLRNNSs and visualized their time evolution as the training
progressed (Fig. 1C). As expected, we observed a sudden
shift in the neural activities and the overall attractor structure
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Figure 1: Bifurcations subserve the sudden accuracy jumps during the learning of the delayed addition task. A In the delayed
addition task, the network receives signals from two channels: the first channel has continuously valued random signals, the second
channel is zero for almost all times, but has two binary pulses at times ¢ and ¢2. During these pulse times, the network needs to memorize
the “cue” values presented in the first channel and must output their sum at the end of the trial (¢ = 7). B The fraction of correct trials as
a function of number of training epochs. The training and testing curves both show two phases, with a sudden transition at the epoch 120.
C Top three principal components of the network’s activations over multiple trials (blue), neural trajectories during a single trial (green),
and kinetic energy minima corresponding to slow points (red). A bifurcation at epoch 120 is marked by the emergence of a new attractor
structure, which causes a structural and qualitative change in the slow point landscape and separates the two phases. For B-C, we used a
representative unregularized network with N = 40 neurons trained over 500 epochs to perform the delayed addition task with 7' = 40.

around epoch 120 (Fig. 1C), signalling a bifurcation. This
shift was then followed by a rapid increase in both training
and testing accuracies. Notably, the slow point landscape
right after the bifurcation exhibited the same qualitative
behavior as the further trained network (Fig. 1C, epochs
120 vs 500), suggesting that the bifurcation propelled the
network into the “right” weight subspace. Though this obser-
vation alone cannot explain why the network performance
suddenly started improving, as we discuss in Section 2.4, it
is an important step forward.

2.3. Hidden and/or explicit bifurcations lead to
irregularities in the training curves

In the previous section, we considered a network that was
already initialized close to the bifurcation boundary. Conse-
quently, the search phase was relatively brief (120 epochs).
The bifurcation corresponded to a jump in the loss function
and had lasting effects on training performance, resulting
in a sustained decrease. We categorize such bifurcations
as “explicit bifurcations.” However, as we demonstrate in
this section, not all bifurcations lead to sustained decreases
in the loss function, i.e., may be “hidden” due to the lack
of sustained effects on the training curves, for example,
emerging as small spikes that are quickly recovered.

To study the hidden bifurcations, we considered a second
network that spent around 2500 epochs in the search phase
and had a small spike in the learning curve which did not
improve or hurt the network performance (Fig. 2A, red
rectangle). Yet, it was not clear whether this was a self-
correcting behavior or a necessary event towards the final
solution. Therefore, as a first test, we computed the sin-
gular value decomposition of the instantaneous gradient!
and the current weight matrix, W (¢), at the training epoch
t. As expected, although there was no visible change in
the network performance after recovering from the spike
(Fig. 2A, red rectangle), the instantaneous gradient became
unstable, exhibiting sudden changes (Fig. 2B, red rectangle).
Surprisingly, the weight matrix had rapid, but continuous
and sustained, changes (Fig. 2C, red rectangle); ruling out a
self-recovery explanation.

Next, we verified that the spike in the training curve indeed
was linked to a hidden bifurcation by studying the qualita-
tive changes in the slow point landscape (Fig. 2D, Epoch
800). Interestingly, even though this hidden bifurcation

"Throughout this work, we use the word “instantaneous gra-
dient” to refer to the quantity W (¢) — W (¢ — 1), which may be
different from the exact gradient as we use the ADAM optimizer.
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Figure 2: Hidden and explicit bifurcations drive weight restructuring and attractor formation during learning. A Small spikes
during the search phase may indicate a hidden bifurcation, followed by a sharp decrease in train/test loss post-search phase. B,C Instability
in the singular values of the gradient (B) and the weight matrix (C) is an indicator of the bifurcation process. D,E New attractor geometries
form in activity space after hidden (Epoch 800) and explicit (Epoch 2500) bifurcations. F Correlation between weights at two distinct time
points during training shows high correlation until bifurcations, indicating significant restructuring of the weight matrix during the hidden
and explicit bifurcations. For all panels, we used an unregularized network (/N = 40) performing the delayed addition task with 7" = 40.

did not immediately improve the performance, it served as
a step towards finding the desired attractor structure (See
green rectangles in Figs. 2A-C, and Fig. 2E), and not as a
detour that needed to be traced back. Specifically, in this
case, the bifurcation at epoch 800 marked the emergence of
a second “arm” of slow points (Fig. 2D) that subsequently
bifurcated into a plane-like structure (Fig. 2E). Common to
both bifurcations were the sudden emergence of instabilities
in the instantaneous gradient and the continual changes in
the weight matrices (Figs. 2B, C), but the former was hidden
in the sense that no immediate sustained changes were visi-
ble in the training curve (Fig. 2A). When we visualized the
changes in the weight matrix throughout the training (Fig.
2F), we observed the emergence of a block diagonal struc-
ture: The network experienced minimal changes in weight
values between bifurcations, but instantaneous adjustments
during bifurcation events. After the final bifurcation was
reached, the weights were gradually (but still rapidly) up-

dated, corresponding to the jump in the loss values.

Thus far, we have demonstrated on two illustrative examples
(Figs. 1 and 2) that passing through the bifurcations may be
reflected by the sudden drops in the training curves, with
a transition enabled by a qualitative shift in the networks’
attractor landscapes. This is signalled by the rapid fluctu-
ations of the gradient and sudden changes in the weight
matrix (Figs. 2B, C). To generalize beyond these examples,
we confirmed the sustained changes in the weight matrices
and the rapid fluctuations in the gradients by averaging over
several networks (Fig. S2). We also visually confirmed the
qualitative changes in the slow point landscapes during the
loss jumps for multiple networks (data not shown).

Overall, our analysis in this section provided a more nu-
anced view of our discussion in Fig. 1, where the search
phase had concluded swiftly. Specifically, a network initial-
ized far from the desired bifurcation boundary can undergo
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Figure 3: Bifurcations are gateways between weight subspaces with distinct attractor landscapes. A Schematic of the training
process as a dynamical trajectory in the weight space. The training passes through several weight subspaces separated by bifurcations and
settles in one with a desirable attractor landscape. B We computed the cosine similarity between the instantaneous update and the optimal
update directions, which is used to measure the quality of the learning signal at a given epoch. The curve shows the better alignment of
the model weight updates towards the final weight matrix after the bifurcation. C The slope of the neural activities, calculated as the
change between the activities at the end and the start of the trials, as a function of training epochs. During the bifurcation, the fraction of
ramping units with high absolute slopes increased dramatically. In these plots, AEpochs = 0 corresponds to the final bifurcation, where
the search phase concludes and the comprehension phase begins. For B and C, we trained 20 networks on the delayed addition task with
N =40 and T' = 40 for 3000 epochs, all but one successfully solved the task. Lines: means. Shaded regions: s.e.m. over 19 networks.

intermediary hidden bifurcations (Fig. 2), traversing the
solution landscape until the desired attractor landscape is
reached. Although the loss function may appear flat, the
gradient can experience regions of instability, signaling qual-
itative changes in the slow point landscape and indicating
bifurcations. Notably, after bifurcations, the weight matri-
ces did not revert back to their original states; rather, the
networks progressed through the bifurcations.

2.4. Characterizing learning dynamics in search and
comprehension phases

The training process of the PLRNNSs often starts from a
randomly initialized weight subspace, which does not neces-
sarily include the “right” attractors that can facilitate solving
the task at hand. During training, the weights are updated
such that the RNN bifurcates into a particular weight sub-
space with desired attractor landscapes (Fig. 3A). In this
section, we return to investigate the differences in the learn-
ing speeds between the search and comprehension phases
(Fig. 1B) by studying a key change during bifurcations: the
increased quality of the learning signal.

To assess the quality of the gradient-based learning sig-
nals, we analyzed the weight changes in the PLRNNs at
each training step. Specifically, we measured the align-
ment of the instantaneous weight change, W (¢t +1) — W (¢),
with the optimal learning direction, W; — W (t), where W
represents the final weights of the fully trained network
(Fig. 3A). We computed this alignment, quantified via the
cosine similarity, over twenty networks and plotted as a
function of number of training epochs in Fig. 3B. Notably,
though the alignment was small earlier in the training, it was
above chance level across the both training phases (data not
shown). Thus, as a first step, we found that the learning sig-

nal from the ADAM-based gradient descent was beneficial
in both phases.

Next, since the gradient alignment remained low before
the bifurcation, we inferred that the weight updates were
suboptimal for driving the network through the beneficial
bifurcations into the desired weight subspace (Fig. 3A and
B). In contrast, the learning signal quality was much higher
in the comprehension phase (Fig. 3B), implying that gradi-
ent is effective for fine-tuning the task-subserving structures
once a desired attractor landscape is reached (Fig. 3B).
Taken together, the facts that gradient is an effective fine-
tuner, but not necessarily a good “attractor finder,” ties back
to our question at the end of Section 2.1 and provides an
explanation for the different training speeds observed in
search vs rapid comprehension phases.

2.5. Memory neurons with slowly varying activities
shorten the search phase

As the gradient remained suboptimal during the search

phase, we next investigated what factors played a role in the

learning efficiency. Specifically, we searched for the factors

that predicted the onset of the beneficial bifurcations.

The most consistent and effective predictor we observed was
the emergence of ramping “memory neurons” (Fig. 3C).
This observation aligned with our expectations, as neurons
with steadily increasing or decreasing activity have been
known to be associated with short-term memory processes
and time-keeping [30, 47, 48]. Our goal, then, is to de-
sign a learning algorithm that incentivizes the emergence
of these neurons, thereby transforming these correlational
observations (Fig. 3C) into a causal relationship.

Towards this goal, we first investigated the emergence of
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Figure 4: Enforcing time consistency in memory neurons promotes attractor formation. We trained 10 PLRNNS on the delayed
addition task with T" = 40, where N;cg = 20 out of N = 40 neurons were regularized with Arcr = 1. A TCR increased the number of
networks passing the search phase. Dotted line: an example network. Solid lines: means. Shaded areas: s.e.m. over 10 networks. B We
plotted the attractor landscape of an example network, corresponding to the (i) - (iv) stages in A. The network undergoes a bifurcation
facilitated by TCR, in which a second arm is created on the slow-point landscape (red crosses). C Increasing TCR regularization speeds
up the training during the search phase. The comparisons were performed with two-sided Wilcoxon signed-rank tests (**p < 1072).

slowly varying ramping units in greater detail by study-
ing a recently proposed manifold attractor regularization
(MAR). Although MAR has been developed specifically for
PLRNNSs and incentivizes only a certain type of attractor
structure [30], we were able to extract generalizable insights
(Appendix S1.3 for methodological details). Specifically,
designing a plane attractor (by hand) in a subset of units
abolished the search phase for the delayed addition task (Fig.
S3), in which networks may use plane attractors for keeping
the memory of the two cues. The units in this subset, termed
the “memory neurons” (the rest termed the “computation
neurons”), had the same ramping properties we observed
in Fig. 3C (Fig. S4). As expected, explicitly enforcing
the presence of such units enhanced the memory of cues in
PLRNNS (Fig. S5) and promoted faster training by selecting
a closer bifurcation point to the initial weights (Fig. S6).
Consequently, we were able to establish a causal and ex-
plainable relationship between the slowly varying ramping
units and the enhanced memory capabilities in PLRNNS,
confirming and expanding the prior literature with a mecha-
nistic explanation [30]. Though prior work has shown that
slow-units arise due to MAR and lead to better training, our
analysis here illuminates the reason why: Enforcing slow
units accelerate the search phase by incentivizing faster bi-
furcations towards the desired attractor landscapes.

In addition to memory neurons, we tested different values
of the weight decay and the training batch sizes as potential
predictors of shorter search phases. Orders of magnitude
variations in weight decay had little-to-no effects on the du-
ration of the search phase (Fig. S7), yet suboptimal weight
decay values led to decreased final performances of the
learned networks (Fig. S7). Therefore, even though it is
an important part of the optimization process, weight de-
cay did not provide an actionable insight to further probe
the learning signal quality in the search phase. In contrast,

when we trained PLRNNs with different numbers of batch
sizes, we observed a clear trend of decreased search phase
with lower batch sizes, i.e., increased stochasticity (Fig. S8).
Yet, perturbing the synaptic weights randomly before the
bifurcation without the aid of the gradient did not lead to
the beneficial bifurcations (data not shown). Thus, bringing
these observations together, we concluded that introducing
greater variability to the training process, e.g., addition of a
secondary objective instead of an absolute minimization of
the task loss, may facilitate faster transitions to the desired
bifurcation boundaries.

2.6. Temporal consistency incentivizes rapid formation
of robust attractors

So far, we established that the emergence of slow units
increases the memory capabilities, which can be explic-
itly enforced to improve training efficiency in PLRNNs
performing the delayed addition task (Fig. S6, [30]). In-
spired by this observation, we now propose the temporal
consistency regularization (TCR), a (potentially) biologi-
cally plausible mechanism that is agnostic to the network
architecture and the specific properties of the desired attrac-
tor landscapes:

Nreg

T
Lrcr = %Z > (wlt] = aft —1])°

t=1 i=1

3

In words, TCR encourages slow time dynamics for a subset
(Nreg out of N) of the neurons, which we term as “memory
neurons.” As we show in the rest of this section, regularizing
the task training with TCR, i.e., £ = Ltask + ArcrRLTCRS
incentivizes attractor formation and leads to superior and
robust short-term memory capabilities.

As a first step, we once again considered the PLRNNS in
Eq. (1), which were trained to perform delayed addition
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tasks with T' = 40 (Fig. 4). Compared to unregularized net-
works, training PLRNNs with TCR led to shortened search
phase and faster convergence (Fig. 4A). Using the energy
minimization analysis (following Eq. (2)), we confirmed
that the faster convergence was indeed due to the emer-
gence of attractor structures (Fig. 4B). Moreover, notably,
higher values of Ar¢ g resulted in faster training during the
search phase (Fig. 4C and Fig. S9), signalling the direct
involvement of TCR in shortening the search phase.

As a second step, we asked whether TCR can achieve rapid
convergence on par with enforcing optimal solutions. Given
that MAI/MAR establishes a plane attractor in the network
(Appendix S1.3), a feasible solution for the delayed addition
task, we can consider the search phase durations of networks
with MAR as approximate upper bounds. As expected,
the convergence speeds with TCR were generally slower;
however, the difference decreased with increasing values
of Arcr (Fig. S9). Notably, following a grid search over
hyperparameters, we found that 6 out of 10 networks could
complete the search phase in fewer than 100 epochs of
training (Fig. S10), indicating that TCR may perform almost
as well as MAR when optimized (Fig. S9).

As the final step, to test the robustness of the attractors incen-
tivized by TCR, we trained PLRNNs with and without TCR,
otherwise using the same hyperparameters, on delayed addi-
tion tasks. Then, during test trials, we injected random and
constant inputs to memory and computation neurons of the

regularized networks, and to the same number of randomly
selected neurons of the unregularized networks (See Ap-
pendix S1.9). We plotted the changes in the performances in
Fig. S11. Our results indicated that the regularized networks
were robust to random noise injected into memory neurons
(Fig. S11A) and constant noise injected to either types (Fig.
S11B). In contrast, the performance of the unregularized
networks abruptly degraded in both cases (Fig. S11). Thus,
we confirmed that TCR not only leads to faster search phase,
but also identifies robust attractor landscapes.

2.7. Rapid learning in chaotic leaky firing rate RNNs
with fixed time-scales

So far, we have shown that networks trained with tempo-
ral consistency regularization can be as effective as those
trained with an optimal regularization for the particular
architecture and task [30]. To illustrate the network- and
task-agnostic nature of TCR, we next focused on leaky firing
rate RNNs (IfRNNs) [28, 49]:

dr(t)
dt

T = —r(t) + tanh(Wr(t) + Cs(t) + h). (%)
Here, 7 € R is the pre-defined, non-trainable, neuronal
decay time, other components are defined similar to Eq. (1),
and with z(t) = Wr(t) + Cs(t) + h. For our purposes, we
set h = 0, as our tasks of interest can be trained without
biases. In practice, we discretize Eq. (4) with a time step

At (Appendix S1.1).
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Figure 6: Temporal consistency fa-
cilitates online learning of cue-
associated fixed-points. A The train-
ing procedure starts with a randomly
initialized chaotic RNN. A rectangu-
lar pulse is applied through a ran-
domly initialized, non-trainable input
weight matrix to the network. For a
pre-defined duration after the pulse
offset, the freeze-in training takes
place. B We visualized the final out-
put of a fully trained network with 25
distinct, cue-associated fixed-point at-

tractors. C The maximum eigenval-

ues of the Jacobian matrices became
L non-positive (attractive fixed-points)
after as little as 12 epochs of train-
ing. D We visualized 10 out of 25
cue-associated fixed-points. Pulses

are shown during a very short dura-
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Next, we trained IfRNNs to perform the evidence accumula-
tion tasks (Figs. 5 and S12). In the evidence accumulation
task, there are two input and two output channels to the net-
work (Fig. 5A). While the pulses in the input channels are
sampled from a binomial distribution for each time point,
the network is tasked to indicate which input channel re-
ceived more pulses, i.e., evidence, by outputting a pulse
in the respective output channel. Higher coherence of the
evidence, i.e., when higher fraction of the total evidence was
presented predominantly in one of the channels, corresponds
to an easier task (Fig. 5B).

As a first test, we confirmed that even unregularized IfRNNs
can solve this task when initialized with Xavier initialization,
though TCR still increased the speed with which the search
phase was concluded (Fig. S12). Surprisingly, TCR showed
its true value when IfRNNs were initialized in a chaotic
regime (controlled by a parameter, g, see Appendix S1.1),
where recurrent connections are notoriously hard to train
[26, 27, 43, 44]. Specifically, even after 30,000 epochs of
training, none of the 20 unregularized networks were able to
undergo the right bifurcations (Fig. 5C). For these networks,
the errors plateaued on a particular value, similar to the loss
curve plateaus of the delayed addition task (Figs. 1 and
2). This was only overcome by networks trained with TCR
(applied to N;eg = 25 out of N = 50 neurons), where 14
out of 20 networks bifurcated and were able to solve the task.
Moreover, increasing the TCR strength, Atcr, increased the
training speed (until saturated) during the search phase (Fig.
5D), similar to the delayed addition task (Fig. 4C).

Finally, we provided additional evidence for the generality
of our findings so far with two experiments: i) we trained
long short-term memory (LSTM) networks on the delayed
addition tasks (Fig. S13), and ii) we trained chaotically

tion (red dotted lines), and drive the
transitions between fixed-points.

initialized 1fRNNs on the 3-bit flip flop tasks (Fig. S14). In
both cases, in line with our results so far, TCR led to faster
training during the search phases.

2.8. Cue-associated fixed points with online freeze-in
learning

In essence, TCR forces the derivative of network activities

towards zero for a subset of neurons. Discretization of this

term leads to an error signal that is simply the difference

between current and previous neural activities, which can be

applied as a local and online rule (Appendix S1.11):

AWt] = —Arcr (r[t] — r[t — At]) [t — AT, (5)

where ATV [¢] stands for the changes in the recurrent weights.
We applied this rule to learn cue-associated fixed-points,
which arose rapidly through online training starting with a
randomly connected chaotic IfRNNs (Fig. 6A). Since online
learning freezes the network in time, but only locally, we
named this paradigm freeze-in training.

Using the freeze-in training, we trained 25 distinct fixed-
point attractors, each of which was associated with a cue
(Fig. 6B). Notably, training converged quickly, leading to
an attractive dynamics around the fixed-points (Appendix
S1.11, Fig. 6C). Though the attractive fixed-points were
achievable by cue inputs, their existence was not dependent
on them since the network was trained to remain in the
fixed-points long after the cue offset (Fig. 6D). Here, the
cues were used only to create the associations.

Overall, using an online version of temporal consistency,
we were able to train cue-associated fixed-point attractors
into the network without making use of any global learning
signals or explicit supervision.
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3. Discussion

In this work, we performed high-dimensional bifurcation
analyses of RNNs during learning and introduced the tempo-
ral consistency as a biologically plausible and local learning
rule. These findings lead to several biological and computa-
tional insights that we summarize below.

Analysis of learning mechanisms in task-trained RNNs:
In this work, we studied the bifurcation mechanisms as
RNNs were learning to perform short-term memory tasks.
Prior work performed similar analyses in dynamical system
reconstruction problems by primarily focusing on specific
attractor structures [30, 37]. Here, we studied short-term
memory tasks that had sparse learning signals due to the
delay period with little-to-no meaningful input or output
signals. In our studies, we had not assigned any particular
attractor structure or architectures to the networks. Instead,
our methodology allowed the attractor landscapes to be
found during the task-training, which we reverse-engineered
to extract mechanistic insights on the emergence of attrac-
tors subserving short-term memory.

Use of energy minimization for detecting bifurcations:
Our goal in this work has been to study bifurcations in a gen-
eralized setting, which stands in contrast to previous work
that used semi-analytical methods to study the (traditional,
e.g., fixed-points and k-cycles) bifurcations in PLRNNs
[37]. To study bifurcations in high-dimensional systems, we
operationalized slow-point analysis (Eq. (2)) to study the
qualitative changes in the kinetic energy landscape, a well-
suited method for exploring a broad range of bifurcations in
RNNs. With the help of this methodology, we were able to
identify the bifurcations in the delayed addition task (Figs. 1
and 2), which did not manifest through changes in the num-
ber of fixed points or limit cycles [36, 37, 45]. Therefore,
our findings illustrate the importance of studying a broad
class of high-dimensional bifurcations to reverse-engineer
the learning dynamics in RNNs.

New mechanistic insights into the learning signal quality:
Our findings provided evidence for the common sense as-
sumption, a generalization of intuition gained from studying
low-dimensional dynamical systems [36], that the weight
space consists of multiple subspaces with different geome-
tries of the attractor structure (Fig. 3). We found that gradi-
ent updates drive the network towards the optimal weights
rapidly only if the network dynamics are already in the right
subspace with desired attractor structures, but are subop-
timal as learning signals otherwise. To enter the optimal
attractor subspace, the network might have to successfully
traverse one or more subspaces with very little, yet non-zero,
help from the gradient signals. Thus, the solution to increas-
ing the training speed in large scale foundational models
may lie, beyond developing new optimizers [50], in design-
ing loss functions whose gradients incentivize beneficial

bifurcations and are optimal during the search phase.

Introduction of the temporal consistency regularization:
In this work, we assigned a subset of neurons the role of
“memory neurons,” which were encouraged to have slow-
time dynamics (Fig. 4). The resulting temporal consis-
tency regularization allowed training leaky firing rate RNNs,
which do not have a RELU non-linearity or trainable neu-
ronal time scales, under even chaotic initialization and po-
tentially in an online manner (Figs. 5 and 6). Unlike prior
solutions to training RNNs despite chaos [26], temporal con-
sistency regularization is compatible with back-propagation
through time and allowed using established algorithms (here,
ADAM optimizer [50]) for training RNNS.

Implications for learning in biological systems: Our work
may explain the mechanism of a widely observed phe-
nomenon in systems neuroscience: slow-time dynamics and
ramping neural activities play a vital role in memory and
associative computations [30, 47, 48]. As we have shown in
this work, a plausible explanation for this phenomenon may
be that directly encouraging slow-time dynamics in biologi-
cal networks can promote attractor formation, thereby short-
ening the search phase via beneficial bifurcations. Moreover,
the temporal consistency may carry long-term dependencies
in an online scenario (Fig. 6), without requiring explicit cal-
culation of the gradients of a global loss function, e.g., via
backpropagation through time, which often fails in chaotic
networks to begin with [43, 44]. Consequently, a testable
biological prediction of our work is the putative existence
of a very specific form of short-term synaptic plasticity
mechanism that implements TCR biologically.

4. Conclusion

In this work, we studied learning dynamics, bifurcations,
and attractor formation in recurrent networks. We showed
how different regions of weight space correspond to dif-
ferent attractor landscapes, and uncovered that gradients
alone often struggle to find the “right” weight subspaces
with desired attractors. We re-analyzed manifold attrac-
tor regularization proposed specifically for PLRNNs [30]
and discovered that enforcing slow-time dynamics explic-
itly may induce attractor formation, giving rise to enhanced
short-term memory capabilities. Inspired by these obser-
vations, we proposed temporal consistency regularization,
an attractor structure-agnostic, architecture-agnostic, and
biologically plausible learning mechanism for incentivizing
attractor formation. We found that TCR led to faster search
phase by driving beneficial bifurcations, and allowed train-
ing chaotic networks in offline and online scenarios. Overall,
our work is a significant leap for understanding the learning
mechanisms in biological and artificial networks, empha-
sizing the importance of studying currently underexplored
topics in high-dimensional dynamical system theory.
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S1. Methods

S1.1. Network architectures

PIECE-WISE LINEAR RECURRENT NEURAL NETWORKS

We considered piece-wise linear recurrent networks (PLRNNSs) [31, 30] for most of our experiments unless otherwise
specified. PLRNN dynamical systems equation is as follows.

x[t] = Azt — 1) + Weo(z[t — 1]) + Cs[t] + h (S1)

Here, z[t] € RY is the network currents/ states. N number of neurons, ¢(x[t]) is the network firing rates with ReLU
non-linearity; ¢(x[t]); = max(0,z;[t]),i € 1,..., N. A € RV*¥ i5 a diagonal matrix encoding decay time constants of
neurons. W € RY*¥ s the recurrent connectivity matrix. s[t] € R¥ is the external input with shape K. C' € RV*X
injects inputs into neurons. h € R is the bias.

To obtain the predictions 6[T"] € R, we linearly project the currents at the end of the trials z[7].
O|T) = Wou[T] + bout (S2)

Here, Wy, € RN projects the currents onto the final predictions. by, € R is the output bias. Unless otherwise
specified, we allow the network to learn A, W, C, h, W, and by, to minimize the mean squared error between the target
(or = u{, + uy, for the delayed addition task) and the network predictions o[T.

LEAKY FIRING RATE RECURRENT NEURAL NETWORKS
For the analysis on networks with fixed-time scales, we used the leaky firing rate RNNs:

dr(t)
T

= —7(t) + tanh(Wr(t) + Cs(t)), (S3)

where 7 is the fixed neuronal time scales and the rest is defined as above. In practice, we used a discretized version of these
equations:

r[t + At] = (1 — a)r[t] + atanh(Wr[t] + Cslt]), (54)

where @ = At/ is the discretization constant. We used these equations to perform forward and backwards propagation
in all experiments. For all experiments, 7 = 10ms and At = 8ms, leading to a = 0.8. When IfRNNs are initialized in
chaotic regime, we sampled the weight matrices from a Gaussian distribution with zero mean and standard deviation of
g/VN with g > 1.

S1.2. Task details

DELAYED ADDITION TASK

The delayed addition task consists of several train and test trials. Input to each trial, U = {(uf, u?), (u3, u3), ..., (ur, uz)},
has the shape of 7' x 2, where T is the trial length. Here,

uy ~U[0,1) (S5)

is sampled randomly from a uniform distribution between 0 and 1, whereas

(56)

uy = ;
0 otherwise

) {1 ift =t ort =1t

is the cue signal that is mostly zero except for times ¢ = t1 and ¢ = t5. Here, t1 and ¢, are randomly sampled such that
t; < 10 and t5 < T'/2. The goal of the task is to output u%l + u%Q at the final time step 7'. This requires the network to have
a memory that can store a number for at least 7'/2 time steps. To measure the network performances, we calculated the
fraction of correct trials. Specifically, we counted the trials where |o — 6[T]| < 0.04 and presented it as a fraction. The
task was used in previous work to identify memory capabilities in PLRNNs [30].
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EVIDENCE ACCUMULATION TASK

In the evidence accumulation task, the network receives two inputs and has two corresponding outputs. Two inputs contain
transient pulses during the evidence interval, at random time points. The task is to output high after a certain time point,
only in the output channel corresponding to the input channel with the higher number of transient pulses, e.g., evidence. The
network should sustain this output until the end of the trial. See Fig. SA for an illustration.

3-BIT FLIP FLOP TASK

In the 3-bit flip flop task, the RNN has 3 outputs corresponding to the state of 3 memory bits and receives transient 1
pulses from the corresponding 3 inputs. The task is to output in each channel the latest sign of the corresponding input
channel, leading to a total of 23 memory states. The network is required to sustain that value until the corresponding input
changes. See Fig. S14A for an illustration.

S1.3. Manifold attractor regularization

Recent work has demonstrated the promise in promoting attractor formation [30]. In this framework, memory units are
regularized to form a line-attractor subspace, while computation units remain unregularized, resulting in enhanced memory
capacity:

Nireg Nreg N Nreg
Larar =Mar | Y (A =12+ > S W2+ > hZl. (S7)
i=1 i=1 j=1 i=1
J#i

Here, MAR enforces the diagonal time scales to be 1 (perfect memory of previous state), and the weights and biases to be
zero. If this is exactly enforced on the inputs (Ay; 4z — 00), we are left with:

x[t + 1] = z[t] + Cslt], (S8)

which is a plane attractor and performs integration. In the case of manifold attractor initialization (MAI), only a subset of
neurons are initialized with this plane attractor, creating a sub-circuit capable of performing integration of inputs.

Overall, the slow time dynamics induced by MAI/MAR directly stem from the fact that they incentivize explicit plane
attractor formation, which is specifically beneficial to the delayed-addition tasks. Moreover, MAI/MAR require the
dynamical system equation to be in a specific format, making them inapplicable to general architectures.

S1.4. Hyperparameter selection and details on figures

Unless otherwise specified, we trained the networks on the delayed addition task with Adam optimizer [50], a train batch
size of 500, a test batch size of 100, and 100,000 train and 10,000 test trials. We ran most of the experiments with PyTorch
framework on a desktop computer with two GeForce RTX 4090 GPUs.

Figs. 1 and S1: In these figures, we trained an unregularized PLRNN on a delayed addition task with 7" = 40. We initialized
all the weights (i.e. A, W, C, h) using PyTorch’s default recurrent network initialization method, by sampling from a uniform
distribution of [— \/—lﬁ, \/lﬁ] We kept the b,,,: learnable and initialized x[0] from a standard normal distribution. The network
was trained for 500 epochs, with 10.0 gradient clipping. To optimize the learning rate, we repeated the experiment 3 times
with a learning rate from {0.0015, 0.001}. A learning rate of 0.0015 was picked.

Figs. 2, 3, and S2: To further analyze the gradient alignment and bifurcations, we repeated the same experiments in Fig. 1
with 7" = 40 and 3, 000 epochs with a stable 0.001 learning rate. To make the training harder, the networks were shown
1,000 training trials and 10, 000 test trials.

Fig. 4: To find out the effect of TCR (Fig. 4), we conducted experiments with unregularized PLRNNs, PLRNNs with MAR,
and PLRNNs with TCR. We considered the same network implementations, initialization method, and hyper-parameters
used in the previous work [30], T" = 40, 100 epochs of training, and a learning rate of 0.001 for all the networks. A gradient
clipping of 3.0 was applied for all the networks. For TCR, we used Arcr = 1.0 as the regularization strength. For all the
networks with TCR, we regularized 50% of the neurons, i.e. N,., = 40 x 0.5 = 20. We repeated the experiments 10 times
and reported the mean and the standard error (Fig. 4A, B). For Fig. 4C, we summarized the search phase duration of the
networks presented in Fig. S9 (See below).

Fig. S3: This figure compares the performances of unregularized PLRNNs vs those trained with MAR and MAI from the
experiments in Fig. S9 (See below).
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Fig. S4: To reproduce MAR results from [30] (Fig. S4A), we considered three networks; unregularized PLRNN,
PLRNN with MAI and PLRNN with MAI and MAR. We followed hyper-parameters used in [30] for T" €
{20, 40, 60, 100, 200, 300, 400, 500}. Experiments were repeated across 10 networks per condition.

Fig. S5: For this experiment, picked 10 unregularized PLRNNs and 10 PLRNNs trained with MAR and MALI for the delayed
addition task (7" = 60) from the networks shown in Fig. S4A.

Fig. S6: We trained PLRNNSs using the same configuration as in Figs. 2, 3, and S2, but on harder delayed addition tasks
(T = 40, 60, 100, 200). For MAR, we used Apar = 0.1 and regularized half of the N = 40 neurons.

Figs. S7 and S8: These figures analyzed the effect of weight decay and batch size respectively. All the other hyper-
parameters were consistent with experiments from Fig. S9 (see below).

Fig. S9: Here, we conducted experiments with the same hyperparameters used for bifurcation analysis for unregularized
PLRNNSs (Fig. 1). In addition to unregularized PLRNNSs, here we considered PLRNNs with MAI, PLRNNs with MAR
(AMaRr = 5.0), and PLRNNs with TCR (Arcr € {0.001,0.01,0.1}). For all the networks with MAR/ TCR/ MAI, we
regularized only half of the N = 40 neurons. We repeated all the experiments 10 times.

Fig. S10: We performed a grid search over TCR parameters, otherwise using the same parameters as in Fig. 4A, B.

Fig. S11: For noise-injection experiments, we considered the same configurations used for Fig. 1 bifurcation analysis,
except with a learning rate of 0.001 and a weight decay of 10~8. Experiments were repeated 3 times per condition.

Figs. 5 and S12: For the evidence accumulation task, we initialized the RNNs with g = 4 for Fig. 5 and with Xavier
initialization for Fig. S12. For illustrations in Fig. 5A-B, we used an unregularized IfRNN with N = 50 neurons, which
was initialized with Xavier initialization and trained for 3, 000 epochs. For all other experiments, we trained 20 IfRNNs per
condition, with Adam optimizer and 0.001 learning rate. We used 100 training trials, each trial was 400ms in duration. The
evidence was presented between [100, 300]ms intervals. Expected number of flips per channel was 4. The coherence of each
task was sampled randomly from a uniform distribution on [—1, 1].

Fig. S13: For the LSTM experiments, we trained 50 networks for 2000 epochs with Adam optimizer, gradient clipping
parameter of 5, weight decay rate of 10~%, and 0.001 learning rate. We varied Atcr € {0,1073,1072,0.1, 1}, which was
applied to the cell states of N,¢z = 20 out of N = 40 neurons. Both the training and test datasets contained 1, 000 trials
each.

Fig. S14: For flip-flip experiments, we initialized the IfRNNs with g = 3.0. We trained 20 networks for 2000 epochs with
Adam optimizer and 0.001 learning rate. The training dataset contained 100 trials with a duration of 400ms. Expected
number of flips per channel was 8.

Fig. 6: See Appendix S1.11. In Fig. 6C, boxes contain data points from lower to upper quartiles, with the middle line
denoting the median. The upper and lower whiskers are 1.5 times the interquartile distance.

S1.5. Energy minimization

To extract the slow points of the network, the core implementation is based on previously published work [8], though we
modified it slightly by replacing the minimization algorithm with a Pytorch based solver to speed up the process. We first
picked a data batch with 100 trials from the test set. We obtained currents for all the trials. This resulted in 100 x T total
number of states. 500 states were randomly picked (z[0]) as the initialization points for energy minimization. Starting from
each z[0], we minimized energy using stochastic gradient descent in a recursive manner:

Algorithm S1 Energy minimization
x¢[0] + «[0]
for t € 0,..., number of steps -1 do
Generate z[t + 1] from z[t] using one step of our model in eq. 1
Bt] « [left + 1] — [t]]I3

et +1] « zft] - a G2

z[t]
x[t + 1] + z°[t + 1]
end for
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Here, o = 0.1 and the number of steps is 1000. [z¢[0], z°[1], ..., 2°[1000]] gives a single energy minimization trajectory.
Final states £¢[1000] for each initialization were visualized as red crosses using PCA in Fig. 1, 2, 4, and S1.

S1.6. Visualization analysis

To visualize attractor manifolds, we reduced the dimensionality of x[t] and z¢[t] into 3 with Principle Component Analysis
(PCA). To fit the data to PCA, we first fed 100 trials from the test set to the fully-trained PLRNN and obtained the
corresponding currents x[t]s. All the states in z[t]s are used to fit the PCA. The resultant PCA model transformed all the
x°[t]s and z[t]s obtained from checkpoint models during the training.

S1.7. Stimulus Decoding Experiments

To test the memory capabilities of attractor-incentivized networks compared to unregularized PLRNNs, we conducted cue
and stimulus decoding experiments. We picked 10 unregularized PLRNNs and 10 PLRNNs trained with MAR and MALI for
the delayed addition task from the networks shown in Fig. S4 A: T" = 60.

We first created a new addition dataset with predetermined cue positions (i.e. t; = 5 and t3 = % — 1). The goal was
to quantify networks ability to predict u,}l , u%,z, and utll + u%,z from instantaneous currents of all the neurons (zg[t] =
z;[t];_ (1, ny)> memory neurons (zs, [t] = z; [t}"::{lw-rieg}), and computational neurons (z g, [t] = z; [t]i:{ng+1’_“7N})
separately. Analysis was conducted for all the time steps, ¢ € 1,...,T".

To predict cues and/or targets from neuronal activity, we used linear regression models. For a given network and a time step
t, 9 linear regression models were independently fitted to map 3 types of instantaneous inputs (i.e. zg[t], zs, [t], zs,[t]) into
3 types of decoding targets (i.e. ug, , uj,, and uy, + uy,). We repeated the procedure for ¢ € {1, ..., 7'} and all 20 networks
(i.e., 10 unregularized PLRNNSs and 10 regularized PLRNNSs). All the fitting was done on the training dataset with 10, 000
trials and testing was done on the testing dataset with 1, 000 trials.

S1.8. Frequency Analysis

We analyzed frequency distributions of z[t] belonging to unregularized PLRNNs, PLRNNs with MAI, and PLRNNs with
MAI+MAR. To conduct this analysis, we selected 3 representative networks from Fig. S4A, with T = 20. We first
concatenated 50 trials with 7' = 20 from the test set and obtained a long trial with a temporal length of 7" = 1000. Currents
x[t]s were obtained for this long input trial. Obtained currents for 10 neurons are shown in Fig. S4C.

To obtain the frequency plots, we separately considered activities, x[t], of computational and memory neurons. We first
divided the trajectories of the neuronal currents by the maximum current of each trajectory. Fast Fourier transform followed
by frequency shift was then applied. We then obtained absolute values from the resultant frequency sequence. The resultant
frequency sequences were divided again by the maximum frequency component of the corresponding frequency sequence.
Finally, we took the mean frequency sequence over neurons. Resulting frequency plots are shown in Fig. S4C.

S1.9. Intervention experiments
We performed intervention experiments (Fig. S11) by injecting noise into the networks that were trained with and without
TCR. Networks had N = 40 neurons and were performing an addition task with 7" = 40.

In the first case (Fig. S11A), we injected Gaussian noise with e standard deviation (~ N (0, 62)) during the first half of the
task duration ¢t € {1, ...,20}, to 2 sets of neurons; S1 = 1, ..., Ny¢y and Sy = N,¢g, ..., N separately. In the second case
(Fig. S11B), we injected a constant input with amplitude  during the first half of the task duration to neurons; S; and Se.
For networks trained with TCR, the set .S; and S5 corresponded to memory and computational neurons respectively. The
procedure was repeated for 6 networks (3 unregularized PLRNNs and 3 PLRNNs with TCR).

S1.10. Training speed during the search phase

We calculated the training speed during the search phase by taking m. epoch, is computed based on the stalling points in
the loss function during training. Specifically, we computed the first epoch that achieves a particular value in the loss or
accuracy levels, after which rapid learning took place. For the delayed addition task (Figs. 4 and S6), this was ~ 0.08 for
the fraction of correct trials. For the K-bit flip flop task (Fig. S14), this was ~ 0.5 in the correlation values between the
target and the outputs. For the evidence accumulation task (Figs. 5 and S12), this was ~ 0.3 in the mean squared distance
between target and reconstructed coherence. We performed visual inspection in all cases to ensure that we captured the
onset of the rapid comprehension phase.
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S1.11. Cue-associated fixed-point generation (online and local)
For our online experiments, we once again used leaky firing rate RNNs:

Tdrziz(ft) = —r; (t) + f(zz (t))7
Nrec Nin .
zi(t) = Wijrj(t) + Y Cijs;(t) + €i(t), Vi € [Nyee].
i=1 =t

Here, r; is the activity or firing rate of neuron ¢ and z; is the total input current to neuron . N,..., the number of neurons, is
400 and N;,, the number of input channels. The rest is defined as before. Furthermore, the time constant 7 = 10ms, and
f(-) = tanh(-). Each element of W was initially drawn from a normal distribution with mean 0 and standard deviation
1.8/+/ Ny while each element of C' was drawn from a standard normal. To prevent self-excitation, we also enforced
Wi =0, Vi € [N.,-ec].

While the continuous time formulation provides a theoretically motivated window into the time dynamics of the network,
the simulations were performed via discretization with At time steps. The discretized network dynamics followed:

ri[t + At] = (1 — a)r;[t] + af (2]t + At)), (S10)

where o = % is the unitless normalized discretization time, here chosen to be o« = 0.1.

The learning process began after s[t| becomes nonzero, i.e., the arrival of the rectangular pulse. After completion of this
pulse, we enforced that the network aims to produce its previous activity (¢t — At). Namely, we performed a local gradient
step on the loss function:

A(rift] = rift — 1])° (S11)

for all neurons, where A determines the strength of this derivative regularizer - we set A = 1/1000. A step of this update
rule corresponded to
Wt + At] = Wt] — Mrer (r[t] — r[t — At]) r[t — AT, (S12)

We repeated this update several times, in a randomized manner across cues, as shown in Fig. 6. Each pass across all cues
was considered a single epoch. For Fig. 6C, we computed the Jacobian J at some given r, by taking partial derivatives of
the right-hand side in Eq. (S9).
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Figure S1: Minimizing the kinetic energy of the neural activities unravels the slow point landscape. A Since the kinetic energy
minimization is a non-convex problem, the optimization trajectories (black lines) and the converged slow points (red crosses) depend on
the initial points, which are chosen randomly from the neural states visited during the trials (blue dots). B The kinetic energy is plotted
over optimization step, each line corresponds to a different trajectory from a distinct initialization. Though the kinetic energy decreases
over iterations, it does not reach zero (or close to the machine precision), indicating the existence of slow, but not necessarily fixed, points.
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Figure S2: The gradients first destabilize then recover at a bifurcation, but the weight changes are permanent. A Right around
the bifurcations, the weights undergo large updates, in line with the prior work [39]. B The weight matrices evolve rapidly during the
bifurcation and settle into a new equilibrium once the bifurcation is complete. Solid lines: means. Shaded areas: s.e.m. over 19 networks
(N = 40 neurons, 7" = 40 time steps, 3000 epochs training, no regularization).
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Figure S3: Manifold attractor regularization and initialization lead to negligible search phase. As discussed in the Appendix S1.3,
MAI creates a plane attractor using a small subset of units in the PLRNN, which gives the network enhanced memory capabilities.
Therefore, MAI practically skips the search phase while having an extremely rapid learning phase. In comparison, MAR encourages the
plane attractor formation during the learning with a regularization term, leading to undetectable fast search phase. Solid lines: means.
Shaded areas: s.d. over 5 networks that are trained on the delayed addition task with 7" = 40 and N = 40, with 20 regularized memory
neurons whenever applicable. MAR regularization weight was Ayvar = 5.
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Figure S4: Manifold attractor initialization and regularization incentivize slow time dynamics. A-B We trained unregularized and
regularized PLRNNs on the delayed-addition task with varying levels of sequence length. We plotted (A) mean squared errors and (B) the
fractions of correct trials. Solid lines: means. Error bars: s.e.m. over 10 runs. C Analysis of frequency content in PLRNNs’ computation
and memory units. Memory units in networks with MAR/MALI show slow time dynamics, whereas the neural activities of the computation
units have high frequency components. For all experiments, MAR/MAI was applied to 20 out of 40 neurons. MAR regularization weight

was AMAR = 5.
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Figure S5: Manifold attractors enhance the memory capabilities of PLRNNSs. To test the memorization of the task-relevant information
in the unit activations, we trained PLRNNs on delayed addition tasks with 7" = 60, which were initialized with manifold attractors and
encouraged to retain them with a regularization term. Here, 20 out of N = 40 neurons were regularized with Amar = 5. During testing
only, we focused on a variation of the delayed addition task, in which the input times for the cues were fixed (See Appendix S1.7). Using
the activities of memory, computation, and all neurons, we trained linear estimators for (A) the first cue, (B) the second cue, and (C) the
target output, i.e., the sum of the two cues. Computation, but not the memory, neurons have eventually forgotten cue 1, cue 2, and the
output, emphasizing the role of the manifold attractors for enhancing the short-term memory capabilities. As a control (dashed lines), we
also trained unregularized PLRNNs, which were not able to retain the memories for either of the cues to begin with. Solid and dashed
lines: means. Shaded areas: s.e.m. over 10 networks.
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Figure S6: MAR shortens the search phase by choosing a closer bifurcation point. A MAR leads to a faster training speed during
the search phase. The comparisons are performed with two-sided Wilcoxon signed-rank tests (***p < 1073, **p < 1072). Solid lines:
means. Error bars: s.e.m. over 20 networks. B PLRNNs trained with MAR show lower L distances between initialization and bifurcation
weights, indicating that regularized networks cross the desired weight subspace boundary at a closer bifurcation point. The comparison is

performed with a two-sided rank sum test (**p < 1072).
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Figure S7: Weight decay does not have a consistent effect on the duration of the search phase. To test whether weight decay can
facilitate beneficial bifurcations, we trained PLRNNs (N = 40) regularized with varying levels of weight decay values on delayed
addition tasks with 7" = 40. We had not observed any consistent affect of the weight decay values on the duration of the search phase.
Solid lines: mean. Shaded areas: s.e.m. over 10 networks.
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Figure S8: Increasing the stochasticity of the gradient shortens the search phase. Similar to Fig. S7, we tested the effects of
stochasticity in training by varying the batch sizes while training unregularized PLRNNs (/V = 40) to perform delayed addition tasks
with T' = 40. Solid lines: means. Shaded areas: s.e.m. over 5 networks.
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Figure S9: Enforcing temporal consistency on subset of neurons shortens the search phase. To test the efficacy and efficiency of
TCR, we trained PLRNNS (regularized N,z = 20 out of N = 40 neurons) to perform delayed addition tasks with 7" = 40. Higher TCR
strength led to faster conclusion of the search phase, whereas PLRNNS trained with either MAR or MAI practically skipped the search
phase. Solid lines: means. Shaded areas: s.e.m. over 10 networks.
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Figure S10: In a narrow range of parameters, TCR can lead to a rapid conclusion of the search phase. We re-analyzed the
experiments in Fig. 4A, but with varying levels of hyperparameter configurations for TCR. Extreme cases, i.e., Arcr = 0.05 and
Arcr = 50, show that the networks can barely pass the search phase without or with extreme levels of TCR, whereas moderate levels of
regularization significantly increased the chances of rapid training. Similar to Fig. 4A, we trained PLRNNs (/V = 40) on delayed addition
tasks with T" = 40 for 100 epochs.
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Figure S11: Enforcing temporal consistency led to the formation of robust attractors. As before, we trained PLRNNs on delayed
addition tasks with 7" = 40. During test trials, we injected random (A) and constant (B) inputs to memory and computation neurons in the
regularized networks, and to randomly selected (control) neurons in the unregularized networks (See Appendix S1.9). All networks had
N = 40 neurons, regularization (Arcr = 0.5) was applied to 20 neurons whenever applicable. Solid lines: means. Error bars: s.e.m.
over 3 networks.
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Figure S12: Even when initialized in a non-chaotic regime, TCR improves the convergence on the evidence accumulation task. We
trained the networks on the same task in Fig. 5 but with Xavier initialization, for 300 epochs. Similar to before, TCR resulted in slightly
lower loss (A) and faster training speed (B) during the search phase. The IfRNNs had N = 50 neurons, N, = 25 were regularized with
TCR whenever applicable, the neuronal decay time was 7 = 10ms, and the IfRNNs were discretized with A = 8ms. The comparisons
were performed with two-sided Wilcoxon signed-rank tests (**p < 1072 and ***p < 10~%).
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Figure S13: Time consistency regularization improves training speed of LSTMs during the search phase. We trained 50 LSTMs on
the delayed addition task with 7" = 40, where N,z = 20 out of N = 40 neurons were regularized with TCR (See Appendix S1.4). The
error values (A) and the accuracies (B) over 1, 000 test trials as a function of number of training epochs. Solid lines: means. Shaded
regions: 95% confidence intervals across 50 networks. C Once again, TCR led to faster search phase. The comparisons were performed
with two-sided Wilcoxon signed-rank tests (***p < 107%).
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Figure S14: Time consistency regularization improves training of fixed-points in chaotic networks. We trained 20 chaotically
initialized IfRNNs (IV = 50, Nyeg = 25, 7 = 10ms, At = 8ms, and g = 3) on a 3-bit flip-flop task for 2, 000 epochs (See Appendix
S1.4). A In the flip-flop task, the network receives three (mostly zero) inputs, with occasional positive and negative pulses signalling
state changes. The network should adapt its three outputs to the latest state presented by the input, which requires switching its internal
dynamics between 23 = 8 distinct states. As in Fig. S13, TCR enhanced the learning speed and performance (B) and accelerated training
during the search phase (C).
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