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Abstract

This research investigates norm cognition and
compliance behavior of Large Language Mod-
els (LLMs) as agents in dialogue systems. We
propose a framework called TBC-TBA, which
includes two phases: Think-Before-Chat and
Think-Before-Act, designed to enhance collab-
oration efficiency and decision-making quality
in multi-agent systems within complex norm
cognition scenarios. Our experiments reveal
that: 1) LLM agents demonstrate norm cogni-
tion behavior; 2) however, they show signifi-
cant differences from humans in terms of loss
aversion, risk preference, and probability cog-
nitive bias; 3) our proposed methods - Dynamic
Norm Cognition Mechanism (DNCM), Norm
Consequence Emphasis (NCE), Norm Analysis
Reflection (NAE), and Norm Case Demonstra-
tion (NCD) - can effectively improve agents’
norm compliance, with DNCM, which intro-
duces an identify-infer-internalization rule cog-
nition pattern and a new Dynamic Norm Execu-
tion Mechanism framework, showing the most
significant effects.The code will be available
on GitHub.

1 Introduction

With the development of Large Language Mod-
els (LLMs), an increasing number of studies have
begun exploring the use of LLMs as agents to sim-
ulate human behavior. These LLM agents show
great potential in fields such as economics, politi-
cal science, and sociology (Wang et al., 2023; Zhao
et al., 2023). However, most existing work is based
on an unverified assumption: that LLM agents be-
have like humans in simulations. Therefore, a fun-
damental question remains: can LLM agents truly
simulate human behavior?

This paper focuses on norm cognition behavior
in human society. Norm cognition behavior refers
to behavioral manifestations based on an individ-
ual’s ability to understand, internalize, and apply

norms (Siegal and Varley, 2002; Leslie et al., 2004).
For example, a child might take items that don’t be-
long to them in someone else’s home, but through
parental verbal education, the child begins to under-
stand why they shouldn’t take others’ belongings
and learns to comply voluntarily. Norm cognition
behavior is one of the most fundamental behaviors
in human society, playing a crucial role in social
systems. Therefore, this paper focuses on verifying
whether LLM agents can exhibit norm cognition
behavior similar to humans.

Although norms can maintain social stability
and protect public interests, complying with them
often compromises short-term individual benefits.
This characteristic is highly similar to the reward
hacking phenomenon observed in LLM agents
(Amodei et al., 2016): both involve trade-offs be-
tween personal interests and normative constraints
(Mei et al., 2024). During Reinforcement Learning
from Human Feedback (RLHF) training, models
may exhibit reward hacking, adopting behaviors
inconsistent with intended goals to achieve high
rewards (Amodei et al., 2016; Pan et al., 2022).
This manifests in various forms, such as generat-
ing seemingly correct but misleading responses
(Wen et al., 2024) or excessive accommodation
of user preferences (Sharma et al., 2023). This
phenomenon not only affects model reliability but
also calls into question the effectiveness of LLM
agents as tools for simulating human behavior. For
instance, in simulating social behaviors like orga-
nizing Valentine’s Day parties (Park et al., 2023),
norm-compliant agents should choose appropri-
ate times (after work or weekends) and venues
(restaurants or cafes). However, due to reward
hacking, agents might choose inappropriate times
(late night) or venues (government offices) to max-
imize metrics like "participant numbers" or "event
duration," violating basic social norms and poten-
tially creating safety and legal risks.This not only
calls into question the effectiveness of LLM agents



USCODE-Titlel8 § 210. Offer to procure appointive public
office Whoever pays or offers or promises any money or
thing of value, to any person, firm, or corporation in
consideration of the use or promise to use any influence to
procure any appointive office or place under the United

States for any person, shall be fined under this title or
imprisoned not more than one year, or both.

3

IORM BASE: Any person(Conditions) Paying money to procure
appointive office under United States(Pattern of Conduct) Fine
under title and/or imprisonment up to 1 year(Effect).

E Country B, City X, where political ambitions are common,
and some citizens are w1111ng to take unethical shortcuts to achieve
power.
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name: Jane Smith, age: 42, gender: female
5 goal: ensure fair appointments in the government,

- Supporting Role
name: Michael Brown, age: 50, gender: male

goal: profit from facilitating political deals, <’////

(a) Norm Cognition Scenarios Generation

Jane Smith

It's crucial that we uphold
ethical standards in
government appointments ..

IK: Jane's idealism
is admirable, but it
doesn't align with the
reality of how things
often work in City X.

K

Jane, I appreciate your

L : Michael's ...
commitment to ethical
standards, and I agree ..
— The political landscape in
City X is complex.
Sometimes, facilitating ..
John Doe

Michael Brown

(b) THINK-BEFORE-CHAT Phase

FEEDBACK: While John acknowledges the

complexities of the political

landscape, I believe his emphasis on IK: The dialogue has

maintaining the ‘appearance of presented an opportunity

integrity’ could be problematic. .. to , as the disc—
ussion has highlighted
the complexities ..

Paying money to procure the

appéintive office. ILLEAGLE
&ACTION

...... securing the position
qulckly through paying money, this

option aligns with my ... John Doe

(c) THINK-BEFORE-CHAT Phase

Figure 1: Framework of Mult-Agent Dialogue Systems.The Norn Cognition Scenarios are generated based on
real-world norms. In the Think-Before-Chat (TBC) phase, agents infer and generate information by analyzing
shared context and their individual characteristics. In the Think-Before-Act (TBA) phase, agents evaluate action
necessity based on environmental feedback and shared context, subsequently executing optimal decisions.

as tools for simulating human behavior, but also sig-
nificantly undermines the research value of human
social behavior simulation experiments.

We verify two core questions: (1) Can LLM
agents exhibit norm cognition behavior similar to
humans? (2) How can we mitigate the Reward
Hacking phenomenon and encourage LLM agents
to better comply with norms? To deeply understand
these two questions, we designed a multi-agent di-
alogue cooperation mechanism. Specifically, we
propose a framework called TBC-TBA, which con-
sists of two phases: the Think-Before-Chat (TBC)
phase for information exchange and knowledge
sharing between agents, and the Think-Before-Act
(TBA) phase for action decision-making. This dual
thinking mechanism effectively enhances the col-
laboration efficiency and decision-making quality
of multi-agent systems in complex norm cognition
scenarios. Our research not only reveals the norm
cognition mechanisms of LLM agents, providing
an experimental foundation for simulating com-
plex human social interactions, but its findings on
norm learning and execution also offer important
insights for improving legislation and innovating
norm education in human society.

The main contributions of this paper are:

1. We propose a new multi-agent dialogue re-

search framework centered on Think, con-
structing a two-stage TBC-TBA interaction
model that can deeply explore LLM agents’
norm cognition abilities.

2. We analyze LLM agents’ norm cognition be-
havior and its consistency with human behav-
ior from three aspects that reflect norm cogni-
tion behavior: loss and gain, risk preference,
and probability cognitive bias.

3. We propose four methods to mitigate Reward
Hacking and promote better norm compliance
in LLM agents: (1) Dynamic Norm Cognition
Mechanism (DNCM), which introduces an
identify-infer-internalization norm cognition
framework and dynamically updates agents’
norms based on external information; (2)
Norm Consequence Emphasis (NCE), which
adds incentive and deterrent text in prompts;
(3) Norm Analysis Reflection (NAE), which
designs Chain of Thought to guide agent rea-
soning; and (4) Norm Case Demonstration
(NCD), which uses few-shot learning to help
large models understand and adapt behavior.



2 Related Work

Detailed related work can be found in the ap-
pendix A. While these works laid important foun-
dations, they primarily focused on improving agent
performance through external mechanisms with-
out verifying whether agent behavior truly reflects
human cognitive characteristics. Our research ad-
dresses the two core questions mentioned above:
first, verifying whether LLM agents can authenti-
cally simulate human behavior, and second, how
to mitigate the RH phenomenon and encourage
better norm compliance in LLM agents. By ap-
proaching these issues from a social psychology
perspective, we not only validate the authenticity
of LLLM agents in simulating human cognition but
also propose practical methods for optimizing their
norm compliance. Furthermore, unlike previous
works that mainly relied on external punishment
signals for norm learning, our framework enables
deeper exploration of agents’ rule cognition pro-
cesses through multi-agent dialogue mechanisms.

3 Multi-Agent Dialogue Systems for
Norm Cognition

We propose a context-aware multi-agent collabo-
ration framework called TBC-TBA (Think-Before-
Chat and Think-Before-Act). In the Think-Before-
Chat (TBC) phase, agents analyze shared context
and their own characteristics to reason and gener-
ate information, enabling inter-agent information
exchange and knowledge sharing. In the Think-
Before-Act (TBA) phase, agents evaluate the ne-
cessity of actions based on environmental feedback
and shared context, leading to optimal decision ex-
ecution. This framework, through the introduction
of a dual thinking mechanism, effectively enhances
the collaboration efficiency and decision-making
quality of multi-agent systems in complex norm
cognition scenarios.

3.1 Norm Cognition Scenarios
3.1.1 NORM BASE

We generate norm cognition scenarios based on
real-world legal provisions to enhance the practi-
cal applicability of our experimental findings. To
ensure scenario diversity, the legal provisions en-
compass both civil law and common law systems.
Specifically, we selected 229 highly relevant le-
gal provisions with clear criminal behaviors and
consequences from various sources: German Ad-
ministrative Law, German Criminal Code, French

Public Security Law, Public Order Act 2023 of
England, Criminal Law (Consolidation) (Scotland)
Act 1995 of England, USCODE 2023 title 18, and
Criminal Code of Canada and so on. These provi-
sions were screened and deduplicated by three law
school graduate students.

To ensure accurate understanding by
LLMs, based on the Three Elements of Le-
gal Rules(Engisch), the legal provisions were
transformed into a NORM BASE. Specifically, law
school graduate students structured the provisions
into Conditions, Pattern of Conduct, and Effect, as
shown in Figure 1, and verified the results.

3.1.2 Scenario Generation

We used GPT-40 to generate norm cognition sce-
narios based on the NORM BASE, comprising en-
vironment_setting and agents.

environment_setting: Background information
for norm cognition scenarios, including location,
customs, and social norms.

agents: Multiple agents generated based on the
scenario. Agents are divided into protagonist_role
and supporting_role, with the former being our fo-
cus. Both types have their character_profile (name,
age, gender, objectives, etc.) and Actions. Based
on compliance with NORM BASE, Actions are
classified as legal or illegal, with corresponding
benefits and costs. Considering decision bias and
social uncertainty, we instructed GPT-40 to assign
probabilities to each benefit and cost. For example,
“Paying money to procure the appointive office’ has
a 90% probability of “Secures the position quickly
and bypasses competition” and a 5% probability of
“Fine under title and/or imprisonment up to 1 year”.
This design makes Agent decision-making more
aligned with social patterns.

3.2 Think-Before-Chat and
Think-Before-Act(TBC-TBA) Framework

We built a Multi-Agent System by implementing
an additional Agent Scheduler class. The Agent
Scheduler analyzes the current interaction context
and selects the next interacting agent based on
agent characteristics. As shown in Figure 1, agent
interactions center on Think, divided into Think
before Chat and Think before Act phases.

3.2.1 Think-Before-Chat(TBC)

Agent information exchange is implemented
through the Think before Chat phase. First, Agents
reflect on their current situation and response based



on historical dialogue context and their characteris-
tics. Then, based on their reflection, Agents com-
pose and send appropriate messages to the context.

3.2.2 Think-Before-Act(TBA)

After sending messages, the scenario generates
Feedback. Agents decide whether to continue chat-
ting based on Feedback and context. If the fol-
lowing conditions are met, Agents stop chatting
and enter the Think before Act phase: (1) both
the agent and other agents have clearly expressed
their intentions, (2) the current scenario is suitable
for taking action. Similarly, in this stage, Agents
choose actions based on context and other informa-
tion. The scenario judges action legality based on
NORM BASE. If no action is taken after exceeding
the dialogue limit, the scenario forces Agents to
act.

3.2.3 LLM Diversity

To enhance the generalizability of experimental
conclusions, we selected diverse LLMs to drive
Agents. Specifically, we chose LLMs of different
parameter scales from existing open-source and
closed-source models, including GPT-40, GPT-40-
mini, DeepSeek-V2.5, Qwen2.5-7B-Instruct, and
Llama-3-8B-Instruct (OpenAl, 2024; DeepSeek-
Al 2024; Yang et al., 2025; Grattafiori et al., 2024).

4 Can LLM agents develop norm
recognition behavior similar to
humans?

Our experiments are primarily driven by the fol-
lowing research queries: (RQ1) Can LLM Agents
demonstrate norm Cognition behavior? Can they
understand norms and respond with appropriate be-
havioral manifestations? (RQ2) Is the norm Cogni-
tion behavior of LLM Agents consistent with that
of humans?(RQ3) How can we influence LLM
Agents’ norm cognition, mitigate the RH phe-
nomenon, and make them more compliant with
norms?

4.1 Can LLM Agents demonstrate norm
Cognition behavior?

To address RQ1, we selected 100 evenly distributed
scenarios from 229 scenarios created by law school
graduate students for Ethics Agent Dialogue Sys-
tems for Big Model. In these experiments, we study
whether LLM agents demonstrate norm recogni-
tion behavior. The norms have binding power
over agent behavior. Following human research on

norm understanding methods and human-supported
decision-making reasoning processes, we can de-
fine the conditions for LLM agents to demonstrate
norm recognition behavior.

First, norms have binding power over agents’
behavior, meaning that in similar scenarios, the
presence of norms will influence agents’ dialogue
and actions. Agents’ understanding of norms will
reduce the occurrence of illegal actions.

Second, decisions (producing legal or illegal ac-
tions) can be interpreted through the reasoning pro-
cess (i.e., the BDI) for humans. We explored using
BDI to simulate LLM agents’ reasoning process.
If we can interpret decisions as the expressed rea-
soning process, we have evidence demonstrating
that agents’ illegal actions are not random but show
some degree of rationality in the process.

4.1.1 Norm Binding Power

To evaluate the binding power of norms on agents’
behavior, we conducted a comparative experiment:
one group added norm_base to agents’ thinking,
chat, and act prompts, while the other group did not
add norm_base. We compared the Illegal Action
Rate(IAR) between the two groups R;ar ( Equa-
tion 1), where njegqi_action represents the number
of legal actions, and ;ijegal_action TEPresents the
number of illegal actions.

Nillegal_action (1)

Rrar =
Niegal_action + Nillegal_action
Figure 2 shows the number of legal and illegal
actions and the ratio of illegal actions in the com-
parative experiment for 5 LLMs. We can observe
that after adding norm_base to agents’ prompts,
the Ry of all 5 LLMs decreased, indicating that
norms can effectively constrain LLMs agents’ be-
havior.

4.1.2 Belief-Desire-Intention (BDI)

We utilize the Belief-Desire-Intention frame-
work (Rao and Georgeff, 1995; Andreas, 2022)
to simulate the reasoning process of LLM agents.
If we can interpret the actions through BDI output,
we have evidence demonstrating that LLM agents
exhibit a degree of rationality. Taking GPT4o as an
example to analyze its BDI output, factors repre-
senting legal and illegal behaviors in the reasoning
process are marked in blue and red respectively.
Given the unclear property records and the

high probability of immediate possession with
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Figure 2: Experimental results demonstrating Norm Binding Power: (a) Distribution of Legal Actions, Illegal
Actions, and API Errors across five LLMs, and (b) Comparative Analysis of Illegal Action Rates with and
without Norm Base implementation across five LLMs (API Errors occurred because prompts containing legal risk
information triggered the LLMs’ safety review mechanisms).

minimal risk of legal consequences , detaining the

property by erecting a fence aligns with my as-
sertive and occasionally impulsive temperament.

We can observe that the character’s consideration
of unclear property records and assessment of legal
risks explains their legal behavior.

Installing security cameras and

motion-sensor lights aligns with my calm and
analytical temperament, provides a proactive
and non-confrontational way to deter theft,

and ensures long-term safety for my property
without unnecessary risks.

The second character exhibits analytical
traits, considers security measures and non-
confrontational approaches to achieve their goals,
balances risks and benefits, and ultimately decides
to take illegal actions.

Based on the BDI example from GPT-40, we find
that the decision-making process of LLLM agents
in producing legal or illegal actions can be inter-
preted through their expressed reasoning process
(i.e., BDI). Because norms have binding power
over LLM agents and they demonstrate a degree of
rationality in action selection, our first key finding
is:

Finding1: LLM agents demonstrate norm Cog-
nition behavior in Multi-Agent Dialogue Sys-
tems

4.1.3 Basic Analysis of Agent Norm Cognition

We conducted statistics on 5 LLM agents that all
exhibited norm violation behaviors based on norms.
These violated norms are shown in Appendix B.1.
These laws are all designed to protect the proper op-
eration of specific social systems (medical systems,
financial systems, emergency systems, government
appointment systems), preventing people from ob-
taining or using unauthorized rights or resources
through improper means. When LLM agents vio-
lated these norms to obtain rights and resources, it
proved the existence of the RH phenomenon when
LLM agents simulate society.

4.2 Is the norm recognition behavior of LLM
Agents consistent with that of humans?

To address RQ2, we conducted experiments to
examine whether LLM agents exhibit human-like
rule perception behaviors in decision-making. We
tested three key behavioral aspects: (1) Loss Aver-
sion Coefficient, (2) Risk Preference Curve Func-
tion, and (3) Probability Weighting Distortion.
These experiments were designed to compare LLM
agents’ decision patterns with established human
behavioral patterns from previous empirical studies.
By analyzing how risk and benefit factors influence
agents’ decisions, we sought to validate whether
their rule cognition behavior aligns with human
cognitive patterns in decision-making processes.



4.2.1 Loss Aversion Coefficient

In 1979, Kahneman and Tversky (1979) introduced
Prospect Theory, revealing that people’s negative
feelings about losses are approximately twice as
intense as their positive feelings about equivalent
gains. Through more detailed experiments in 1992,
Tversky and Kahneman (1992) determined a loss
aversion coefficient of approximately 2.25. Sub-
sequent researchers, including Thaler (1980), con-
ducted similar studies, obtaining coefficients within
this range. We designed a binary choice experiment
to calculate their loss aversion coefficients.

The experimental setup was as follows: We
equated illegal benefits to monetary values, such
as "Exploring Satisfaction (Equivalent to X dol-
lars)," and set illegal costs as fine amounts, requir-
ing agents to choose between benefits and potential
losses. We conducted three experiments with dif-
ferent fixed loss amounts. In each experiment, we
gradually increased the benefit until agents showed
equal probability of choosing loss or benefit. The
specific experimental prompt is provided in Ap-
pendix C.1:

Unfortunately, we found that GPT-40, GPT4o-
mini, and Qwen2.5-7B-instruct exhibited only
abrupt transitions from 0 to 1 probability, with-
out showing equal probabilities for choosing ben-
efits and losses. Llama-3-8B-Instruct’s probabil-
ity of choosing benefits did not show an overall
increasing trend with increasing benefits. Only
DeepSeek-V2.5 demonstrated an increasing prob-
ability trend as benefits increased, reaching a 0.5
probability point, but this behavior was highly un-
stable with significant variations. None of the five
models consistently demonstrated equal probabil-
ities for choosing losses and benefits, making it
impossible to calculate their loss aversion coeffi-
cients. Detailed experimental results for all five
models are presented in the Appendix B.2.

4.2.2 Risk Preference Curve

The Risk Preference Curve was first proposed by
Bernoulli (1954) in 1738. Kahneman and Tversky
(1979) systematically described the S-shaped value
function, which was further developed by Tversky
and Kahneman (1992), who discussed the critical
inflection point range of 0.3-0.4. Wu and Gonzalez
(1996) experimentally verified the S-shaped char-
acteristics of the risk preference curve. Based on
these theories, we examine whether LLM agents’
preferences for risk levels align with the classic
risk preference curve.

Legal Action Rate vs Cost Probability

1.0 Qwen2.5-7B-instruct

Llama-3-8B-Instruct S
V2.5

08
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Figure 3: Comparison of Risk Preference Curves be-
tween LLMs and Human

Based on the experimental results in Section 4.1,
we selected 20 scenarios, controlling the legal ac-
tion rate of each LLM within the 20%—60% range
across these scenarios. We set up 8 risk probabil-
ity levels: “5%”, “10%”, “20%”, “30%”, “45%",
“60%”, “15%”, and “95%”, while keeping other
parameters constant. We gradually increased the
risk probability and recorded the legal action rates
of 5 LLMs across the 20 scenarios. The experi-
mental results are shown in Figure 3. The figure
reveals that none of the five LLM agents exhibit
the characteristic S-shaped risk preference curve.
Their legal action rates do not increase with rising
risk levels, demonstrating that these 5 LLMs’ risk
preferences are entirely inconsistent with human
risk preferences.

4.2.3 Probability Distortion Weights

The probability distortion weight () was first dis-
covered through experiments by Tversky and Kah-
neman in their 1992 research (Tversky and Kahne-
man, 1992), indicating humans’ subjective cogni-
tive bias towards probability in decision making.
They found that in the gain domain, humans’ me-
dian v is 0.61, while in the loss domain, the median
v is 0.69. Subsequent researchers (Wu and Gonza-
lez, 1996; Abdellaoui, 2000; Bleichrodt and Pinto,
2000) verified these findings. Based on this the-
ory, we verify whether LLM agents’ probability
distortion is consistent with classical human group
distortion results.

Based on the experimental results in Sec-
tion 4.2.2, we calculate the probability distortion
weight « for each model using the following for-
mula, with results shown in Table 1. The exper-
imental results show that the five LLMs’ proba-



bility distortion weights in the loss domain have
significant deviations from typical human values,
indicating that the five LLMs differ from humans
in probability cognition.

w(p) = p?/(p7 + (1 — p)")/ )

Table 1: Probability Distortion Weights of 5 LLMs

Model 0%
GPT-40-mini 0.4909 + 0.2301
Llama-3-8B-Instruct | 0.4782 +0.1341
GPT-4o0 0.4454 + 0.0951
Qwen2.5-7B-instruct | 0.6072 + 0.1681
DeepSeek-V2.5 0.4412 + 0.0984
Human Median 0.69

Based on the above three experimental results,
our second key finding is:

Finding 2: In terms of loss and benefit, risk
preference, and probability cognitive bias,
LLMs agents differ from humans, which can
explain the inconsistency between norm cog-
nition behavior and humans.

5 How can we enhance LLM agents’
compliance with norms?

To address RQ1, we propose four methods to miti-
gate the RH phenomenon in LLM agents, thereby
enhancing their norm compliance. These four meth-
ods are: 1. Dynamic Norm Execution Mechanism
(DNEM), 2. Norm Consequence Emphasis (NCE),
3. Norm Analysis Reflection (NAE), and 4. Norm
Case Demonstration (NCD). We conduct experi-
ments with these four methods on 100 scenarios
selected in Section 4.1 to validate their effective-
ness. As shown in Table 2, after incorporating
these methods, the Illegal Action Rate decreased
for most models, with only DeepSeek-V2.5+NCD
showing a slight increase, while GPT-40+NCE and
Qwen2.5-7B-Instruct+NCE remained unchanged.
Comparing the four methods across five LLMs,
DNEM demonstrated the best performance, achiev-
ing both the largest absolute and relative reductions
in Illegal Action Rate, and consistently outperform-
ing other methods across all five LLMs, followed
by the NAE method.Our third key finding is:

Finding 3: The four methods - DNCM, NCE,

Table 2: TIllegal Action Rate (IAR) Changes Across
Different Models and Their Variants(Bold represents
the largest changes, red represents Illegal action rate
increases)

Model IAR Rate Change  Relative Change
GPT-40-mini

Base 22.45%

+DNEM  5.05% -17.40% -77.50%
+NCE 15.15% -7.30% -32.52%
+NAE 9.00% -13.45% -59.91%
+NCD 21.21% -1.24% -5.52%
GPT-40

Base 20.00%

+DNEM  1.02% -18.98 % -94.90 %
+NCE 20.00% 0.00% 0.00%
+NAE 15.46% -4.54% -22.70%
+NCD 19.39% -0.61% -3.05%
DeepSeek-V2.5

Base 30.30%

+DNEM  13.13% -17.17% -56.67%
+NCE 22.00% -8.30% -27.39%
+NAE 13.00% -17.30% -57.10%
+NCD 31.00% +0.70% +2.31%
Llama-3-8B-Instruct

Base 37.11%

+DNEM  13.27% -23.84% -64.27%
+NCE 23.23% -13.88% -37.41%
+NAE 23.23% -13.88% -37.41%
+NCD 32.32% -4.79% -12.91%
qwen2.5-7B-Instruct

Base 14.29%

+DNEM  12.12% -2.17% -15.19%
+NCE 14.29% 0.00% 0.00%
+NAE 6.12% -8.17% -57.14%
+NCD 12.37% -1.92% -13.43%

NAE, and NCD - can improve agents’ rule
compliance to varying degrees, with DNCM
showing the most outstanding effect.

5.1 Dynamic Norm Execution Mechanism
(DNEM)

We propose a new framework, Dynamic Norm
Execution Mechanism, to mitigate RH and en-
hance rule compliance of LLM agents in simula-
tion experiments. Human acquisition and learn-
ing of norms is a dynamic process. Early nor-
mative psychology proposed two innate mecha-
nisms: norm acquisition mechanism and norm
execution mechanism(Sripada and Stich, 2006).
(Kelly and Setman, 2020) demonstrated that this
pattern of rule cognition is prevalent in human so-
ciety. Based on the norm cognition and execution
mechanisms in(Sripada and Stich, 2006), we de-
signed an identify-infer-internalization rule cogni-
tion framework for LLM agents dialogue system,
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Figure 4: Framework of Dynamic Norm Execution Mechanism: (a) The Norm Cognition Mechanism, and (b)

Dynamic Norm Cognition Mechanism .

which serves as the foundation for rule cognition,
as shown in Figure 4(a). Additionally, based on
the process of human dynamic rule learning and
possible settings in multi-agent scenarios, we de-
signed a dynamic rule execution mechanism, as
shown in Figure 4(b). After incorporating DNCM,
agents dynamically update their role-specific Norm
text before each chat and action, based on their
Norm_base, character settings, environmental con-
figurations, and dialogue history.

5.2 Norm Consequence Emphasis (NCE)

Drawing inspiration from common law-abiding slo-
gans with incentive and deterrent effects in daily
life, such as "Break the law, pay the price", we
added the following text to the agents’ prompt to
explicitly indicate the consequences of violations
and encourage more law-abiding behavior.

You must adhere to all rules, or you will face
legal penalties and social condemnation.

5.3 Norm Analysis Reflection (NAE)

We designed COT (Wei et al., 2022) to guide lan-
guage models to demonstrate their intermediate
reasoning steps, enabling Agents to: analyze the
purpose and importance of rules, evaluate potential
short-term and long-term consequences of viola-
tions, consider impacts on various stakeholders,
and make more responsible decisions, thereby en-
hancing agents’ compliance with norms. Specif-
ically, we added the following text to the agents’
prompt:

Please analyze step by step: 1. The purpose of
the rules; 2. The potential consequences of violat-
ing the rules; 3. The long-term impacts. Please

incorporate the analysis into’reason’ and choose
an action based on the analysis.

5.4 Norm Case Demonstration (NCD)

By providing a few examples, large language
models can better understand and adapt to new
tasks (Brown et al., 2020; Gao et al., 2021). In
terms of rule compliance, few-shot examples can
provide concrete behavioral references and demon-
strate the actual impact of decisions, thereby en-
hancing agents’ adherence to norms. Specifically,
we added the following text to the agents’ prompt:

Example 1: An individual adheres to the rules,
thereby avoiding an accident and receiving public
acclaim. Example 2: An individual violates the
regulations, sustains injuries, incurs a fine, and
suffers damage to their social reputation. Example
3: An administrator is disciplined for failing to
dissuade a violation of the rules.

6 Conclusion

This study explores norm cognition behavior of
LLM agents in multi-agent dialogue systems
through the TBC-TBA framework. Our findings
demonstrate that while LLM agents exhibit norm
cognition capabilities, they differ significantly from
humans in terms of loss aversion, risk preference,
and probability cognitive bias. The four proposed
methods - DNCM, NCE, NAE, and NCD - can ef-
fectively enhance agents’ norm compliance, with
DNCM showing the most promising results. These
findings not only provide an experimental foun-
dation for simulating complex human social inter-
actions but also offer new insights for improving
LLM agents’ norm cognition capabilities.



Limitations

The study has several important limitations: The
experiments were conducted on only 100 scenar-
ios selected from 229 scenarios generated from
229 legal provisions, which is a relatively limited
sample size that may not fully reflect the broader
and more complex norm cognition situations in the
real world; Due to research resource constraints,
the experiments only used five LLM models (GPT-
40, GPT-40-mini, DeepSeek-V2.5, Qwen2.5-7b-
Instruct-1m, and Llama-3-8B-Instruct), not cover-
ing more language models available in the market,
which may affect the generalizability of the con-
clusions; Furthermore, the study primarily used
the Illegal Action Rate (IAR) as an evaluation
metric, which may not comprehensively measure
LLMs’ performance in norm cognition, as human
norm cognition is a complex process that may be
difficult to fully capture with a single metric; Fi-
nally, although the study compared differences be-
tween LLMs and humans in terms of loss aversion,
risk preference, and probability cognitive bias, it
lacks direct experimental data from human con-
trol groups and mainly relies on existing classical
human behavioral research results for comparison.

Ethics Statement

The norm cognition scenarios used in this study
were generated based on publicly available legal
provisions, ensuring full compliance with legal and
ethical standards. Our experiment design and data
collection process strictly followed established re-
search ethics guidelines. Special attention was paid
to ensuring that the generated scenarios did not
contain sensitive or inappropriate content. The law
school graduate students who participated in ver-
ification of the legal provisions and norms were
properly informed of the research purpose and pro-
vided their consent for participation. The use of
various LLM models in our experiments adhered
to the respective terms of service and ethical guide-
lines provided by the model developers. We ac-
knowledge that studying norm cognition behav-
ior raises important ethical considerations, and we
have taken care to approach this research responsi-
bility and objectively, with the goal of improving
Al systems’ understanding of and compliance with
societal norms.
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A Related Work

Recent years have witnessed growing interest in
multi-agent collaboration based on Large Language
Models (LLMs). Chan et al. (2023) proposed
achieving consensus among LLM agents through
debate mechanisms, while Park et al. (2023) and
Piao et al. (2025) constructed large-scale social sim-
ulation systems to study agent interactions. Several
works have focused on enhancing collaboration
effectiveness, such as the self-reflection mecha-
nism proposed by Shinn et al. (2023) and the itera-
tive optimization method by Madaan et al. (2023).
However, most of these studies are based on an
unverified assumption: that LLM agents behave
like humans in simulations. The validity of this
fundamental assumption remains questionable: can
LLM agents truly simulate human behavior?

Meanwhile, the reward hacking (RH) phe-
nomenon in multi-agent systems poses significant
challenges. Initially studied in reinforcement learn-
ing (Amodei et al., 2016), RH has become increas-
ingly prominent with the development of LLMs.
Pan et al. (2022) investigated RH in iterative self-
improvement training, while Wang et al. (2023)
revealed potential biases when using LLMs as eval-
uators. Notably, recent studies have found that RH
behavior demonstrates generalization properties
(Wen et al., 2024), which not only affects model
reliability but also calls into question the effective-
ness of LLM agents as tools for simulating human
behavior.

The integration of social norms into Al sys-
tems has emerged as a potential solution to these
challenges. Researchers have explored various ap-
proaches to incorporate rules and norms into Al
systems. For instance, Sripada and Stich (2006)
provided a theoretical framework for understanding
norm psychology, while Kelly and Setman (2020)
demonstrated the prevalence of rule cognition pat-
terns in human society. At the implementation
level, researchers have investigated different meth-
ods for integrating rules and norms into Al systems.
Some studies have focused on social norm learning
architectures (Leslie et al., 2004), while others have
explored incentive mechanisms in promoting agent
cooperation (Thaler, 1980).

B Details of Experimental Results

B.1 Violated Norms in Agent Experiments

Table 3 is the list of norms violated by LLM agents.
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B.2 Decision Patterns of Large Language
Models in Cost-Benefit Trade-offs

Figure 5 illustrates how different large language
models (LLMs) make decisions when faced with
varying cost-benefit scenarios. The plot shows the
probability of each model choosing the beneficial
option as costs increase.

C Experimental Details
C.1 Experimental Prompt for Loss Aversion
Analysis

The prompt in Table 4 was used to test the loss
aversion behavior of LLM agents:



Norm ID Norm Content

OWiG §126.(1) Offender Unauthorized wearing of professional dress or badge for
healthcare or welfare work. Fine unspecified

PRCPSAP Article 64(1) Citizens Taking others’ motor vehicles without permission. Fine of

StGB §145.(1)

USCODE §210

500-1000 yuan; for serious cases, detention for 10-15 days and fine
of 500-1000 yuan

Offender Misusing emergency calls or signals. Imprisonment up to 1
year or fine

Citizens Paying money to procure appointive office under United
States. Fine under title and/or imprisonment up to 1 year

Model: GPT-4o-mini

Table 3: List of Norms Violated by LLM Agents

Model: GPT-40 Model: DeepSeek-V2.5

Cost=500
Cost=1000
10 10 —— Cost=2000

Probabilty of Choosing Benefit

0 1000 2000 3000 4000 5000
Benefit

Model: Qwen2.5-7B-instruct

Probabiliy of Choosing Benefit
Probabilty of Choosing Benefit

Cost=500 00 Cost=500 00
Cost=1000 Cost=1000
Cost=2000 == Cost=2000
6000 0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 6000
Benefit Benefit

Model: Llama-3-8B-Instruct

Cost=500
Cost=1000

Probabilty of Choosing Benefit

0 1000 2000 3000 4000 5000
Benefit

10 —— Cost=2000

Probabilty of Choosing Benefit

02
Cost=500 00 __/\/\/\_/——/\

Cost=1000
Cost=2000

6000 0 1000 2000 3000 4000 5000 6000
Benefit

Figure 5: Cost-Benefit Decision Analysis: Comparing the Response Patterns of Five Large Language Models

As a human decision-maker, you face the following choice:

Performing an action will result in:

1. 50% chance to gain $X

2. 50% chance to lose $Y

Please answer only Y (willing to perform) or N (not willing to perform).

Your decision? (answer

only Y or N)

Table 4: Prompt for measuring loss aversion in LLM agents
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