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Abstract

Humanitarian Mine Action has generated ex-
tensive best-practice knowledge, but much re-
mains locked in unstructured reports. We intro-
duce TextMine, an ontology-guided pipeline
that uses Large Language Models to extract
knowledge triples from HMA texts. TextMine
integrates document chunking, domain-aware
prompting, triple extraction, and both reference-
based and LLM-as-a-Judge evaluation. We also
create the first HMA ontology and a curated
dataset of real-world demining reports. Experi-
ments show ontology-aligned prompts boost ex-
traction accuracy by 44.2%, cut hallucinations
by 22.5%, and improve format conformance by
20.9% over baselines. While validated on Cam-
bodian reports, TextMine can adapt to global
demining efforts or other domains, transform-
ing unstructured data into structured knowl-
edge.

1 Introduction

Landmine clearance remains a critical humanitar-
ian challenge. In 2022 there were 4,710 casualties
globally, 85% civilians (United Nations, 2025; In-
clusion, 2023). Mine action authorities worldwide
publish technical reports, surveys, lessons learned.
However, this demining knowledge is largely un-
derutilized due to unstructured formats and the ab-
sence of an integrated demining knowledge base.
Extracting structured knowledge in the form of a
knowledge graph from these reports allows sharing,
accessing, and learning from the recorded expe-
riences. It will provide actionable insights to im-
prove decision-making and operational efficiency
in humanitarian demining.

Cambodia has suffered over 65,000 casualties
since 1979 (United Nations Development Pro-
gramme (UNDP), 2021). In collaboration with
the Cambodian Mine Action Centre (CMAC), we
aim to convert their technical reports into a struc-
tured knowledge base. An example context and

HMA Report Text
Cambodia’s mine action priority is to complete clearance o
by 2025 but the National also set a target of
releasing 80% of its known by 2025. The remaining 20%
would be considered as residual. At the time it estimated CMR contamination at
645 km? and aimed to release 499 km? by 2025. to
achieve that goal. In the five years from 2018 Cambodia released a total of
around 190 km? through instead of the required 220km?. /
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- = Phase(mine action, )
= CausedBy( , anti-personnel mines)
®= CurrentStatus(Cambodia, )
= Requires(mine action, ) /

Figure 1: Example of extracting KG triples from hu-
manitarian mine action (HMA) texts, guided by specific
ontology. The task is to extract as many triples as pos-
sible while ensuring conformance to the ontology and
faithfulness to the source text.

corresponding extracted triples under our HMA
ontology is provided in Figure 1.

Constructing knowledge graphs from unstruc-
tured text remains resource—intensive. Tradi-
tional pipelines, such as Named Entity Recog-
nition followed by Relation Extraction, require
separate models and often domain-specific fine-
tuning (Nadeau and Sekine, 2009; Pawar et al.,
2017). Task-independent LLMs can automate both
subtasks without additional training and match
or exceed fine-tuned models (Wang et al., 2023;
Jinensibieke et al., 2024). Recent benchmarks
like Text2KGBench (Mihindukulasooriya et al.,
2023) and ontology-guided sentence-level methods
(Cauter and Yakovets, 2024) have demonstrated
promise, but they rely on toy ontologies and single-
sentence inputs, limiting their applicability to com-
plex, domain-specific documents.

Unlike prior sentence level approaches,
TextMine reasons over entire paragraphs, enabling
coreference resolution and multi step inference,
while relying on a practical operational HMA
ontology that is orders of magnitude larger than
those used in existing benchmarks (Table 1).



Table 1: Comparison of TextMine with other triple ex-
traction methods. “Operational Ontology” denotes ac-
tive use in real world applications.

Criteria ‘ Text2KGBench  (Cauter and Yakovets, 2024) TEXTMINE

Domain General Maintenance HMA
Input Granularity Sentence Phrase Paragraph
Operational Ontology X v v
Paragraph Level X X v

One key challenge in our work is to investigate
effective methods to activate LLMs to reason over
paragraph-level text while adhering to a given on-
tology. Another major challenge is to establish
a reliable evaluation framework for the extracted
triples. We summarize the contributions of this
work as follows:

* Automated Demining Knowledge Extraction
Framework. We introduce TextMine, a prompt-
based pipeline that combines layout-aware docu-
ment chunking, ontology-guided extraction, and
multi-perspective evaluation. To our knowledge,
this is the first LLM application of knowledge
extraction in the HMA domain.

« HMA Ontology and Evaluation Dataset. We
introduce a dedicated ontology for humanitarian
demining operations, systematically categoriz-
ing operational entities and relationships. Along-
side this ontology, we create a human-annotated,
ontology-aligned triple dataset, filling a critical
resource gap for this domain.

* Reference-Based and Reference-Free Evalua-
tion. We evaluate extracted triples against our an-
notated dataset and introduce a bias-aware LLM-
as-Judge framework for reference-free scoring.
Experiments on closed and open LLMs show that
position bias skews rankings, which randomizing
output order mitigates for some models.

* In-Context Learning Optimization. We exam-
ine demonstration design and find that prompts
enriched with ontology-aligned examples im-
prove triple extraction accuracy by up to 44.2%,
reduce hallucinations by 22.5%, and enhance for-
mat conformance by up to 20.9% compared to
baseline prompts. These findings provide practi-
cal insights for prompt construction.

2 The Humanitarian Mine Action

Demining operations in Cambodia incur costs in
the billions (Harris, 2000), yet most agencies still
manage data via spreadsheets and manual review,
which impedes timely analysis and collaboration.
In partnership with CMAC, we address this by au-
tomating knowledge extraction from both field and
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Figure 2: Left: CMAC landmine clearance operation.
Right: CMAC Technical Progress reports. Our work-
flow extracts knowledge from demining reports with the
aim to leverages it to guide future clearance planning.

technical reports (Figure 2). Our framework serves
as a proof of concept for LLM driven demining
knowledge extraction, transforming unstructured
reports into structured insights that can directly in-
form and optimize future clearance planning, and
is readily adaptable to other mine affected regions.

2.1 Task Description

Knowledge triple extraction from HMA docu-
ments can be formally defined as follows: Given
an ontology O = (£, R), where £ represents
ontology entities and ‘R represents ontology re-
lations, and a textual context C, the objec-
tive is to design a prompt P(C,O) that guides
an extractor model M to extract triples 7' =
{(s1,71,01), (82,72,02), -+, (SpsTn,0n) | 8,0 €
E,r € R}, where n is the number of extracted
triples (n = |T']), subjects and objects from source
text s,0 € £ (mapped to the entities £ in the on-
tology) and relations from the ontology » € R.
The extracted triples must remain consistent with
both the ontology and the source text. Shortly, this
problem can be written as T' = M (P(C, O)).

3 TextMine Overview

Figure 3 shows our triple extraction method. In
the Layout-Aware Document Chunking phase,
PDF reports are split into paragraph chunks. These
are used with a newly constructed HMA ontol-
ogy in the Ontology-Guided Knowledge Extrac-
tion phase. For evaluation, we apply a Multi-
Perspective Evaluation combining reference-
based metrics on our annotated dataset and a
reference-free LLM-as-a-Judge approach. All
LLM calls use greedy decoding (temperature =
0, top_p = 1.0) to ensure deterministic outputs.

3.1 Layout-Aware Document Chunking

The input to our pipeline is PDF-formatted demi-
ning reports, which contain rich human-readable
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Figure 3: TextMine Overview. Reports are preprocessed into paragraph chunks, used as test inputs during inference.
Each chunk is combined with an instruction template and ontology, then passed to LLMs for triple extraction. We
apply a multi-perspective evaluation using both reference-based and reference-free methods. Extracted triples can
be stored in a Graph DB for querying by developers and domain experts.

structures (chapters, sections, tables, lists, and fig-
ures). To prepare them for LLM consumption, we
segment each document into semantically coherent
chunks that preserve context while fitting within
typical model context windows (Liu et al., 2024).
We leverage Open-Parse’s document understanding
capabilities (Smock and Pesala, 2021) to identify
layout elements and extract paragraph-level seg-
ments. On our reports, this yields chunks averag-
ing 127 words (std. 6), which aligns well with both
small and large LLM context limits.

3.2 Ontology-Guided Knowledge Extraction

Given the text chunks as input, our goal is to extract
triples T = {(s1,71,01),"** , (Sn, ", 0n) | S,0 €
E,r € R}, where s,0 € £ (subject and object
pairs) and r € R (relations). First, the extracted
triples must be accurate w.r.t., the source text. An
ideal extraction system would extract all triples (re-
call=1) precisely (precision=1). Second, extracted
triples must conform to a specified ontology so that
extracted demining knowledge can be stored and
shared between organizations and countries in a
compatible way. We address this by combining
a domain-specific HMA ontology with LLM in-
context learning to extract triples from paragraphs.

HMA Ontology We performed a survey of dem-
ining related ontologies together with domain
experts and we incorporate six ontologies from
IMSMA'. These ontologies are used for demining
information system but not strictly for HMA, We
then manually filter out concepts and relations un-
related to HMA. Furthermore, we add a more gen-
eral humanitarian domain ontology from Empathi
(Gaur et al., 2019) to make the overall HMA on-
tology more comprehensive. As a result, HMA

"Information Management System for Mine Action

(IMSMA), https://www.gichd.org/our-response/
information-management/imsma-core/

ontology integrates seven ontologies (160 entity,
86 relation types) covering diverse aspects of hu-
manitarian demining action (see Table 2).

Table 2: Number of entity types and relation types for
each ontology.

Empathi  Assistance Accident

Entity Types 20 14 34 29 31 5 27
Relation Types 22 7 6 24 10 5 12

Activity Land Location Victim

Prompt Templates We design five prompting
strategies for knowledge triple extraction: (1) Zero-
shot (instruction and context only), (2) One-shot
with Random Sentence (RS), (3) One-shot with Ran-
dom Paragraph (RP), (4) One-shot with Ontology-
Aligned Sentence (OS), and (5) One-shot with
Ontology-Aligned Paragraph (OP). One example
prompt is provided in Appendix 6.

Ontology-aligned demonstrations share the same
ontology (entity types and relationships) as the tar-
get context, while random demonstrations use unre-
lated ontology. Sentences are extracted from para-
graphs using NLTK’s sentence tokenizer’. For OS-
/OP prompts, we design a retrieval algorithm that
selects demonstrations from our annotated dataset
(Section 4.1) by identifying the shortest context-
answer pair matching the target ontology. This is
for minimizing token costs while retaining high
semantic similarity. To prevent data leakage and
ensure a fair evaluation, we implement a second
retrieval step if the initially retrieved demonstra-
tion contains the same or part of target context as
the test instance. In such cases, we select the next
shortest matching example instead. This ensures
that retrieved demonstrations do not overlap with
the evaluation context, preserving the integrity of
the inference.

These prompt templates are designed to test our
two hypotheses: (a) Ontology alignment enhances

Zhttps://www.nltk.org/howto/stem. html
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accuracy by priming the model with ontology-
specific reasoning. Semantically aligned demon-
strations help constrain the label space and improve
precision (Min et al., 2022; Long et al.). This effect
is evident in our results as the contrast between
RS/RP and OS/OP confirms the benefit of ontology
alignment. (b) Paragraph-level context improves
extraction performance by providing richer demon-
strations that reflect how entities and relations are
introduced across sentences in real-world reports.
However, our results do not support this hypothesis
as comparisons between RS vs. RP and OS vs. OP
show no consistent improvement from paragraph-
level context.

3.3 Multi-Perspective Evaluation

Reference-based Evaluation Humanitarian
Demining is a high-stakes decision-making
domain, incorrect triples, especially hallucinated
ones, can misinform demining operations, leading
to safety risks. A comprehensive evaluation
of triple extraction requires assessing accuracy,
reliability, and structural validity. We evaluate
models across three dimensions: (1) Triple
Extraction Accuracy, (2) Hallucination Rate, and
(3) Format Conformance.

Triple Extraction Accuracy We employ N-gram
matching-based metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), and METEOR
(Banerjee and Lavie, 2005) to assess the extracted
triples. Additionally, we incorporate BERTScore
(Zhang et al., 2019), which leverages word embed-
dings to capture semantic similarity beyond lexical
overlap. To enhance the accuracy of our metrics,
we first apply stemming and lemmatization using
NLTK to normalize morphological variations. We
then compute the accuracy metrics against the man-
ually annotated test set.

Triple extraction accuracy serves as the primary
metric, as it directly measures how well models ex-
tract knowledge triples from text. However, accu-
racy alone does not fully capture model reliability.
The hallucination rate evaluates faithfulness by de-
tecting extraneous or fabricated information, while
format conformance ensures that outputs adhere to
a syntactically valid structure, enabling seamless
integration into downstream applications.

Hallucination Rate Accuracy primarily mea-
sures how well the extracted triples match reference
triples, but it does not fully assess whether the gen-
erated content is grounded in the input. A model

could produce plausible triples that are semanti-
cally similar to the original text (thus achieving a
high accuracy score) yet still be incorrect, mean-
ing they do not appear in the input but seem rea-
sonable. This distinction is crucial in high-stakes
applications like humanitarian demining, where
misleading information can have serious conse-
quences. Hallucination is a prevalent issue in LLM-
generated content (Ji et al., 2023; Huang et al.,
2023; Xu et al., 2024) and a critical aspect of our
evaluation. To quantify this, for each extracted
triple t = (s, r,0) we first normalize s, r, and o,
as well as the entire input context (tokenization,
lemmatization, lowercasing, and punctuation re-
moval). We then check whether the normalized sub-
ject s and object o occur as contiguous substrings
in the normalized report text—if not, ¢ is flagged
as a hallucination. Similarly, if the normalized re-
lation 7 is not found in the normalized ontology
relation set, ¢ is also flagged. This procedure en-
sures that even “plausible” but unsupported triples
are detected and penalized, thereby maintaining
faithfulness and trustworthiness in our system.

Format Conformance Format conformance
metric assesses whether the generated triples
adhere to the correct syntactic format of r(s, 0),
where r represents the relation and s and o denote
the subject and object, respectively. We consider
a triple well-formatted if it follows this structure.
We accommodate edge cases where the subject
or object contains numerical values with com-

mas, such as hasReliabilityInfo(2,500,011
square meters, landmine/ERW affected
areas), or phrases in parentheses, such as

Life
Survey (QLS), Department of Victim Assistance of
cMAA). Format conformance ensures that extracted
triples follow a structured format necessary for
practical use. A model with high accuracy but poor
format conformance may fail to produce usable
outputs, limiting its applicability in real-world
knowledge extraction tasks.

hasAccidentOrganisationInfo(Quality of

Combined Score To unify evaluation metrics
into a single representative score, we apply min-
max normalization and compute the overall Com-
bined Score as:

! ! !
(SpLEu + SRouce + SMETEOR

! !
+ 5 BERTScore + (1 ) Hallucination))

ey

Scombined =

| =



where S’ represents the normalized metric values
within [0, 1], and the hallucination rate is inverted
to penalize higher hallucination. k£ = 5 is the num-
ber of metrics included in the score. Format con-
formance is excluded in the Combined Score, as
our experimental results show consistently high
format conformance across all extraction models
and prompt settings, making it non-differentiating.
Combined Score provides a holistic measure of ex-
traction quality while mitigating scale differences
among individual metrics.

Reference-Free Evaluation Evaluating gener-
ated texts is particularly challenging in domains
like humanitarian demining, where annotated
datasets are scarce. Demining reports are highly
technical and domain-specific, requiring extracted
triples to align with predefined ontologies of land-
mine types, clearance operations, and affected
areas. Constructing a manually labeled test set
is time-consuming and resource-intensive, limit-
ing large-scale reference-based evaluation. Given
these constraints, we explore an LL.M-as-a-Judge
approach as a potential reference-free evaluation
framework for evaluating extracted triples.

LLM-as-a-Judge offers a potential alternative
to evaluation when ground-truth data is limited
(Friel and Sanyal, 2023; Saad-Falcon et al., 2023;
Es et al., 2023). The ultimate objective of our ap-
proach is to find a optimal judge LLM setting where
the LLM consistently identifies the best candidate
answer and provides a reasoned justification for its
decision.

We try to find the optimal LLM Judge setting
by conducting systematic ranking experiments and
analyzing correlations between the LLMs judged
ranking and reference-based rankings. For these
ranking experiments, we design Judge Prompts
that instruct LLMs on evaluation criteria. We
use five models including Mistral-7B>, Llama3-
8B*, Gemma2-9B°, LLaMA3-70B® and GPT-40’
as extraction models. We rank five responses
from five models using GPT-4o, Llama3.1-70B8,
and Llama3.3-70B° as our judge models.!® The

3h’ctps://ollama.com/library/mistral:7b
*https://ollama.com/library/llama3:8b
Shttps://ollama.com/library/gemma2:9b
°https://ollama.com/library/llama3:70b
"https://openai.com/index/hello-gpt-4o0/
8https://ollama.com/library/1lama3.1:70b
’https://ollama.com/library/llama3.3:70b
%In our experiments, GPT-4o is used via the Azure Ope-
nAI API, all the other open-source models are used via local

judge prompts follow a fixed template with seven
placeholders, where the ontology placeholder rep-
resents entity and relation types. Formally, let
the input set for the LLM judge prompts be
{0,C, Ry, Ry Rings Ry, Ring b where O s
the ontology set, C is the set of test contexts, and
Ry, -+, Ry are the five sets of candidate an-
swers from the five extractor models. The judge
LLM produces a verdict (output as a ranking):

V= LLM({O, C,Rp,, Ry, Ry By Rm5}),

2
assigning a rank from best (1) to worst (5) based
on predefined instructions and ranking criteria.

To mitigate evaluation biases, we design three
judge prompt templates: (1) Basic Judge Prompt,
(2) Fair Judge Prompt, and (3) Randomized Fair
Judge Prompt. These templates differ in their in-
structions and ranking methodologies. Fair Judge
Prompt enforces explicit reasoning criteria to miti-
gate position bias, a known issue when LLMs eval-
uate multiple candidate answers simultaneously
(Li et al., 2024; Shi et al., 2024). Randomized Fair
Judge Prompt further reduces this bias by random-
izing the position of candidate answers, ensuring
that response order does not influence rankings.

Once the optimal judge LLM setting is deter-
mined, we adopt it as the reference-free evaluator
to identify the best answer from each extraction,
leveraging its reasoning process. Detailed prompt
templates and an example of the reasoning process
used for evaluation are provided in Appendix 6.

4 Experimental Results

We assess the effectiveness of our knowledge triple
extraction method through reference-based and
reference-free evaluations. Reference-based evalu-
ation compares extracted triples against our curated
dataset, while reference-free evaluation relies on
LLM judges to assess generated triples without
reference data. A key aspect of our analysis is
examining the correlation between these two evalu-
ation paradigms to evaluate the reliability of LLM-
based judgments. Additionally, we investigate how
different prompt strategies influence extraction per-
formance across models.

4.1 Test Dataset

We constructed a dataset based on six recent mine
action reports from CMAC: the 2023 Annual Re-
port, the 2023-2024 Integrated Work Plans, the

deployment using Ollama.
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2023 Cluster Munition Remnants Clearing Report,
the 2023 Mine Clearing Report, and the Article 7
Report. In total, we processed 270 pages, yielding
549 text chunks. These text chunks are used as test
instances in zero-shot prompts. We then generate
model responses using GPT-40 and Llama3-70B
for these zero-shot prompts. 100 prompt-response
pairs are randomly sampled from them. The sam-
pling ensures a balanced distribution across ontol-
ogy categories.

The annotation workflow involved a human an-
notator reviewing the model-generated triples and
discarding those that were semantically or factu-
ally incorrect. To prevent any bias, the annotator
was kept blind to which model produced each out-
put, ensuring that validation decisions did not favor
a particular system. The remaining valid triples
were then aggregated and de-duplicated to ensure
uniqueness. This process resulted in a final dataset
of 1,095 unique triples derived from 100 sampled
prompt-response pairs. This curated dataset serves
as a reliable test set for model evaluation by min-
imizing noise and redundancy while maintaining
ontology diversity.

In the retrieval-based one-shot prompt tem-
plate construction phase, some examples were re-
trieved from this dataset to construct demonstra-
tions. These retrieved examples were excluded
from being sampled into the final dataset to ensure
an unbiased evaluation.

4.2 Reference-Based Evaluation

We employ five LLMs as extractor models:
Llama3-70B, GPT-40, Gemma-9B, LLlama-8B and
Mistral-7B. Figure 4 illustrates the impact of model
selection and prompt strategy on extraction per-
formance. The box plot (top) shows the distribu-
tion of Combined Scores across models. Llama3-
70B achieves the highest overall performance score,
closely followed by GPT-40. Gemma2-9B demon-
strates moderate performance, while Llama3-8B
and Mistral-7B receive lowest overall scores. The
line plot (bottom) highlights prompt effects, with
OS and OP yielding the highest scores across most
models, supporting the effectiveness of ontology-
aligned prompting. These findings reinforce our
hypothesis that ontology-aligned prompts enhance
extraction accuracy.

Figure 5 further breaks down the performance
of five models across four accuracy evaluation met-
rics: BLEU, ROUGE, METEOR, and BERTScore.
OS demonstration prompts consistently result in
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Figure 4: The combined visualization illustrates the im-
pact of model selection and prompt strategy on extrac-
tion performance. The top Combined Score is achieved
by Llama3-70B (93.24) closely followed by GPT-40
(93.13), both with OS prompt setting.

the best accuracy across all four metrics and all
five models, highlighting their effectiveness for
the triple extraction task. BLEU scores peak with
OS prompts, with GPT-40 achieving the best per-
formance. ROUGE results show a similar trend,
with GPT-40 and Llama3-70B excelling in the OS
prompt setting. METEOR follows the same pat-
tern as BLEU and ROUGE, reinforcing the advan-
tages of OS prompts. BERTScore, which measures
semantic similarity, shows high clustering across
models, suggesting minimal differentiation in per-
formance. Overall, OS demonstration prompts
consistently enhance extraction accuracy across
all models and metrics.

Figure 6 presents the hallucination rates for sub-
jects, relations, and objects across different models
and prompt settings. GPT-40, Llama3-70B, and
Gemma2-9B exhibit lower hallucination rates for
subjects and objects, while Llama3-8B and Mistral-
7B tend to have higher hallucination rates. For high-
performing models, the OS prompt type generally
helps reduce hallucination, whereas RP prompts
tend to increase it. Zero-Shot prompts often lead
to increased hallucination for subjects and objects
across models. Interestingly, however, Zero-Shot
prompts show lower hallucination rates for rela-
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Figure 5: Accuracy metrics scores across prompt types for each model. OS demonstration prompts consistently
result in the best accuracy across all four metrics and all five models. Note: ROUGE, METEOR are scaled by 150,

BERTScore by 100 for better visibility.

tions, which may be due to the additional demon-
strations in other prompts introducing noise that
negatively impacts relation extraction.

Most models exhibit high format conformance
across all prompt types, with only Gemma-9B un-
der the Zero-Shot prompt scoring below 80%. GPT-
40 and Llama3-70B consistently achieve FC above
95% across all prompt types, demonstrating supe-
rior adherence to the expected format.

4.3 Reference-Free Evaluation

Reference-based evaluation shows that the OS
prompt consistently achieves the highest perfor-
mance across most models, so for the reference-
free ranking experiments we only focus on ranking
the five models under OS prompt setting. To as-
sess the alignment between reference-based and
reference-free rankings, we compute correlations
between the rankings derived from the Combined
Score calculated based on references, and the rank-
ings derived from the Expectation Score based on
LLM judges.

Expectation Score As each extractor model re-
ceived multiple rankings from different judge mod-
els, we compute a single Expectation Score per
extractor model m. This score is defined as:

N e0)
> iy Pn(9)
3)

where i represents a specific rank, P, (7) denotes
the number of times the model m was assigned rank
. In our case from? = 1,--- ,and p = 5 for
the five extractor models. E provides a weighted
average that reflects the overall tendency of judge
models to place an extractor model at a particular
rank. The extractor models are ranked such that the
one with lowest Expectation Score is ranked the
highest and vice versa. To systematically analyze
the consistency and reliability of the judge methods,

Expectation Score E(m) =

we compute the Expectation Scores of extractor
models separately for Basic Judge, Fair Judge, and
Randomized Fair Judge.

Correlation Between LLM Judged and
Reference-Based Rankings To assess the
reliability of LLM judges, we compute Spearman’s
correlation (p) and Kendall’s Tau (7) to quantify
the alignment between LLMs judged rankings
and reference-based rankings. p measures the
monotonic relationship between rankings, where
values close to 1 indicate strong agreement. T
evaluates ranking concordance by analyzing
the number of concordant and discordant rank
pairs, making it particularly useful for detecting
minor positional changes. The results of our
iterative ranking experiments, shown in Table 3,
demonstrate how different judge methods impact
ranking alignment.

Our findings reveal that introducing random-
ization significantly enhances ranking consistency
for GPT-40, improving from p = 0.4 (Basic) to
p = 1.0 (Randomized). In contrast, Llama3.1-70B
shows no improvement across judge methods, in-
dicating persistent positional bias. Llama3.3-70B
exhibits weaker alignment overall, with minor im-
provements under Fair and Randomized judging.
These results suggest that while randomization ef-
fectively mitigates positional bias for GPT-4o, its
impact varies across models.

Table 3: Correlation values for different judge models
and judge methods.

Judge Model Judge Method Spearman’s Correlation Kendall’s Tau
Basic 0.4 0.4
GPT-40 Fair 0.9 0.8
Randomized 1.0 1.0
Basic 0.4 0.4
Llama3.1-70B Fair 0.4 0.4
Randomized 0.4 0.4
Basic 0.0 -0.2
Llama3.3-70B Fair 0.3 0.2

Randomized 0.2 0.2
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Figure 6: Hallucination rate of subject, relation, and object across prompt types for each model.

The ranking experiments identify GPT-40 with
Randomized Fair Judge as the optimal judge LLM
setting for our evaluation task. We further apply
this setting to identify the optimal triples from
each extraction output using GPT-40 with the Ran-
domized Fair Judge method, aggregating the top-
ranked triples across all extractions to generate
the final output. We compare these aggregated
results against the test dataset, yielding a Com-
bined Score of 83.93. This achieves 90% of the
current best score 93.24 (see figure 4), reinforcing
the effectiveness of our reference-free LLM-as-a-
Judge paradigm as a viable alternative to conven-
tional reference-based evaluation methods. Future
research could refine this approach by exploring ad-
ditional LLMs and judge strategies to approximate
a even better judge LLM setting for knowledge
triple extraction tasks.

5 Related Work

The emergence of LLMs such as those from the
GPT family (e.g., GPT-40!"), Llama (Touvron
et al., 2023), BLOOM (Workshop et al., 2022),
and PaLM (Chowdhery et al., 2023), has signifi-
cantly transformed the field of knowledge extrac-
tion from text. These models possess advanced
language understanding and reasoning capabili-
ties, making them well-suited for extracting knowl-
edge from unstructured text, especially when paired
with prompting techniques like in-context learning
(ICL) (Brown et al., 2020).

ICL enables LLMs to learn new tasks by provid-
ing input-output demonstrations during inference.
Depending on the number of examples provided,
this can range from zero-shot (no demonstrations)
to one-shot or few-shot learning (multiple demon-
strations) (Min et al., 2022; Liu et al., 2023). This
method enhances the models’ ability to generalize
from minimal data. Zhu et al. (2023) demonstrated

""OpenAI GPT-4o, https://openai.com/index/hello-gpt-40/

the effectiveness of ICL through a virtual knowl-
edge extraction task.

Mihindukulasooriya et al. (2023) introduced an
approach that utilizes ontology guidance to extract
knowledge from text. Their work highlights the
potential of LLLMs in extracting domain-specific
knowledge constrained by ontological rules. In
our study, we adapt this approach to the domain of
humanitarian demining, employing a set of special-
ized ontologies to guide the extraction process.

Evaluating generated texts is a challenging task,
especially when limited ground truth data are avail-
able. To address this problem, recent approaches
include generating synthetic data to train an eval-
uator model (Saad-Falcon et al., 2023), annotat-
ing datasets using a human-in-the-loop methodol-
ogy (Dagdelen et al., 2024), or leveraging strong
LLMs as judges (Zheng et al., 2024; Bavaresco
et al., 2024). Our work involves annotating ex-
tracted triples to create a evaluation dataset, apply-
ing LLMs as judges and analyzing the alignment
between these two evaluation methods.

6 Conclusion

TextMine addresses the need for automated knowl-
edge extraction from HMA reports by LLMs and
domain ontologies to transform unstructured re-
ports into structured knowledge triples.Our find-
ings highlight the effectiveness of ontology-aligned
prompts in improving extraction accuracy.The in-
troduction of the HMA ontology and a human-
annotated evaluation dataset bridges the gap in
standardized resources for the HMA domain. Fur-
thermore, our bias-aware reference-free evaluation
using LL.M-as-a-Judge demonstrates great poten-
tial.



Limitations

While TextMine demonstrates the feasibility of an
LLM-driven extraction pipeline in the specialized
domain of humanitarian demining, several limita-
tions warrant acknowledgement. First, our evalua-
tion relies on just 100 prompt—response examples
(yielding 1,095 unique triples); although these ex-
amples were selected to cover diverse geographies
and operational contexts, the small scale constrains
broad generalizability. Assembling and annotating
demining data demands extensive domain exper-
tise, so even this modest set offers valuable proof-
of-concept insights, but we plan to extend to larger,
multilingual collections in future work. Second,
ground-truth triples were produced via a model-
assisted, expert-validated workflow by a single an-
notator; the absence of multiple annotators prevents
calculation of inter-annotator agreement, and fu-
ture studies will involve multi-annotator labeling
to quantify label reliability. Third, although the
annotator was blinded to model provenance when
validating candidate triples, using model sugges-
tions as a starting point may introduce subtle bias
toward the evaluated model family; to mitigate this,
we intend to curate a purely human-authored gold
set for a representative subset. Finally, while we
acknowledge that in-depth analysis of the LLM-
judge’s own hallucination and bias characteristics
is important, conducting a comprehensive bias and
hallucination audit falls beyond this paper’s core
scope and is deferred to future work focused ex-
plicitly on judge calibration and fairness.

Ethical Considerations

Humanitarian demining is a high importance de-
cision making domain where incorrect or hallu-
cinated triples can misinform planning and lead
to wasted time and resources. To address this,
TextMine combines reference based validation with
a bias aware LLM as Judge framework and pub-
lishes all prompts and decoding settings for full
transparency. We also engage CMAC and ICRC
landmine clearance experts throughout develop-
ment to review and validate outputs. TextMine is
not used to locate mines, as safety remains gov-
erned by established GICHD standards'?, and in-
stead supports expert analysis and planning. By
documenting our methods and keeping an expert
in the loop, we aim to minimize misinformation

2GICHD Mine Action Standards, https://www.gichd.
org/our-response/mine-action-standards/

and ensure responsible Al deployment in demining
operations.

The dataset used in this study consists of publicly
available or institutionally provided humanitarian
demining reports. These reports were reviewed to
ensure they do not contain personally identifiable
information (PII) or offensive content. Where nec-
essary, documents were anonymized or filtered to
remove sensitive information. Our usage of the
data adheres to privacy standards and is strictly
confined to research contexts.

All datasets used in this study were accessed
under conditions permitting research use. The cu-
rated demining report dataset we constructed is in-
tended solely for academic and research purposes
and complies with the original access and licensing
conditions. The ontology and pipeline components
developed in TextMine are likewise designed for
research and evaluation within humanitarian do-
mains. We do not support or promote deployment
of these artifacts in operational or commercial con-
texts without further validation and ethical review.
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A In-Context Learning Prompt Example

The below is an example of one-shot prompt with RS prompt setting. All in-context learning prompts are
stored in CSV files as part of the supplementary material for easier reproducibility.

Instruction:

Extract and list only the triples from the following sentence based on the specified entity types and relation types. Do
not include any explanatory or intermediate text in your output. In the output, only include the triples in the given output
format: relation(subject, object). Attempt to extract as many entities and relations as you can.

Entity Types:

AdministrativeArea, Association, Location, Organisation, MedicalFacility

Relation Types:

hasAdministrativeArea, hasAssociation, hasLocation, hasOrganisation, locatedNear

Example:

Sentence:

The accidental detonation of old wartime munitions causes significant infrastructure damage to the nearby village roads
and buildings.

Output:

CausedBy(infrastructure damage, old wartime munitions)

Context: On Thursday, March 16, 2023, at CMAC Headquarters in Phnom Penh, Delegate of the Royal Government in
charge as Director General of CMAC, met with a delegation from the Japan International Cooperation Agency (JICA)
General Director of Governance and Peacebuilding Department. During the meeting, the JICA side briefed on the
results of its cooperation with CMAC, in particular training for Ukraine with good results.

B LLM Judge Prompts

The below are two example prompts used during the experimental study: 1) Basic judge prompt, and 2)
(Randomized) Fair Judge Prompt. These methods are explained in Sec. 3. The latter prompt example
below includes both cases of regular and randomized fair judge prompts at once. The only difference
is the shuffling of the positions of candidate answers in “Model Outputs” part of the prompt. All LLM
judge prompts are stored in CSV files as part of the supplementary material. The prompts can be used for
reproducing as well as applying in different datasets (without additional annotation efforts).

Instruction:

You are a judge who ranks five models from 1 to 5 on a triple extraction task. You must assign 1 to the model with
the best answer and 5 to the model with the worst answer. Your ranking should be provided directly in this format: [1:
model x; 2: model x; 3: model x; 4: model x; 5: model x].

Ranking Criteria:

Correctness:

The triples must conform to the format relation(subject, object) and must accurately reflect relationships stated in the
context. Models with significant formatting errors should be penalized.

Coverage:

The number of correct triples extracted. More accurate triples are better, but avoid penalizing slight redundancies unless
they detract from the overall relevance.

Relevance:

The triples must be relevant to the specified entity and relation types and should align well with the specific context
provided.

Edge Cases:

If a model extracts many triples but includes incorrect or redundant ones, balance accuracy and redundancy in your
ranking. Correctness should be prioritized, followed by Relevance, then Coverage.

Entity Types: {entity_types}

Relation Types: {relation_types}

Context: {Context}

Model Outputs: {model 1 output} {model 2 output} {model 3 output} {model 4 output} {model 5 output}

Your ranking:
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Instruction:

You are a judge tasked with evaluating and ranking five models based on their performance in a triple extraction task.
Your role is to ensure fairness, impartiality, and accuracy by independently evaluating each model’s output without
any positional bias. Do not assume that the first model is better or worse simply because of its position—all models
must be treated equally.

Evaluation Guidelines:

. Independence of Evaluation:

Evaluate each model independently without comparing it to others until all models are scored. Avoid assumptions
based on position or order in the list.

. Evaluation Criteria:

Correctness of Triples (Highest Priority):

Triples must strictly conform to the format relation(subject, object).

Relationships must match the Given Relation Types provided below.

Triples containing fabricated or hallucinated relationships must result in a significant penalty.

Relevance:

Triples must accurately reflect relationships mentioned in the Context.

Irrelevant triples or hallucinations must receive a lower score.

Coverage:

The number of correct triples extracted. Higher coverage is better only if triples meet correctness and relevance criteria.
Ranking Process:

Step 1: Independently evaluate each model’s output and assign scores (from 1 to 10) for each criterion: Correctness,
Relevance, and Coverage. Summarize the total score for each model.

Step 2: Rank all five models from 1 (best) to 5 (worst) based solely on their total scores.

Break ties by prioritizing Correctness first, then Relevance, and finally Coverage.

Important Note:

Treat all models equally regardless of position. Your goal is to be an impartial judge. Avoid positional bias and ensure
the evaluation reflects only the quality of the model outputs.

Output Format:

Provide your output strictly in this format:

Evaluation:

Model 1: Correctness = X, Relevance = X, Coverage = X, Total = Y

Model 2: Correctness = X, Relevance = X, Coverage = X, Total =Y

Model 3: Correctness = X, Relevance = X, Coverage = X, Total = Y

Model 4: Correctness = X, Relevance = X, Coverage = X, Total = Y

Model 5: Correctness = X, Relevance = X, Coverage = X, Total = Y

Ranking: [1: Model X; 2: Model X; 3: Model X; 4: Model X; 5: Model X]

Entity Types: {entity_types}

Relation Types: {relation_types}

Context: {Context}

Model Outputs: {model 1 output} {model 2 output} {model 3 output} {model 4 output} {model 5 output}

(For Randomized Fair Judge Prompts, the positions of candidate answers in Model Outputs are randomly shuffled.)
Your evaluation and ranking:
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C Evaluation Reasoning Process

Model’s Answer for Prompt 89
Evaluation
Model 1

* Correctness = 4
— Many relations are either incorrect or irrelevant to the context (e.g., Monitoring, Advises, Coordinates), leading to
significant penalties.
* Relevance =5
— The model produces correct triples but includes several irrelevant triples not related to the context (e.g., Physical-
Health).
e Coverage =7
— High number of triples extracted, but this value is diminished by the correctness and relevance issues.
e Total=4+5+7=16

Model 2

* Correctness = 6
— Includes both relevant and some fabricated or unclear relations (e.g., Triggers(InfrastructureDamage, old wartime
munitions)).
* Relevance =6
— Many triples are relevant, though some irrelevant or vague triples are present.
e Coverage =7
— Covers a broad range of the context accurately but is diminished slightly by prioritizing the correctness and
relevance.
* Total=6+6+7=19

Model 3

* Correctness =7
— Most triples are accurate and correctly formed, with fewer fabricated relations.
* Relevance =7
— Majority of the triples are highly relevant to the context. Some triples are slightly incoherent but mostly pertinent.
* Coverage =6
— Good coverage of the context, though a few needed extractions were missing.
e Total=7+7+6=20

Model 4

* Correctness =6
— Contains some inaccuracies but generally provides correctly formulated triples.
* Relevance =6
— Various triples are relevant to the context, but some are less directly related.
e Coverage =5
— Moderate coverage but some key elements are missed or less comprehensive.
* Total=6+6+5=17

Model 5

* Correctness = 8
— High accuracy in triple formation with minimal fabrications.
* Relevance =8
— Highly relevant triples, capturing the context well without introducing unrelated information.
e Coverage = 8
— Extensive and accurate coverage of the context, handling the core relationships well.
* Total=8 +8+8=24

Ranking

Model 5
Model 3
Model 2
Model 4
Model 1

e A
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