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Abstract—Ildentifying position errors for Graves’ ophthal-
mopathy (GO) patients using electronic portal imaging de-
vice (EPID) transmission fluence maps is helpful in moni-
toring treatment. However, most of the existing models only
extract features from dose difference maps computed from
EPID images, which do not fully characterize all informa-
tion of the positional errors. In addition, the position error
has a three-dimensional spatial nature, which has never
been explored in previous work. To address the above
problems, a deep neural network (DNN) model with struc-
tural similarity difference and orientation-based loss is pro-
posed in this paper, which consists of a feature extraction
network and a feature enhancement network. To capture
more information, three types of Structural SIMilarity (SSIM)
sub-index maps are computed to enhance the luminance,
contrast, and structural features of EPID images, respec-
tively. These maps and the dose difference maps are fed
into different networks to extract radiomic features. To ac-
quire spatial features of the position errors, an orientation-
based loss function is proposed for optimal training. It
makes the data distribution more consistent with the re-
alistic 3D space by integrating the error deviations of the
predicted values in the left-right, superior-inferior, anterior-
posterior directions. Experimental results on a constructed
dataset demonstrate the effectiveness of the proposed
model, compared with other related models and existing
state-of-the-art methods.
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|. INTRODUCTION

RAVES’ ophthalmopathy (GO) is a potentially sight-
G threatening ocular disease whose most common clinical
features are upper eyelid retraction, edema, and erythema of the
periorbital tissues and conjunctivae, and proptosis [1]. Radiation
therapy (RT) is an established treatment modality for GO, and
is beneficial for patients who do not respond to initial RT or
experience symptom recurrence without an apparent risk of
increased morbidity [2]. Intensity modulated radiation therapy
(IMRT) and volumetric modulated arc therapy (VMAT) are
often used for GO patients [3]-[5] because they could achieve
steeper dose gradients between the target and normal structures,
thus reducing the dose to surrounding normal tissues without
compromising the planning target coverage [3], [6]. However,
the problem occurs that errors during treatment may affect
the treatment results, such as position errors [7]. Cone beam
computed tomography (CBCT) can be used to correct errors,
but it introduces additional radiation dose to the patient, and
intra-fractional changes can remain after the CBCT scanning [8],
[9]. Therefore, in vivo verification of radiotherapy treatment has
become increasingly important [7], [10].

One effective in vivo verification method is the electronic
portal imaging device (EPID) dosimetry [11]. It is capable of
recording radiation dose deviations and converting them into
2D images [12], [13]. Gamma analysis is then used to compare
the quantitative agreement and distance-to-agreement between
the measured EPID dose and the designed RT plan dose [14],
[15]. But the performance of models for detecting position errors
in this way is hardly satisfactory [16].

With the development of neural networks, some researchers
have tried to apply convolutional neural networks (CNN) to
RT plan quality assurance and have achieved results beyond
previous studies [17], [18]. On the one hand, CNNs are able to
extract deeper features from medical images that may have been
overlooked in previous studies. On the other hand, the CNN
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model is an end-to-end model, without adding an additional
classifier at the end like traditional machine learning methods.
Although these CNN models have improved the accuracy of
error detection in radiotherapy to a new level, some practical
problems remain and are summarized as follows:

1) Most models simply use the dose difference (DD) images
as model input, which are obtained by subtracting two
EPID maps. However, these processed images can not
express all the position error features of the original EPID
dose images.

2) Existing studies of radiotherapy delivery errors mostly
identify the type of treatment errors from a macroscopic
perspective. When refined to classify positional errors,
the model performance is not satisfactory.

3) The identification of position errors in VMAT delivery
is characterized by three-dimensional spatiality, which
has not been taken into account by previous CNN-based
models. So a new model needs to be designed to capture
the spatiality features of this task.

The purpose of this study is to solve the above problem
and to improve the accuracy of CNN-based models in iden-
tifying position errors for GO patients using EPID dosimetry
in an in vivo scenario. To this end, a deep neural network
model with structural similarity difference and orientation-
based loss is proposed to extract image features fully. Three
types of Structural SIMilarity (SSIM) sub-index maps are com-
puted to enhance the luminance, contrast, and structural fea-
tures between two EPID images, respectively. An orientation-
based loss function is proposed to train the model to cap-
ture the spatial features of errors in different directions. It
simulates the spatiality of the position error by calculat-
ing the errors in the left-right (LR), superior-inferior (SI),
and anterior-posterior (AP) directions. The results are com-
pared with traditional machine learning methods and advanced
CNN models.

The significant contributions of this work are summarized as
follows:

1) Three input images were calculated from EPID trans-
mission fluence maps using SSIM sub-indexes, which
enhance images’ luminance, contrast, and structural fea-
tures.

2) An end-to-end neural network model is designed to cap-
ture the features of DD images and SSIM sub-index
images. This model contains a feature extraction network
and a feature enhancement network.

3) An orientation-based loss function is proposed to op-
timize the training of the model. It captures the three-
dimensional spatial characteristics of the position errors
and makes the prediction results more consistent with
real-world scenarios.

II. RELATED WORK

Due to the complexity of radiotherapy treatment, in vivo
verification of radiotherapy treatment has become increasingly
important. Traditional machine learning methods have achieved

significant improvements in the task of identifying treatment
errors [19]-[21]. For these approaches, the PORTS code or
the open-source radiomics library package PyRadiomics [22]
is first used to extract the radiomics features of the processed
images. Then, these features are fed to a classifier to classify
errors. The mainstream classifiers include logistic regression,
k-nearest neighbor (KNN), supporting vector machine (SVM),
linear discriminant classifier (LDC), and random forest (RF).
However, the traditional methods achieve limited performance
as they depend solely on hand-crafted features. Other researchers
explored more flexible approaches such as Markov models [23],
but the results are still unsatisfactory.

With the development of deep neural networks (DNNs) [24]—
[28], more and more researchers have tried to apply them in
the medical field and achieved breakthroughs, including breast
cancer diagnosis [29]-[33], thyroid diagnosis [34], and pancreas
segmentation [35]. Compared with traditional machine learning
methods, DNN models are able to extract more features and au-
tomatically filter useful information, thus improving prediction
performance.

Therefore, Nyflot et al. used CNN models to identify sys-
tematic agility multileaf collimator (MLC) mis-positioning as
well as random MLC mis-positioning [17]. The whole model
includes three feature extractors, each consisting of four con-
volutional layers and two linear layers. The experiments are
compared with the manual feature extraction approach, and the
results show that the CNN-based model significantly outper-
forms the traditional machine learning approach. Potter et al.
designed an artificial neural network model and a CNN model
to detect and classify six types of dose delivery errors and seven
types of spatial errors, respectively [36]. The results showed that
both the dose difference maps and the distance-to-agreement
maps are suitable features for error classification in IMRT QA.
Kimura er al. used a CNN model to detect MLC positional
errors from dose difference maps in patient-specific QA for
VMAT [18]. The results of the five-fold cross-validation showed
that the proposed method was superior to those based on gamma
analysis and provided an effective solution for detecting MLC
errors.

The above study shows that CNNs can be effectively used
in EPID delivery error analysis for radiotherapy treatment. In
order to explore the types of dose delivery errors more com-
prehensively, Wolfs et al. trained a CNN model to detect and
identify error type and magnitude of simulated treatment errors
in lung cancer patients [7]. They provided a proof-of-concept
of CNNs for error identification using EPID dosimetry in an in
vivo scenario.

Previous studies illustrate the potential of CNN-based models
for analyzing EPID images of identifying position errors, but
the performance of these models is unsatisfactory. Furthermore,
most of these models extract features from DD images for classi-
fication, but such images can express limited information, which
also limits the performance of the model. Most importantly, none
of these studies considered the spatial nature of the position error,
so a new model urgently needs to be designed to solve the above
problem.
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Diagram of the overall architecture of the proposed model. Firstly, the dose difference map obtained by subtracting the two EPID images

is fed into the feature extraction network to extract the dose features. After that, three SSIM sub-index maps are computed and input to the feature
enhancement network to extract luminance, contrast, and structural features, respectively. A linear layer is used to integrate them. Finally, all features

are combined together to obtain three spatial error values.

TABLE |
OVERVIEW OF THE CATEGORIES OF THE SIMULATED POSITION ERRORS

Categories LR SI AP number of images
1 0—3mm 0—3mm 0—3mm 640
2 0—3mm 0—3mm > 3mm 320
3 0—3mm >3mm 0—3mm 320
4 0—3mm >3mm > 3mm 160
5 >3mm 0—3mm 0—3mm 320
6 >3mm 0—3mm > 3mm 160
7 >3mm  >3mm 0—3mm 160
8 >3mm  >3mm > 3mm 80

LR: left-right; SI: superior-inferior; AP: anterior-posterior.

I1l. MATERIALS AND METHODS
A. Dataset

The dataset used in this paper includes 2240 EPID transmis-
sion fluence maps collected from the Department of Radiation
Oncology of the West China Hospital of Sichuan University.
Specifically, 40 VMAT plans (P1A1: 240° — 120° CW; P1A2:
120° — 240° CCW) of GO patients who received radiotherapy
between November 2019 and October 2020 were selected, and
their prescription dose was 20 Gy in 10 fractions within two to
three weeks. These plans were then delivered to a head phantom
on an EDGE linac (Varian Medical Systems, Palo Alto, CA), and
the beam transmission fluence maps were measured by as1200
EPID (Varian Medical Systems, Palo Alto, CA) using dosimetry
mode.

For each plan, a baseline transmission fluence map was ob-
tained first by conducting one measurement without position
errors. Then, EPID transmission fluence maps with position
errors were measured after position errors were simulated by
translating the head phantom along left-right, superior-inferior,
and anterior-posterior directions. To obtain more accurate re-
sults, 3 mm was chosen as the threshold for position errors
instead of 1 cm as in previous studies [7]. Table I shows the

simulation position error values in each direction and the total
number of fluence maps for each category.

In in vivo verification of radiotherapy treatment, the effect
of random mechanical error on fluence maps is negligible com-
pared with the effect of position errors [21]. For GO patients, the
rigid anatomical structure around the target volumes also makes
the effect of anatomical changes on the fluence map negligible.
Therefore, this study can focus on improving the accuracy of
CNN-based models in identifying position errors for GO patients
using EPID transmission fluence maps.

B. Overall Architecture

The impact of position error on treatment is difficult to esti-
mate quantitatively, so previous studies have treated positional
error as a two-class classification problem. In order to better
assist clinical treatment, this paper classifies position errors
by refining them into eight categories based on their spatial
characteristics. So the model structure is designed with the
idea of extracting the features that represent this spatiality. The
overall architecture of the proposed model is shown in Fig. 1.
It contains a feature extraction network as well as a feature en-
hancement network. Based on previous studies, dose difference
maps generated by subtracting two EPID dose images can be
used to predict whether there is an error in the patient’s position
at the time of treatment. So the feature extraction network is
designed to extract the features of the dose difference maps.
These features represent the pixel difference features between
EPID images with and without position errors. However, a
previous study shows that the dose difference maps can not
fully reflect the features of the position errors [37]. To improve
the performance of the model, a feature enhancement network
is proposed to extract features from three additional types of
images. Specifically, three structural similarity difference maps
will be computed from two EPID dose images using different
SSIM sub-indexes. They can reflect the luminance, contrast, and
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structure differences between dose maps, respectively, allowing
the network to extract more useful information from higher
dimensional data.

Formulaically, the training data come from the dataset D =
{(zn, 2, yn);n =1,2,..., N} where N is the total number
of EPID images, x,, and «/, are the EPID dose maps measured
with and without positional errors, respectively, and y,, is its
corresponding label. For convenience and brevity, the subscript
n has been removed in the latter part. So given the images x and
2/, the dose difference map z¢ is first obtained by z — 2’ (— is
a pixel-level subtraction operation). Then features z¢ = f,(z¢ |
@) is extracted by the feature extraction network, where 2% e RC
and C'is the channel dimension (C = 512 in this study). f, stands
for a pre-trained DNN with parameters ¢. Unlike the radiomics
features, the values in 2% are not a specific metric but a set of
values containing the dose difference features of the images x.
On the other hand, the three types of images 2l x¢, and z°
are computed by SSIM sub-indexes. How to get these images
will be described in detail in the next subsection. Then similarity
features 2!, 2¢, and 2 are extracted by another network, i.e., =
fa(@' | @), 2¢ = fa(2® | @), and 2° = fo(2* | p). fa stands for
another pre-trained DNN with parameters .

To integrate these three similarity features, a linear layer is
added for better dimensionality reduction. The final similarity
features z/ are calculated from (1):

2l =0 ((Zh 4 254 2%) - w + b), (D)

where w and b are the weights and bias in the linear layer, o is the
RELU activation function, and - is the inner product of the matrix
w and the calculated vector. Finally, the two types of features
(2%, 2) are added together and a linear layer with a sigmoid
activation function is used to calculate the three prediction values
(p™f, pST, pAP). Unlike the traditional method, the proposed
model does not predict the category to which the image belongs,
but the value of the position error in three directions. Because the
commonly used classification loss function can not reflect the
spatial characteristics of the position errors, an orientation-based
loss is proposed to improve the model performance, which will
be introduced in section III-D.

The overall end-to-end training process of the proposed
method is shown in Algorithm 1. All weights will be updated
by training, and no layer is frozen. By predicting the position
error in each direction by analyzing the EPID fluence maps, this
method can be combined with CBCT in the clinical treatment of
GO patients. The fluence maps of the first fraction should be used
as a baseline, and fluence maps should be measured after using
CBCT to correct the position errors at the first few fractions.
Then the proposed model can be used to compare the baseline
maps and other fluence maps. The frequency of using CBCT can
be reduced if the predictions show no apparent errors, and the
proposed model can be used to monitor the next fractions.

C. SSIM Sub-Index Maps

This section will describe how to obtain structural similarity
difference images for two EPID dose images. Most previous
position error studies have focused on extracting information

Algorithm 1: Training Process of the Proposed Model.
Input:
The input dataset: D = {(z,,, 2}, yn);n=1,2,...,N}
Output:
The probability of position error (p™%, p*!, pAT) in three
directions

1:  Ending epochs = 200
2: Initializing the networks with pre-trained parameters
3:  while training epoch < ending epochs do
4: forn=1:Ndo
5: Calculating dose difference maps z¢ « z,, — 2/,
6: Calculating SSIM sub-index maps z',, ¢, x% by
(2-4)
7: Extracting features 2% « fo(x? | ¢), 2L, 2¢, 25
Falah, 75 | @),
8: Integrating similarity features z7 by (1)
9: Computing position error probability
(pR, pST pAP)y
10: Computing the orientation-based loss by (5)
11: Updating gradients with back propagation
algorithm
12: end for

13:  end while

14:  while training epochs = ending epochs do
15: Save the model and parameters

16: _end while

from DD images. Although these images contain some position
error features, the biggest problem with this approach is that
some features such as luminance or contrast may be overlooked
or weakened because of simple pixel subtraction. SSIM index
has been proposed more than a decade ago to quantify the
visibility of errors between a distorted image and a reference
image using a variety of known properties of the human visual
system [38]. Similarly, position error of patient treatment in
radiotherapy can be determined from the difference between two
EPID dose images. Although this task is not quite the same as
the quality assessment task of distorted images, the similarity
between these two tasks is that both explore the correlation
between two images. So establishing the relationship between
EPID images by SSIM coefficients may allow the model to
extract more useful features.

In order not to lose as much information as possible, three
sub-index maps are generated instead of only calculating one
SSIM index map. Specifically, given a pair of images (z,z'),
patches m and n are chosen from the same spatial location of x
and 2. Then three sub-indexes of the two patches are computed
by:

2t fin, + C1
I(m,n) = —min T -1 2
(m, n) p2, 4+ 2 +Ch @
20,05 + Ca
= mIn T 22 3
c(m;n) 02, + 02+ Cy’ 3
Omn + C
s(m,n) = = “)
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Fig. 2.

The dose difference maps and SSIM sub-index maps generated from the EPID images of one patient. The first column indicates the dose

difference images, and the next three columns indicate the images generated by the SSIM sub-indexes for luminance, contrast, and structure,
respectively. The first row shows the images without error, and the next three rows show the images under the presence of single or two or three

directional errors, respectively.

where I(m,n), ¢(m,n) and s(m,n) are the luminance,
contrast and structure index, respectively. u,, and p,, o, and
o,, and o,,, are the local means, standard deviations and
cross-covariance of m and n, respectively. Cy, Cs and C'5 are the
regularization constants. Three new images can be generated by
sliding the window to calculate the coefficient values between
the two patches. Fig. 2. shows the dose difference images and
SSIM sub-index images generated from two EPID images of
one patient.

In the original paper [38], C; = (K1L)?, Cy = (K2L)?, and
C3 = C5/2 are very important parameters to avoid numerical
instability, where K; and K5 are small constants. L is the
range of pixel values of the images (L = 255 in this paper).
As suggested by Peng et al. [37], K1 = 0.01 and K3 = 0.03
are used in this experiment. Similar to their work, the patch size
is set to 11x 11 pixels and the stride is one pixel. In order not
to change the size of the images, the local window will add
10 pixels to the edges with zero-padding.

D. Orientation-Based Loss

This section focuses on the design and ideas related to the
orientation-based loss function. There is a certain tolerance for
positional errors in the clinical treatment of radiotherapy, and
errors exceeding this threshold may seriously affect the normal
tissues in the vicinity of the site to be treated. At the same time,
due to the difficulty of data collection, existing models treat
this task as a classification task, i.e., the presence or absence
of positional errors. Unfortunately, these models are far from
meeting the clinical standard by simply predicting the presence
or absence of positional error. The position error is characterized

by three-dimensional spatiality, which has never been studied in
previous work. To better monitor treatment, this study consid-
ers the prediction of positional error as a multi-classification
task. This design allows radiotherapists to obtain more accurate
position error prediction results.

According to Table I, all three directions can be predicted
whether the error is greater than a threshold, which is a standard
8-classification problem. Cross-entropy loss is often used as the
loss function for training in such a task. However, the problem
occurs that errors between certain ranges are all considered as
one class, which will make the class boundaries more difficult
to determine. For example, an error of 0 mm and an error of
1 mm belong to one category, but the difference between them
becomes difficult to reflect from the loss value. To solve the
above problem, an orientation-based loss is proposed to better
determine the bounds of the classification. To the best of our
knowledge, our work is the first one in which the spatial nature
of the radiotherapy position error features has been taken into
account. So given a set of comparison images (x, z), the label
y will be redefined as y = (y“%,y!, yT) instead of just the
category number. y“ft, 51 AP € {1,0} represent the labels of
patients in the three directions left-right, superior-inferior and
anterior-posterior, respectively. 1 represents an error greater than
the threshold (3 mm) while O represents an error less than the
threshold. The orientation-based loss is defined as:

N

1 1
loss = — S5 — yh )% + (pT — yi )2
N n; 3 )

+on” = v ")),

Authorized licensed use limited to: SICHUAN UNIVERSITY. Downloaded on July 01,2022 at 14:22:37 UTC from IEEE Xplore. Restrictions apply.



LIU et al.: DEEP NEURAL NETWORK WITH STRUCTURAL SIMILARITY DIFFERENCE AND ORIENTATION-BASED LOSS

2611

where p=f pST pAP are the predicted result of the proposed

model. This design captures the spatial distance between pre-
dicted and actual errors, thus reducing the intra-class distance
between data of the same class. With the ability to predict
features in all three directions simultaneously, the proposed
method provides more practical monitoring support compared
to simply classifying whether errors exist.

IV. EXPERIMENT
A. Training Details

The size of the original dose image is 1180x1180. Due to
the nature of EPID images, the position error features are all
concentrated in the middle region of the image. So the center
crop 512x512 is used to eliminate the redundant background
and all images are normalized to [0,1]. The Adam optimizer is
used with a learning rate of 1 x 10~* and a weight decay of 1 x
10~*. The batch size equal to 4 and the feature extraction network
is the pre-trained VGG16 model initialized on ImageNet [39],
which can also be replaced by any other DNN model. A GPU
of GeForce RTX 3090 is used to train the model. The dataset is
randomly divided in the ratio of training:validation:test = 3:1:1.
The training stops at the 200th epochs and the parameters of
the networks with the best performance on the test data will be
saved. Accuracy will be used as the evaluation metric for model
performance in this paper. It is defined as follows:

right
all

where right represents the number of correct position error
predictions in the test set and all represents the total number
of EPID fluence maps in the test set.

Accuracy(Acc.) = , (6)

B. Results and Analysis

Most previous studies have mainly used traditional machine
learning methods for error classification of EPID images. To
compare with these methods, commonly used models are tested
on the constructed dataset. As in previous studies, radiomic fea-
tures are first calculated by the functions provided by the Pyra-
diomics library. Afterward, features with a problematic range of
values and features with low correlation are excluded and 369
features from one dose difference image and three structural
similarity images are obtained. Finally, four machine learning
methods (XGBoost, KNN, SVM, LDC) are used as a classifier to
get the final results. For these four models, GridSearchCV was
used to find hyperparameters to allow these models to obtain
the best performance. For XGBoost, n_estimators = 240, and
the maximum tree depth of 3 were searched. For KNN, the
suitable number of neighbors was 9. For SVM, the suitable
hyperparameters for the kernel, C, gamma were rbf, 10, 0.01,
respectively. For LDC, the suitable solver (svd) was searched.
Several state-of-the-art DNN models are also reproduced for
comparison with the proposed model, and the results are shown
in Table II. For the model of Nyflot er al. [17], a linear layer
with a sigmoid activation function is added at the last layer to
obtain the classification results. For the input combination of

TABLE Il
COMPARISON OF DIFFERENT MODELS FOR THE EIGHT-CLASS POSITIONAL
ERRORS CLASSIFICATION

model Acc.

XGBoost 0.597

KNN 0.500

SVM 0.685

LDC 0.676

Nyflot et al. [17] (DD images alone) 0.560
Kimura et al. [18] (DD images alone) 0.597
Nyflot et al. [17] (DD + SSIM images) 0.453
Kimura et al. [18] (DD + SSIM images) 0.574
Ours 0.722

DD + SSIM images, the features of different types of images
are extracted separately by the same network and concatenated
together for prediction.

The proposed model achieves the highest accuracy values
among all models. Compared with traditional machine learning
methods, DNNs can automatically extract features from images
and are not limited to radiomic features, which enriches feature
representation. Fig. 3 shows the confusion matrix of the predic-
tion results of different models on the test set. It can be seen
that the prediction results of machine learning methods are not
stable enough and tend to predict the results to a certain category
and lead to poor performance in classifying other categories. In
contrast, the proposed method has no obvious tendency and the
prediction accuracy for all classes is close and higher than 0.5.

The existing state-of-the-art DNN-based models were tested
separately using two different types of input data. The results
show that the input combination of DD + SSIM images is not
suitable for the previous model. Still, the proposed model can
easily combine different image features, which also shows the
strong robustness and adaptability of our model.

To illustrate that the proposed method can indeed extract
deeper features, the features extracted by the different DNN
models are reduced to two dimensions to compare the category
distributions and are shown in Fig. 4. The dimensionality re-
duction method used in this paper is the t-distributed Stochastic
Neighbor Embedding (t-SNE) method [40]. It can be seen that
the intra-class distance is longer and there is no clear boundary
between classes when the model of Nyflot et al. [17] or Kimura
et al. [18] is used. At the same time, there are a large number
of points scattered and overlapping together, which increases
the difficulty of discriminating classes. The proposed method
reduces the inter-class distance and there is a more obvious
boundary line between classes. However, there are a few points
that almost overlap and are far from the other part of the points.
To investigate the reason for this problem, the predicted results
for each patient were taken out separately for the analysis.
It is found that most of these overlapping points originated
from the simulated error EPID maps of two patients’ RT plans.
It means that our model is not so sensitive to some patients
that it does not classify them correctly. In the future, we will
collect more data to improve the classification performance of
the model.
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Fig. 3.

COMPARISON OF DIFFERENT PRE-TRAINED NETWORKS FOR EIGHT-CLASS
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The confusion matrices of XGBoost,

TABLE I

Predicted label

Predicted label

KNN, SVM, LDC, and the proposed method on testing data. Each of the 8 classes corresponds to
Table I. All models are trained with DD images and SSIM sub-index images. The proposed model has more uniform prediction results in each
category and outperforms other models.

POSITIONAL ERRORS CLASSIFICATION

TABLE IV

ABLATION STUDY FOR EIGHT-CLASS POSITIONAL ERRORS CLASSIFICATION

model Acc.

model Acc. VGG16 + CrossEntropyLoss 0.398

pre-trained ResNet101 [41] 0.643 pre-trained VGG16 + CrossEntropyLoss 0.643

pre-trained GoogLeNet [42] 0.671 pre-trained VGG16 + OrbLoss 0.652

pre-trained DenseNet169 [43] 0.708 pre-trained VGG16 + SSIM +CrossEntropyLoss 0.671
pre-trained VGG16 [44] 0.722 pre-trained VGG16 + SSIM + OrbLoss 0.722

C. Ablation Study

Different pre-trained networks will have different focuses
in extracting features. To select the most suitable network for
predicting position errors, an ablation experiment is designed to
test the performance of different models. Since the input size is
different from that of the pre-trained models, we replaced the
last layer (max pooling or average pooling) of all pre-trained
models with an adaptive averaging pooling layer to ensure that
the dimensionality of the acquired features does not change.
The comparison of different pre-trained networks for eight-class
positional errors classification is shown in Table III. The highest
accuracy is achieved by the pre-trained VGG16 network, so it
is used as the feature extraction network in this paper. Although
the prediction results vary among DNN models, most of them
perform better than traditional machine learning methods, which
proves the superiority of neural networks.

OrbLoss: Orientation-based loss CrossEntropyLoss: Cross-entropy loss.

In this paper, the SSIM sub-index maps are computed and the
orientation-based loss function is proposed. To explore whether
these two modules can improve the model performance, com-
parison experiments are performed and the results are shown
in Table IV. The prediction performance of the model was
significantly reduced when the SSIM sub-index maps are not
used for training. As shown in Fig. 2, the SSIM sub-index
images do not contain the same information as the DD images.
Hence, the performance of the model is further improved when
richer information is introduced during training. Contrasted with
the orientation-based loss function is the cross-entropy loss
function, which is the most commonly used loss function in
classification. The prediction performance of the model is also
reduced when the orientation-based loss function is not used for
training.
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Fig. 4. Scatter plot of features reduced to two dimensions. The horizontal and vertical axes represent the first and second dimensions, respectively.

Each of the eight classes corresponds to the eight position errors in Table I.

The position error is characterized by three-dimensional spa-
tiality in the actual treatment, and the proposed orientation-based
loss function can capture this spatial feature to improve the per-
formance. The feature enhancement network introduces feature
extraction for SSIM sub-index maps, an approach that allows
the network to learn richer features. The combination of these
two techniques allows the model to extract deeper features from
more information to achieve state-of-the-art performance.

V. CONCLUSION

This paper proposes a DNN model with structural similarity
difference and orientation-based loss for position error classifi-
cation of GO patients using EPID transmission fluence maps.
The DD maps and three types of SSIM sub-index maps of
EPID images are fed into different networks to capture deeper
position error features. The orientation-based loss function is
proposed for training the model, which obtains the spatial
characteristics of the position errors by calculating the differ-
ences of the predicted values in the left-right, superior-inferior,
and anterior-posterior directions. The two-dimensional feature
scatters plot illustrates that this loss function allows the model
to better learn the bounds between classes. The experimental
results on the constructed dataset indicate that the proposed
model can be effectively used for the position error classification
of GO patients, compared with other related models and existing
state-of-the-art methods.

Most existing studies on radiotherapy error identification used
dose delivery information, and information from the RT plan
itself like CT images, monitor unit (MU) dose, etc. are not used.
One possible solution is to combine neural networks and multi-
modal data fusion techniques. This information will be added
and explored to enhance model performance in future work.
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