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Abstract

The recent trend towards Personalized Federated
Learning (PFL) has garnered significant atten-
tion as it allows for the training of models that
are tailored to each client while maintaining data
privacy. However, current PFL techniques pri-
marily focus on modeling the conditional distri-
bution heterogeneity (i.e. concept shift), which
can result in suboptimal performance when the
distribution of input data across clients diverges
(i.e. covariate shift). Additionally, these tech-
niques often lack the ability to adapt to unseen
data, further limiting their effectiveness in real-
world scenarios. To address these limitations, we
propose a novel approach, FedGMM, which uti-
lizes Gaussian mixture models (GMM) to effec-
tively fit the input data distributions across diverse
clients. The model parameters are estimated by
maximum likelihood estimation utilizing a feder-
ated Expectation-Maximization algorithm, which
is solved in closed form and does not assume
gradient similarity. Furthermore, FedGMM pos-
sesses an additional advantage of adapting to new
clients with minimal overhead, and it also enables
uncertainty quantification. Empirical evaluations
on synthetic and benchmark datasets demonstrate
the superior performance of our method in both
PFL classification and novel sample detection.

1. Introduction

The sheer volume of data at our disposal today is often se-
questered in isolated silos, making it challenging to access
and utilize. Federated Learning (FL) presents a ground-
breaking solution to this conundrum, enabling collaborative
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learning across distributed data sources without compro-
mising the confidential nature of the original training data,
while also being fully compliant with government regula-
tions (Lim et al., 2020; |Aledhar1 et al., |2020; Mothukuri
et al., [2021). This method has drawn a lot of attention in
recent years since it enables model training on diverse, de-
centralized data while protecting privacy and security. In
many applications, the model needs to be adjusted for each
device or user, notably the cross-device scenarios. These
situations are the focus of Personalized Federated Learning
(PFL), which tries to provide client-specific model parame-
ters for a certain model architecture. In this scenario, each
client aims to obtain a local model with a respectable test
result on its own local data distribution (Wang et al., 2019).

In order to cater to the unique needs of individual clients
and address the statistical diversity that exists among them,
existing PFL studies frequently resort to an elegant amal-
gamation of federated learning and other sophisticated ap-
proaches, such as meta-learning (Sim et al., 2019)), client
clustering (Ghosh et al., [2020)), multi-task learning (Marfoq
et al.| 2021)), knowledge distillation (Zhu et al., 2021}, and
the lottery ticket hypothesis(Wang et al.| [2022)), to achieve
the desired level of personalization. For example, clients
can be assigned to many clusters, and clients in the same
cluster are assumed to use the same model via clustered FL
techniques (Ghosh et al.l 2020). To train a global model as
a meta-model and then fine-tune the parameters for each
client, several researchers have embraced meta-learning
based methodologies (Sim et al.,[2019; Jiang et al.,|2019).
Wang et al. (Wang et al.} |2022) suggested utilizing a rout-
ing hypernetwork to expertly curate and assemble modular
blocks from a globally shared modular pool, in order to
craft bespoke local networks through the application of the
lottery ticket theory. A recent study (Marfoq et al., [2021)
that leveraged the multi-task learning concept posited that
each client’s data distribution was a composite of M under-
lying distributions, and proposed the use of a linear mixture
model to make tailored decisions based on the shared com-
ponents among them. It optimizes the varying conditional
distribution P, (y|x) under the assumption that the marginal
distributions P.(x) = P (x) are the same for all clients
(Assumption 2 in (Marfoq et al.,2021)).

While these approaches are adept at addressing the issue of
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conditional distribution heterogeneity, commonly referred
to as concept shift, within PFL, they fall short in addressing
the more comprehensive issue of general statistical hetero-
geneity which encompasses other forms of variability, such
as feature distribution skew (i.e., covariate shift) (Kairouz
et al.;|2021), that is each client has different input marginal
distributions (i.e., P.(x) # P.(x)). For example, even
with handwriting recognition, users may exhibit variations
in stroke length, slant, and other nuances when writing the
same phrases. In reality, data on each client may be deviated
from being identically distributed, say, P. # P, for clients
c and ¢. That is, the joint distribution P.(x,y) (can be
rewritten as P.(y|x)P.(x)) may be different across clients.
We refer to it as the “joint distribution heterogeneity” prob-
lem. Current approaches fall short of fully encapsulating the
intricacies of the variations in the joint distribution among
clients, owing to their tendency to impose a presumption of
constancy on one term while adjusting the other (Marfoq
et al.l [2021;Zhu et al.| 2021)).

Besides, cross-device federated learning applications are
often faced with a phenomenon known as client drift. This
occurs when the learning model is deployed in a real-world
online setting, and the distribution of inputs it encounters
differs from the distribution it was trained on. As a result,
the model’s performance may be severely impacted. For
instance, a PFL model trained on the historical medical
records of a specific patient population may exhibit sig-
nificant regional or demographic biases when tested on a
new patient (Shukla & Marlin, 2019; |Purushotham et al.|
2017). To mitigate this, it is crucial to develop a cutting-
edge PFL methodology that can easily adapt to new clients
while incorporating the capability to perform uncertainty
quantification. The key to achieving this lies in the ability to
identify and account for any outliers that may deviate from
the established training data distribution. Such a methodol-
ogy would elevate PFL to a practical solution, enabling it to
be deployed in a wide range of applications with confidence.

In this study, we propose a Federated Gaussian Mixture
Model (FedGMM) approach, which utilizes Gaussian mix-
ture models to tackle the aforementioned issues. Our ap-
proach operates under the assumption that the joint distribu-
tion of data is a linear mixture of several base distributions.
FedGMM builds up PFL by maximizing the log-likelihood
of the observed data. To maximize the log-likelihood of
the mixture model, we suggest a federated Expectation-
Maximization (EM) algorithm for model parameter learn-
ing. The update rule for the Gaussian components has a
closed-form solution and does not resort to gradient meth-
ods. To ensure convergence of the EM update rule, we
incorporate our algorithm with the theoretical analysis of
federated EM for GMMs. The Gaussian parameters inferred
by the server offer a detailed global statistical descriptor of
the data, and can be applied for various purposes, including

density estimation and clustering, etc.

To sum up, our contributions are as follows:

* For the first time, this study explicitly addresses the
challenging issue of joint distribution heterogeneity in
PFL. Our approach serves as a novel solution to this
problem, enabling the capability to perform uncertainty
quantification. Furthermore, the proposed approach is
designed to be highly flexible, allowing for easy in-
ference of new clients, who did not participate in the
training phase. This is achieved by learning their per-
sonalized mixture weights with a small computational
overhead.

* Our method presents a highly adaptable framework that
is independent of supervised discriminative learning
models, making it easily adaptable to other learning
models. The model parameters are learned in an end-to-
end fashion via maximum likelihood estimation, specif-
ically a federated Expectation-Maximization (EM) al-
gorithm. Furthermore, we have theoretically analyzed
the convergence bound of our log-likelihood function,
providing a solid theoretical foundation for our ap-
proach. The federated learning process for the Gaus-
sian mixture is a novel federated unsupervised learning
approach, which may be of independent interest.

* In the experiments, we assessed our technique on both
artificial and real-world datasets to validate its efficacy
in simulating the mixture joint distribution of PFL data
for classification, as well as its capacity to discover
novel samples. The outcomes show that our technique
performs significantly better than the state-of-the-art
(SOTA) baselines.

2. Problem Formulation

Notations We use lowercase letters/words to denote
scalars, lowercase bold letters/words to denote vectors, and
uppercase bold letters to denote matrices. We use ||-|| to indi-
cate the Euclidean norm. We also use the standard O and )
notations. For a positive integer N, [N] := {1,2,...,N}.

We focus on the personalized federated classification task.
Suppose there exist C' clients. Each client ¢ € [C] has its
own dataset of size N, where a sample s.; = (X¢,i,Yc,i)
is assumed to be drawn from its distribution P.(x,y). The
local data distribution P.(x,y) can be different. Therefore,
it is natural to choose different hypotheses h. € H for each
client c. Here, H can be some general and highly expressive
function class like neural networks.

In this work, we use h.(x,y) (sometimes denoted by h.(s))
to represent the likelihood of the sample s = (x,y). For
classification tasks, the goal is naturally to achieve the ex-
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pected maximum log-likelihood:

Ve € [C], [log (he(x,y))].

max E
he€H (x,y)~P.

2.1. Mixture of Joint Distributions

To facilitate federated learning, it is necessary to pose as-
sumptions on how the distributions of different clients are
similar, such that the data from one client can be utilized to
improve the learning of other clients. To this end, we adopt
the simple but general assumption that the distribution of
one client is a mixture of several base distributions:

M
P(x,y) = Y wi(m)P™ (x,y),¥Yc € [C]. (1)

m=1

Here, P(™) denotes the m-th base distribution that is shared
across all clients, while 7 (m) can differ for different client
c. With this presumption, we may benefit from the fact
that any client can gain knowledge from datasets collected
from all other clients but eschew clear statistical assump-
tions about local data distributions, and the heterogeneous
joint distribution can be accurately modeled as well. This
assumption in a federated setting was first introduced by
Marfoq et al.[(2021) and was named FedEM. What differs
is that [Marfoq et al.| (2021) additionally assumes that the
marginal distributions of each base distribution P("™) (x) are
the same. This implies that every client has the same input
distribution P.(x) = P (x), while the conditional distri-
butions P.(y|x) are different across different clients, and
admit a form of linear mixtures.

M

Pe(yx) = Y mi(m)PU™ (yx). )

m=1

This assumption simplifies what the clients must learn:
the mixture weights 7%(-) and the conditional distribu-
tion P(™)(y|x). In other words, the training objective
will degenerate to minimizing the cross entropy for clas-
sification, rather than to maximizing the likelihood of
{(X¢,i,¥e,i) Yiein,)- In contrast, if we allow P(™)(x) to
be different, then the conditional probability will appear in
the following form:

> et T (M)P) (y[x) P (x)

m=1 "¢

S wr(m)Pm) (x)

Pe(ylx) = 3

It is clear that aside from learning the conditional distribu-
tion P(™) (y|x), to faithfully characterize the conditional
probability, we also need to learn the base input distribution
P(™)(x). Figure |1| shows that when P(")(x) are indeed
different, there will be a fundamental gap between the clas-
sification errors.
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Figure 1. An illustrative example: data are drawn from a mixture
of two distributions: P (z) = N (z; —2,1.5), y = fV(z) =
1{z < =2} and PP (z) = N (;2,1.5),y = fP(z) = 1{z <
2}. Figure (a) shows how an algorithm that assumes PO = p®@
fails to predict the label correctly. Figure (b) shows that once the
input distribution is considered, the model can fully capture the
data distribution.

3. Proposed Method
3.1. Motivation

It is widely known that the likelihood maximization prob-
lem under a linear mixture structure can be solved by the
Expectation-Maximization (EM) technique. Consider the
following learning objective: Ve € [C],

M
max B [log (3 me(m)Ps,, ()P, (v1x) ).
Te,0,¢ (x,y)~P. me1

Similar to Marfoq et al.|(2021), this kind of problem can be
solved by optimizing the parameters ¢,,, and 8,,, separately
via gradient methods. The difficulty in learning P(™) (x)
lies in that most modern density estimation models (such as
auto-regressive models, normalizing flows, etc) are either
very large, rendering it impractical for edge devices, or
taking extremely long training time.

To learn the input distribution P, () efficiently, we resort
to Gaussian mixture models (GMM); for the conditional
distribution P.(y|z), we follow the same idea as Marfoq
et al.| (2021)), to use light-weighted, parameterized super-
vised learning models.

3.2. Models
Formally, we define our model as:
o All clients share the GMM parameters {4, , Xm,
for any my € [My].

e All clients share the supervised learning parameters
0., for mg € [Ms)].

e Each client ¢ keeps its
learner weights 7.(my, msa),

Zml’mz me(my, ma) = 1.

own personalized
which satisfies
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Note that M is the number of Gaussian components, and
M5 is the number of learners. Under our definition of the
models above, for client c, its hypothesis is defined as:

hc(x7 y) = Z 71—c(n/zlv mZ)N(X; Homy s Eml)PB,n2 (Y\X)a
mi,msa
where N (; i, ) denotes the probability density of multi-

variate Gaussian distribution} and Pp(y|x) is some
supervised-learning model parameterized by 6.

Under this formulation, our optimization target becomes
Ve € C (we omit M7 or My when clear):

max E
e, 0 (x,y)~Pe

[log( Z ﬂc(ml,mg)N(w;p,,,Ll72,,”1)}’97"2(y|x))].

my,mo

3.3. The Centralized EM Algorithm

To reduce notation clutter, we use m = (my,ms) and
O, = (Bmy, Xm,,0m,). We denote our model as
Py e(x,y) =>_,, 7c(m)Pe,, (x,y). Under this simpli-
fied notation, we can derive the EM algorithm as follows.
Here we first provide a brief derivation of the centralized EM
algorithm. Later on, we will extend it to the client-server
EM algorithm in a federated setting.

Denote ¢s(-) as a probability distribution over [M], where
s = (x,y). Also, for each sample, we assume it is drawn
by first sampling the latent random variable z ~ 7. (-) and
then sampling (x,y) ~ Pe_(X,y).

To derive the centralized EM algorithm, we can establish
the following lower bound of the likelihood for a sample
(x,y):

log (Pry.0(%,y))
> 3 gs(m)log (M)

me[M] gs(m)

=3 qs(m)[log <M> + 10g (Pr,,0 (%, y|z = m))]

me[M] as(m)

= > qs(m)[log (i:)))+10g(1’6m(x’y))}

me[M] as(

= > qs(fn)[log <w>+log(%,e(x,w)}

me[M] qs(7n)

“)

%)

where the first inequality is due to Jensen’s inequality. Equa-
tion @) comes from the first equation (the line directly
above (@)); Equation (3) comes from the same line by de-
composing Py, e(z = m) into the conditional probability.

The EM algorithm will try to maximize Equation (@) and
(3] alternatively, to ensure the lower bound of the likelihood
(also called evidence lower bound) is maximized. This leads
to the following update form:

IThe probability density of multi-variate Gaussian is defined as:

. L 1 AR .
N p, %) = oo exp (= 3 (x =) ' 27 (x = 1))

» E-Step: Fix 7, and ©, maximize Equation (3) via
gs(m) for each s = (x,y), we see the optimal solution
will be

= P, o(z=m|x,y)
x Pr, oz =m,x,y) = m.(m)Pe,, (x

gs(m)
,Y)-

* M-Step: Fix ¢s(:|x,y), maximize Equation (@) via .
and ©, we see the optimal solution will be

1 Qe
= FC qui (m)

®,, = arg maxz gs,(m) log(Pe (x:,yi)).

Now we substitute m =
{tmy, Xm,,0m,}. We can index the base component
]Pml,m’z (Xa Y) - N(X7 l’l‘m1 ’ Eml) : Poan (Y|X) SUbSti_
tuting the specific model into the EM update rules proposed
before, we can write the update rule at step ¢ as:

(ml,mg) and @m =

* E-Step: For each client ¢ € [C], for each i € [IN.],

(t)

g, (ma,ma) oc 1l (ma, ma)N (xe.i; puiny P, 20T Y)

. Pe(t—l) (}’c,i‘xc,i)~ (E)
mo

* M-Step: For each client ¢ € [C], my € [Mi], ma €

[Ms],

7 (m1,ma) = A qujl (m1,ma), M)

t POl 12 ms (IsC)l(ml, ma)Xe,i
o o = =

Z ng Qs ; (mlv m2)
n® _ Z ng qsc)7 (ma, m2)(Xe,i — I‘I'S'fb)l o) (Xe,i IigrtL)1 L)T
1 SN S, a8 (ma,ma)

0572 .= argmaxz Zqé?t (ma,m2) log(Pe(y:|xi)).

i=1 m1

The update rule for ¢ and 3 in the M-step is obtained by
explicitly solving the optimization problem. Notice that
for 6,,, ., the maximization objective is equivalent to the
(weighted) cross-entropy loss for classification.

3.4. The Client-Server EM Algorithm

Federated learning restricts that each client can only access
their own data. In this section, we describe how to extend
the centralized EM algorithm to the federated client-server
setting. Equation (E) and (M) describes how the client
should maintain their personalized weights m(: ), their own

estimation of the shared GMM bases (ug,?l o 25?170) and

(t)

the base learners 6,,,, .. When a central server is present,

)
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each client shall send their own parameters to the server
and the server will aggregate the parameters and broadcast
the aggregated parameter back to all clients. The detailed
federated algorithm[l]is included in Appendix

More specifically, at each round, (1) the central server
broadcasts the aggregated base models to all clients; (2)
each client locally updates the parameter of the base
models and the mixture weights according to Equa-
tion (E) and (M); (3) the clients send the updated com-

ponents (u%{,c, 27(72)1,6), 0,(,?276 and the summed response

'yg )(ml, ma) = Zie[NC] qét) (my, mg) back to the server;

4) the server aggregates the updates as follows:

t t
) _ ZCG[C] ZWLQE[MQ] Ayg )(m17 mQ)IJ’gn)hC

my ;

D e€[C] 2omae[M] VEt) (m1,ma)
s _ Dce(C] 2omae (M) v (my, ma) B .

2 celC) omae(M) 3 (my, ma)
o) — ZCG[C] Zmle[Ml] 7((:t) (m17m2)0£rt1,)2,c.

mo I
ZZCE[C] Zmle[Ml] 7£ )(mh ma)

ma

3.5. Theoretical Guarantees

Since most federated learning algorithms are gradient-based,
their convergence analyses usually assume the gradients of
different clients are similar. For small steps of updates, the
averaged updated parameters can still enjoy a decrease in
the training loss. This is not the case for our GMM updates,
because the M-step uses the closed-form solution for each
client and then aggregates them, which means the widely-
adopted gradient-similarity assumption will not help.

What we present in the following is an analysis of purely
federated Gaussian Mixture Models. The convergence guar-
antee for the gradient-updated parameter 6 will have identi-
cal assumptions and proof as inMarfoq et al.| (2021). We
choose to omit the convergence result for 8. When leaving
6 out, we obtain a pure unsupervised likelihood maximiza-
tion algorithm [2]in Appendix [A] The centralized version
of it is exactly the classical EM algorithm for GMM. The
federated learning process for the Gaussian mixture is a
novel federated unsupervised learning approach, which may
be of independent interest.

To show the convergence of the proposed client-server EM
algorithm, we consider the case that 3,,, is fixed to I, and
only p is updated and aggregated. This assumption is widely
adopted in previous works regarding the convergence of
EM algorithms for GMM. It is also well known that if the
covariance matrix 3, is not restricted, GMM can assign
one component N (+; ft,, X;p,) to one single data point x
such that p,,, = x and 3,,, — 0, so that the likelihood goes
to positive infinity. Assuming 33,, = I prevents this kind of

unwanted divergence.

Theorem 1. Denote F(u1.ps,71.¢c) as the log-likelihood
function, then we have

T
Z N1 M?

) = Fuih) wie) = o).

Theorem|[I]implies that the log-likelihood will finally con-
verge to a maximum. The idea of the proof (details included
in Appendix |B) relies on the use of first-order surrogates
of F' to establish that each M-step will always increase the
log-likelihood.

4. Experiments
4.1. Datasets

Synthetic dataset. The synthetic dataset can be seen as a
d-dimensional extension of Figure More specifically,
assume there are M Gaussian components P(™)(x) =
N (x; i, 1), with a corresponding labeling function
F(x) = 1{(x — ptm) "V, > 0}, where ., and v, are
specified beforehand. For each client c, the data generation
is as follows: 1). sample 7. from the Dirichlet distribution
Dir(«) with o = 0.4 to serve as the heterogeneous mix-
ture weight; 2). for each sample ¢ € [N,.], first generate
2 ~ Te(-); 3). then draw x; ~ PG (x;) = N (x; o, 1)
and y; = F(%))(x;). For the experiments, we set M = 3
and d = 32. We generate C' = 300 clients and each client
has around N, = 3000 samples.

Real datasets. We also use three federated benchmark
datasets spanning different machine learning tasks to evalu-
ate the proposed approach: image classification on CIFAR-
10 and CIFAR-100 (Krizhevsky et al.l[2009), handwriting
character recognition on FEMNIST (Caldas et al., 2018al).
We preprocessed all the datasets in the same manner as pre-
viously in (Marfoq et al.|[2021)) to build the testbed. To sim-
ulate the joint distribution heterogeneity, we sample 50% of
image data (denoted as Dy, D = D1 UD5) to perform a two-
step approach for prepossessing image data: 1) we simulate
heterogeneity of P.(x) by transforming sampled images
with 90-degree rotation, horizontal flip and inverse (Shorten
& Khoshgoftaar, 2019) (denoted as T'(+)); 2) we introduce
heterogeneity in P.(y|x) by applying a randomly generated
permutation (denoted as P4 ) to the labels of the traniformed
image data. Form/glly, the new dataset, denoted as D, is de-
fined as follows: D = Dy U {(T'(x), Pa(y))|(x,y) € D2}.
In this way, we can obtain data from different joint distri-
butions. We create the federated setting of CIFAR-10 by
distributing samples with the same label across the clients
according to a symmetric Dirichlet distribution with param-
eter 0.4, as in (Marfoq et al., [2021)). CIFAR-100 data are
distributed following (Marfoq et al.,2021). For all tasks, we
randomly split each local dataset into training (60%), valida-
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tion (20%), and test (20%) sets. In Table [} we summarize
the datasets, tasks, number of clients, the total number of
samples, and backbone discriminative architectures.

4.2. Baseline Methods

To demonstrate the efficiency of our method, we compare
the proposed FedGMM with the following baselines:

* Local: a personalized model trained only on the local
dataset at each client;

¢ FedAvg (McMabhan et al.,|2017): a generic FL. method
that trains a unique global model for all clients;

* FedProx (Li et al.} 2020): a re-parametrization of Fe-
dAvg to tackle statistical heterogeneity in FL;

* FedAvg+ (Jiang et al.|2019): a modification of FedAvg
with two stages of training and local tuning;

¢ Clustered FL (Sattler et al.| [2020): a framework ex-
ploiting geometric properties of the FL loss surface
which groups the client population into clusters using
conditional distributions;

» pFedMe (T Dinh et al.,|2020): a bi-level optimization
PFL that decouples the optimization of personalized
models from learning the global model;

* FedEM (Marfoq et al., 2021): a federated multi-task
learning approach assuming that local data distribu-
tions are mixtures of underlying distributions.

4.3. Implementation Details

To properly initialize each base component of the GMM, we
employ a Resnet18 (He et al.,[2016) encoder that has been
pre-trained on the ImageNet dataset to encode input images
and generate embeddings of dimension 512. Recognizing
that high dimensionality can lead to increased computational
complexity and reduced effectiveness of GMM, we utilize
PCA (Jolliffe} |1986) to project the encoded embeddings into
a lower-dimensional space of 48. For the sake of fairness in
comparison, it is important to note that the Resnet18 encoder
and PCA are exclusively employed for preprocessing inputs
of the GMM component, while the inputs for the supervised
backbone are raw images.

For each method, we follow (Marfoq et al.,[2021) to tune
the learning rate via grid search. In our experiments, the
number of local epochs of each method is set to 1, the total
communication round is set to 200, and the batch size is set
to 128, as in (Marfoq et al.| 2021). For a fair comparison,
we adopt the same supervised backbone architecture for all
baselines. More implementationﬂ details are included in

Appendix

4.4. Classification

The results are shown in Table 2l The evolution of aver-
age test accuracy over time for each experiment is shown
in the Appendix. From the table, we observe that FedAvg
surpasses Local, which indicates that federated training im-
proves performance because of taking advantage of knowl-
edge from other clients. However, personalized methods
such as FedAvg+, ClusteredFL, and pFedMe perform worse
than FedAvg because they only locally adjust the global
model on each client. This strategy is not sufficient to cap-
ture the diversity of the joint distribution and cannot handle
sample-specific personalization when samples come from
different marginal distributions have varying labeling func-
tions. ClusteredFL also fails to outperform FedAvg on all
datasets, highlighting the importance of knowledge sharing
between clusters for training good personalized models. Fe-
dEM, on the other hand, performs better than other PFL
baselines on most datasets by effectively modeling the het-
erogeneity of conditional distributions. As shown in the
table, FedGMM outperforms all baselines, achieving 26.1%
and 9.8% improvement on CIFAR-100 and Synthetic dataset
respectively compared to the leading baselines. This is a
result of its ability to construct personalized models based
on the joint data distribution, effectively capturing the het-
erogeneity of each sample across different clients.

Besides, to see how the simulation results would change if
we deviate from Gaussian assumptions, we conducted the
following synthetic experiments. We use two settings to
conduct the comparison. Setting 1 considers non-Gaussian
input distribution. Setting 2 is also a synthetic setting, where
some of the clients completely differ from others. Specifi-
cally, Setting 1 is the same as our Gaussian synthetic setting,
but the data-generating distribution is different. Here, we
adopt two different distributions, i.e., Laplace and Beta dis-
tributions. Other distributes would be similar. First, we
generate 3 d-dimensional (d = 32) components based on
the selected distribution type. Each component is deter-
mined either by the mean vector u for Laplace distribution
or the vectors « and [ for Beta distribution. Then, we
generate data from these components using multivariate dis-
tribution. We use Dirichlet distribution to distribute data
to each client. Totally, we have 30 clients. For Setting 2,
some clients sampled data from Gaussian, the others from
a different distribution (i.e., Laplace or Beta distribution).
Similarly, we also use 30 clients for simulation. The first 20
clients’ data are sampled from Gaussian, and the data of the
last 10 clients are sampled from selected distribution, i.e.,
Laplace or Beta distribution. We use Dirichlet distribution
to distribute data to each client. The results are summarized
in Table. 3] From the table, we can observe that under
both settings, our method can still perform well since our

Zhttps://github.com/zshuai8/FedGMM_ICML2023
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Table 1. Datasets and models.

Dataset Task Number of clients | Number of samples | Backbone Supervised Model
Synthetic Binary Classification 300 ~ 1,000, 000 Linear sigmoid function
CIFAR-10 Image classification 80 60,000 MobileNet-v2
CIFAR-100 Image classification 100 60,000 MobileNet-v2
FEMNIST | Handwritten character recognition 539 120,772 2-layer CNN + 2-layer FFN
Table 2. Average test accuracy (%) across clients.
Dataset Local | FedAvg | FedProx | FedAvg+ | ClusteredFL | pFedMe | FedEM || FedGMM(Ours)
Synthetic | 57.52 | 53.21 52.70 53.41 53.12 53.91 65.61 72.02
CIFARIO | 19.96 | 45.53 37.0 34.33 38.81 23.51 49.12 52.96
CIFARIO00 | 13.36 17.71 7.95 11.51 12.46 9.92 17.28 22.33
FEMNIST | 62.39 | 75.08 32.84 57.99 75.04 39.45 75.56 79.49
model considers the cluster and mixture structure of the data
distribution. Y T Py
-5 l. ‘e o
S g
Table 3. Effectiveness on non-Gaussian distribution data (accuracy s ©. e -"; '_"_ & :. sl
(%)) %-20 . : 8 .. oo °
Setting 1 Setting 2 2 2 ey o v
Beta | Laplace | Beta/partial | Laplace/partial 3 . o .
FedGMM(Ours) | 72.12 89.06 80.54 84.79 . - T
FedEM 71.77 83.94 74.22 81.79 o* e permuted label (excluding 1)
FedAVG 56.24 | 82.45 56.13 70.15 200 mpdom obel )
FedAVG+Local | 56.6 82.53 57.7 70.36 e e T
fedProx 55.64 75.64 55.9 71.16
ClusteredFL 56.23 82.45 56.1 70.14
Local 58.46 | 83.68 67.18 74.69 Figure 2. FedGMM to detect marginal distribution and conditional

4.5. Novel Sample Detection

In our algorithm, the server meticulously maintains com-
prehensive, global statistics of all data points within the
federated learning ecosystem, such as the GMM parame-
tersﬂ and the supervised learning components. Thus, for
a new sample, the learned model is able to quickly infer
its marginal distribution [’} conditional distribution (Eq.
and the joint distribution (Eq. [T). As such, a by-product of
the model is that it can be used to detect out-of-distribution
samples. We begin by using a typical leave-one-out method
for out-of-distribution detection to demonstrate the effec-
tiveness of our model in identifying various types of outliers.
Specifically, we train our model using the MNIST dataset,
with 50 clients each contributing 500 sampled images. In
the training, we exclude images of number 1 and test on
normal samples together with two types of outliers. The
first category of outliers consists of images from the same
marginal distribution P(x), namely {0, 2, 3...., 9}, but their
labels have been altered by applying a random permutation.
The second category of outliers are images of digit 1 that
are not present in the training data. We plot all the sample
points with respect to their log P(x) and log P(y|x) values

3We can aggregate the global parameter T = Zce[c] 1\%%-

“The marginal distribution can be calculated by P(x)
Zmze[zvm] Zmle[l\/ll] m(my,ma) - N (% oy Somy ).

distribution outliers.

inferred by our model in Figure [2| Here, the dots in cyan
color are the normal ones. The orange points denote un-
seen input ‘1°, and the red dots are outliers with the same
marginal distribution but altered labels. We can observe that
by modeling the conditional probability, the y-axis can sep-
arate red dots from the normal ones. Our density estimation
model can separate the second type of outlier from other
numbers as well.

To evaluate the performance of our OOD detection approach
quantitatively, we trained each model using the following
settings: we construct a federated setting using MNIST
data, similar to the one described in Sec. {1} Details
are included in Appendix [C.3] Basically, we create two
sets of test samples drawn from the training distribution.
The first set (as in-domain) remains unchanged. As the
second (out-of-domain) set, we simulate the heterogeneity
of P.(x) by transforming sampled images with a scale factor
of 0.5, 90-degree rotation, and horizontal flip (Shorten &
Khoshgoftaar] [2019). With the test samples, we want to
investigate if a model can distinguish between known and
novel samples.

For comparison purposes, since none of the baselines are
able to detect novel samples, we adapt them as follows. Sim-
ilar to the idea in (Liu et al., |2020)), we use the prediction
output logits with softmax to represent the classifier’s con-
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Table 4. Comparison between FedGMM and the applicable base-
lines on novel sample/client detection.

Model AUROC | AP | Max-F1
Local 50.74 60.14 66.67
FedAvg 66.55 68.05 66.67
FedProx 75.23 76.24 71.90
FedAvg+ 66.65 68.09 66.67
ClusteredFL 50.74 60.14 66.67
pFedMe 73.32 77.91 68.30
FedEM 86.04 90.02 80.25
FedGMM 99.21 99.60 99.49

fidence in different categories. The highest value among
different categories is treated as the in-domain likelihood.
This means the sharper the sample’s prediction distribu-
tion, the more certain the classifier is that the sample is
in-domain. Since the personalized baseline approaches do
not have a global model, we selected the highest confidence
value among different clients for a given new sample. It’s
worth noting that we did not include the Bayesian method in
(Kotelevskii et al., [2022) as the baseline because the method
can only perform novel detection at the client level, whereas
here, we are conducting it at the sample level. Following
(Cheng & Vasconcelos, 2021; |Vaze et al., [2022; |Sharmal
et al.}2021), we report Area Under ROC (AUROC), Aver-
age Precision (AP), and Max-F1 for evaluation.

Table 4f summarizes the results. We observe that FedGMM
outperforms all baseline’s overall evaluation metrics, indi-
cating the superiority of our model in modeling joint distri-
bution. Our approach models each sample with a mixture
distribution of different components, as described in Sec. E}
which fits the mixture data well hence allowing to detect
novel samples that are close to the boundary. Similar to
(Liu et al.| 2020), in Figure[6)in Appendix [C.3] we visualize
the normalized likelihood histogram of known and novel
samples for FedGMM, FedEM, and FedAvg. The figures in-
dicate the likelihoods of FedGMM are more distinguishable
for known and novel samples than for the baselines.

4.6. Generalization to Unseen Clients

As previously discussed, FedGMM is flexible, enabling
easy inference of new clients who did not participate in
the training phase. This is accomplished by learning their
personalized mixture weights. Specifically, we only need
to update g, 7, and -y in lines 6, 8, and 10 of Algorithmﬂ]in
Appendix[A] All other parameters remain fixed during the
update process. This adaptation incurs minimal computa-
tional costs.

To validate the effectiveness of our approach for general-
ization to unseen client data, we use the data with the same
training setting as in the previous classification task (refer to
Sec. [.4). We use 80% of clients to train the model and 20%

to test for unseen data adaptation, as per the setting in (Mar{
foq et al.;,[2021). We split samples into 50% for adaptation
and 50% testing and adapt the mixture weights in our ap-
proach and the mixture weights of conditional distributions
in FedEM using the adaptation samples from unseen clients.
Aside from FedAvg+ and FedEM, it is uncertain how the
other PFL algorithms can be adapted to unseen clients. As
FedAvg has a global model, we can still use it for test on
the new data. As shown in Table[5] our approach obtains a
minimal decrease in accuracy, as it has the ability to adapt
to new joint distributions, whereas FedEM only adapts to
conditional distributions. Our approach and FedEM both
surpass FedAvg+ as it is unable to adapt to new data dis-
tributions, leading to subpar performance when there is a
change in the distribution. Our approach’s ability to model
the joint distribution with a mixture model allows for easy
generalization to unseen client data, making it a practical
and effective solution in cases of client drift. More results
are included in Appendix [C.4]

Table 5. Average test accuracy of new clients unseen at training.

Model |FedAvg|FedAvg+FedEM | FedGMM
FEMNIST| 74.50 | 51.00 | 72.00 | 78.51
CIFAR10 | 4451 | 32.25 | 47.51| 50.25
CIFAR100| 11.50 | 7.75 |16.50 | 21.25

4.7. Parameter Sensitivity

We also analyzed the hyperparameters of FedGMM in this
section. Basically, FedGMM only has two hyper-parameters,
i.e., My and M>. Different choices of the number of mixture
components do not significantly impact the model’s classi-
fication performance. However, the clustering quality may
vary depending on the number of components used. We
present the accuracy with respect to the number of GMM
cluster components and supervised learning model compo-
nents in Figure[3] The figure shows that our algorithm is not
very sensitive to hyperparameters and that selecting a com-
ponent number close to the ground-truth component number
of the distribution can improve the clustering quality and
boost the classification performance. In our setting, we have
two ground-truth clusters, and labeling functions, thus the
setting of M;=2 and M>=2 gets the best performance.

Figure 3. Parameter sensitivity analysis with respect to the number
of GMM clusters, number of classifiers, and performance.
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5. Additional Related Work

There has been significant advancement in the creation of
new techniques to address various FL difficulties in recent
years (Wang et al.| 2020; Kairouz et al., 2021} |Li et al.,|2020;
Yu et al.| [2022)). Research in this field focuses on how to do
model aggregation, how to achieve personalization (Achi{
tuve et al.| 2021} |Chen et al., [2022), how to attack/defense
the federated learning system (Lam et al., 2021, and ef-
ficiency aspects including communication efficiency (Liu
et al.,[2021;|Amairi et al.,|2020; [Shahid et al., 2020; Hou et al.|,
2022 Hyeon-Woo et al.,2022)), hardware efficiency (Cheng
et al.,[2021)) and algorithm efficiency (Balakrishnan et al.|
2022; [ Xu et al.| [2022). In this section, we focus on review-
ing two groups of works: personalized federated learning
and federated uncertainty quantification.

5.1. Personalized Federated Learning

However, in real settings, there always exists statistical het-
erogeneity across clients (Kairouz et al., 2021} [Li et al.
2020; Sattler et al.l 2019). There are many efforts on ex-
tending the FL. methods for heterogeneous clients to achieve
personalization (Achituve et al., 2021} |Chen et al.| |2022;
T Dinh et al.l [2020; [Tan et al., 2022; [Fallah et al., [2020;
Deng et al.,[2020; [Hong et al.|, 2022; Jeong & Hwang} [2022)),
adopting meta-learning, client clustering, multi-task learn-
ing, model interpolation, knowledge distillation, and lottery
ticket hypothesis. For example, several works train a global
model as a meta-model and then fine-tune the parameters
for each client (Sim et al.,[2019; Jiang et al.l 2019), which
still have difficulty for generalization (Caldas et al., 2018a}
Marfoq et al.,[2021)). Clients can be assigned to many clus-
ters, and clients in the same cluster are assumed to use the
same model via clustered FL techniques (Ghosh et al.||2020;
Shlezinger et al.| [2020; [Sattler et al.| [2020). As a result,
the federated model will not be ideal because clients from
various clusters would not share pertinent information. An-
other group of approaches uses multi-task learning to learn
customized models in the FL environment (Smith et al.,
2017} |Vanhaesebrouck et al.l [2017; |Caldas et al., [2018b),
enabling more complex relationships between clients’ mod-
els. They did not, however, take into account the diverse
statistical diversity. The study in (Marfoq et al., 2021) takes
into account conditional client distribution but makes the
assumption that their marginal distributions are stable. Our
method, however, models the diversity of joint distributions
among clients. For each client, some works attempt to
jointly train a global model and a local model, but they may
fail if some local distributions deviate significantly from
the average distribution. (Corinzia et al.,|2019; |Deng et al.,
2020). (Shamsian et al., 202 1)) proposed to carry out person-
alization in federated learning via a hypernetwork. Similar
to this, Dai et al. suggested using decentralized sparse train-
ing to generate PFL that is effective at communication (Dai

et al.; 2022). Some researchers addressed the heterogeneity
by adopting knowledge distillation (Zhu et al.|[2021} |Chen
& Chaol, 20215 [Lin et al., [2020).

5.2. Uncertainty Quantification and OOD Detection for
Personalized Federated Learning

In the context of federated learning, when client drift hap-
pens, i.e., the distribution of the data on different devices
becomes increasingly dissimilar over time, it is desirable to
detect novel clients or instances that are out-of-distribution.
However, because it calls for unsupervised density esti-
mation, this topic has not received much attention in the
literature. Unsupervised federated clustering (Lubana et al.,
2022) or representation learning (Zhuang et al., 2022 tech-
niques have been described in several publications. How-
ever, these techniques cannot be used to directly estimate
the joint distribution of instances, and it is difficult to per-
form OOD detection tasks with them. To address the issue,
some researchers proposed a Bayesian approach to PFL.
For example, FedPop (Kotelevskii et al.l|2022) is the first
personalized FL approach that allows uncertainty quantifica-
tion. Using an empirical Bayes prediction approach, FedPop
enables personalization and on-device uncertainty measure-
ment. FedPop, however, is unable to simulate the joint
mixed distribution, which prevents it from addressing the
joint distribution heterogeneity issue. Additionally, it is
unable to carry out sample-wise uncertainty quantification.

6. Conclusion

In this paper, we address the challenge of joint distribution
heterogeneity in Personalized Federated Learning (PFL).
Existing PFL methods mainly focus on modeling concept
shift, which results in suboptimal performance when joint
data distributions across clients diverge. These methods
also fail to effectively address the problem of client drift,
making it difficult to detect new samples and adapt to un-
seen client data. To tackle these issues, we propose a novel
approach called FedGMM, which uses Gaussian mixture
models to fit the joint data distributions across FL devices.
This approach effectively addresses the problem and allows
for uncertainty quantification, making it easy to recognize
new clients and samples. Furthermore, we present a feder-
ated Expectation-Maximization (EM) algorithm for learning
model parameters, which is theoretically guaranteed to con-
verge. The results of our extensive experiments on three
benchmark FL datasets and a synthetic dataset show that our
proposed method outperforms state-of-the-art baselines.
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A. The Client-Server Training Algorithm.

In this section, we detail our algorithm FedGMM in Algorithm[I] Specifically, At each round, clients and server are
communicated as follows.

* (1) the central server broadcasts the aggregated base models to all clients (line 2), including Gaussian parameters (g, 32)
and supervised learning models (0);

* (2) each client locally updates the parameter of the base models and the mixture weights (line 3-9) according to
Equation (E) and (M);

e (3) the clients send the updated components (ug,?l,c, E%)hc), 07(,?2,6 and the summed response ’y£t)(m1,m2) =
DieN.] qé?l (mq, m2) back to the server (line 10);

* 4) the server aggregates the updates including Gaussian parameters and supervised component (line 12-17);

In Algorithm 2} we also provide a pure unsupervised federated (client-server) GMM algorithm. We will prove its convergence

property of it in the next section. The federated learning process for the Gaussian mixture is a novel federated unsupervised
learning approach, which may be of independent interest.

B. Proof of Theorem [1

In this section, we provide theoretical proof for Theorem I} that indicating the log-likelihood in our proposed federated
EM algorithm will finally converge to a maximum. Before presenting the proof, we first define the surrogate function and
present two lemmas regarding the monotonicity of the updates with respect to the surrogate function.

First, we lower bound the likelihood F’ with surrogate function G’s as:

C N, M
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where the first inequality is due to Jensen’s inequality. In other words, we have for any time step ¢ > 0

C

F(MI:M77T1:C) Z G(t)(ﬂl:Mﬂrl:C) = Zth)(H/lzkf’ﬂ-c)-
c=1

The inequality becomes equality when qéi) (m) o 7e(m)N (Xc,i; tom, I), that is, when the E-step is performed. Therefore,

we have F(pl'3), wl'c) = G0 ({3 7o),
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Algorithm 1 Algorithm of FedGMM

1: fort =1,2,... do

2:  server broadcasts {ugffl), ngfl)}mewlb {0,(7271)},,16[1\42] to all clients
3: forclient ¢ € [C] do
4: for component m; € [M;], ma € [Ms] do
5: for sample s ; = (X¢ 4, ¥ec,i). ¢ € [Nc] do
6: Set qg) (m1,mz) Wgtfl)(mh ma) - N (Xc,i; pi Y, Esvt{l)) -exp ((— Lcg(se,q; ey(rtz;l)))
7: end for
8: Set for all m; € [My],mg € [Ms] :
! )(mlamQ = ﬁ Z ét) (m1, m2)
€[N.]
H(t) B Z N.] Zmze[MQ] ch?q‘, (mlva)XC,i
mi,c t
B ZiG[NC} D omac(Ms] qéc),i (ma,ma)
t t
s el Somseqaty Goen (71, 12) (i — i o) (i =t )|
mi,c (t)
Zie[Nc] nge[Mg] qsc,i(ml’ m2)
0% . = argmin Z Z gD, (m1, m2) Leg(Xe,ir ye,i: 0)
i€[N¢] m1€[Mi]
9: end for
10 client ¢ sends {HS,?I,C, 27(72)1,0, fy(gt) (m1,m2) =3 1w, qéf) (m1, m2)} to the server
11:  end for
12:  for Gaussian component m; € [M;] do
13: server aggregates
t t
) _ ZCE[C] ngE[MQ] ’Yé )(ml’ m2)“£n)170
mi - t
Zce[c] ZmQG[MZ} ’Yr(: )(m17 ma)
(t) )
E(t) _ ZCG[C] ZmQG[MQ] e (m17m2)2m1a0
m1 T t
Zce[C] Zmze[kfg] V£ )(mlv ms)
14:  end for
15:  for Supervised component mz € [Mz] do
16: server aggregates
t t
O(t) . ZcE[C] ZM1E[M'1] "Yé )(m17m2)07(77,)2,c
meo T t
Dee[C] 2omae[My] 3 (my, ma)
17:  end for
18: end for

14
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Algorithm 2 Federated GMM (Unsupervised)

1: fort=1,2,... do

2:  server broadcasts {[,L(t b E,(ffl)}me[ ) to all clients
3:  forclient ¢ € [C] do
4: for component m € [M] do
5: for sample s.; = (Xc,¥ec,i) % € [N do
6: Set qéi)l (m) x 71'?_1)( ) N(x”,ugn RIS >l 1))
7: end for
8: Set for all m € [M] :
7 (m Z qét)
’LE [N.]
pld) = 2ie(n] ke (m)xci
Zie[NC] qéi)i (m)
st Zie[NC] qé?z( )(Xe,i — /“(7?6)(3(01 H%)C)
7 Dic €[N.] qéc)i( )
9: end for
10: client ¢ sends {Ngfz)l,m E(TfL)M7 7((lt) (m) =3 icin] qéf) (m)} to the server
11:  end for
12:  for Gaussian component m € [M] do
13: server aggregates
(t) (t)
M(t) _ Zce[C] Ye ( )ll’m c
ZCG[C] %(- )( )
(t
(t) _ ZCE[C] Ve )( ) 'En),c
e elc] Vét)( )
14:  end for
15: end for

15
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Lemma 2. At any time step ¢, G (u'") ﬂgfcl)) > a0l ), gtcl)).

Proof. Notice that

(t) (t)
) _ Zce[c] Ve ' (M) e
ZcE[C] 75 )(m)
_ Zce[C] Zze N, qéf)b( I (t),c
Zce C] Zze qsc z( )

ZLE[NL] qsc)l(m)xc i
Zce[C] Zze N.] ch L( ) S qéc)d(m)

ZCE[C] Zie[NC] qét) (m)
_ ZCG[C] Zie[Nc] qgt) (m)xe,;

- 2celc] 2uielN.] g, (m)

(®)

(t)

where the first and the second equation come from the definition of g, and ¢, respectively.
It is easy to verify that, p' is the minimizer of the objectlvezc 1 Z - qéi)L( )|%c,: — p]|3. Therefore, we have
C N.
qu?l( N%e,i — 1 ”2 < qus“ )% i — Msffl)llg- (6)
c=11i=1 c=11i=1
And further,
C N. M
t t—1 2 _ dlog(2m) 1
GO (il miic) = > ql!), (m) {IOg (r{~V(m)) + —5  “glxei—n nD5 —log (¢, (m))
c=1i=1 m=1
C N. M
- _ dlog(2m 1
>y Z&W%WWMW>;)1M1MWQMWAﬂ

Lemma 3. At any time step £, GO (u')) 7'y > GO (), 712D,

Proof. Notice that

NC

M
GO (paarme) = > q! (m [log me(m)) +log (N (Xc,ii m, 1)) — log (¢, (m ))].

i=1 m=1

We have for any 7 and any 1.7,

N. M
GO (rar,70) GO arar, ) = 32D al?), () 10g (w0 m) ~ o . ()]
i=1 n]’\L/I_l 1 N
=N YD = D al?, ) [tog (70 (m)) — log (me(m)) |
m=1 € =1

= Ne 3 nl0m)[10g (L (m)) ~ o (mo(m)

= N, -KL(7V|r.) >0,
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where the third equation comes from the definition of wgt), and the last equation comes from the definition of the KL-
divergence.

Therefore, we have

C
GOy miie) =3 GO (ulh), 7 1)
c=1

C
>3 "GO (uh,, D)
c=1

=GO, 7o)

Proof of Theorem[I] By Lemma[2]and Lemma[3] we have for any ¢ > 0,
t t t—1) (-1
G(t)(“§3\/177r§)c) Z G(t)(,“gM )’ 7ngc' ))7
which further gives:
t t t t t—1) _(t—1 t—1) (-1
F(“’g?’\/[’ﬂ-i)c) 2 G(t) (Hgg\laﬂ'g)c) 2 G(t) (,Ung)77T§C )) = F(MEM)77T§C ))

Here, the first inequality holds because G'(*) is a surrogate that always satisfies F/(-) > G*)(-); the last equation holds as we
discussed at the beginning of this section.

This actually shows that F'( u@w, Wit)c) is monotonically increasing, and since F'( uﬁu, Tit)c) is upper bounded by some

constant F'*, it is easy to show
T

1 ~1 -1 Lo 1 1 -
T O NF (i wie) = Flpgay ) mic ) < 5 (B = Fub, mie) = O(T ™),
t=2

C. Appendix for Experiments.
C.1. Details of Training Configuration

Hardware and Implementations. In this paper, we implemented our method on a Linux machine with 8 NVIDIA A100
GPUs, each with 80GB of memory. The software environment is CUDA 11.6 and Driver Version 520.61.05. We used
Python 3.9.13 and Pytorch 1.12.1 (Paszke et al.l|2019) to construct our project.

Hyperparameters, Architecture, and Dataset Split. In our experiments, we use grid search to obtain the best performance.
We provide all of the hyperparameters as well as their configurations in the following:

* Optimizer: SGD is chosen as the local solver, as in (Marfoq et al.,|2021)). For each method, we follow (Marfoq et al.,
2021) to tune the learning rate via grid search in the range {107°5,1071,1071-%, 1072, 1072, 1073} to obtain the
best performances. For our proposed FedGMM, the learning rate is set to 0.01 on CIFA-R10, 0.001 on CIFAR-100 and
FEMNIST.

e Number of Components: M; and My of FedGMM are tuned via grid search. For our method M;=3 and M5=3. The
setting is consistent with the setting of FedEM.

* Epochs and Batch Size: The total communication round is set to 200, and the batch size is set to 128.

* Supervised Learning Model Architecture: For fairness, for all baseline methods, including Local, FedAvg (McMa-
han et al. [2017)), FedProx (L1 et al., 2020), FedAvg+ (Jiang et al.l 2019) and Clustered FL (Sattler et al.l [2020),
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Figure 4. Test accuracy on different datasets w.r¢. training epochs.

pFedMe (T Dinh et al.||2020) and FedEM (Marfoq et al.,2021), the supervised backbone is the same as ours. Following
(Marfoq et al. [2021)), we apply MobileNet-v2 as the supervised encoder backbone for CIFAR-10 and CIFAR-100
datasets. For FEMNIST, we use a 2-layer CNN + 2-layer FFN as the encoder, that is two convolutional layers (with
3 x 3 kernels), max pooling, and dropout, followed by a 128 unit dense layer as in (Reddi et al., 2020). We use
Torchvision (Marcel & Rodriguez, |2010) to implement the MobileNet-v2.

 Dataset Split: For training, we sub-sampled 15% from FEMNIST datasets. Detailed dataset partitioning can be found
in (Marfoq et al.l 2021). The performance of our method is evaluated on the local test data on each client and we report
the average accuracy of all clients.

C.2. Convergence Plots

Figure 4] shows the evolution of average test accuracy overtime for each experiment shown in Table[2] As shown in the table
and the figure, FedGMM outperforms all the baselines. This is a result of its ability to construct personalized models based
on the joint data distribution, effectively capturing the heterogeneity of each sample across different clients.

C.3. More Results on OOD Detection

To evaluate the OOD detection performance of FedGMM we first create a federated setting of MNIST by distributing
samples with the same label across the clients according to a symmetric Dirichlet distribution with parameter 0.4, as
in (Marfoq et al., 2021). Then the overall data are equally partitioned into two sets before being further dispatched to clients.
The first set of data remains unchanged, and the second set of data is further equally partitioned into two subsets: 1) In the
first subset of data, we simulate heterogeneity of P..(x) by transforming sampled images with 90-degree rotation, horizontal
flip, and inverse (Shorten & Khoshgoftaar, 2019) (such transformations are denoted by 7°(+)); 2) In the second subset of data,
we simulate heterogeneity of P.(y|x) by altering labels of sampled images to a randomly generated permutation (denoted
by P4).

During the evaluation stage, we examine whether a model can detect a testing sample is known or novel by the following
steps: 1) we create two identical sets of test samples drawn from the same distribution of training data. The first set of
test data remains unchanged. For the second set of test data, we simulate a different set of heterogeneity of P.(x) by
transforming sampled images with a scale factor of 0.5, 90-degree rotation, and horizontal flip (Shorten & Khoshgoftaar,
2019). 2) we labeled the first set of data as in-domain data and the second set of data as out-of-domain data.

Similar to (L1iu et al., [2020), in Figure@ we visualized the normalized likelihood histogram of known and novel samples for
FedGMM, FedEM, and FedAvg. The figures indicate the likelihoods of FedGMM are more distinguishable for known and
novel samples than the baselines.

To further demonstrate the effectiveness of FedGMM, we visualized the frequency of samples w.z¢. the normalized likelihood
against P(x) and P(y|x). For perturbing P(x), we only simulated a different set of heterogeneity of P.(x) by transforming
sampled images with a scale factor of 0.8, and 90-degree rotation (Shorten & Khoshgoftaar, 2019). For perturbing P(y|x),
we only altered the labels of sampled images to a randomly generated permutation. The figures indicate the joint likelihood
of FedGMM are more distinguishable against the changes of P(xx) but slightly less distinguishable against the changes of

P(y|a).
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Figure 5. The frequency of samples w.r.t. the normalized likelihood for (a) FedAvg (b) FedEM and (c) FedGMM.
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C.4. More Results on Adaptation to Unseen Clients

As discussed, FedGMM is flexible, enabling easy inference of new clients who did not participate in the training phase. The
adaptation to unseen clients is accomplished by learning their personalized mixture weights. Such generalization only incurs
minimal computational cost. We plot the accuracy with respect to the adaptation of 7 in Figure [§]on different datasets, from

which we can see the adaptation only needs a small computational overhead.
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Figure 8. Performance of FedGMM adapting to unseen clients (CIFAR-10, CIFAR-100, and FEMNIST) w.z.¢. number of epochs.
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