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Abstract
Assessing the maturity of security practices dur-
ing the development of Machine Learning (ML)
based software components has not gotten as
much attention as traditional software develop-
ment. In this Blue Sky idea paper, we propose
an initial Machine Learning Security Maturity
Model (MLSMM ) which organizes security prac-
tices along the ML-development lifecycle and, for
each, establishes three levels of maturity. We envi-
sion MLSMM as a step towards closer collaboration
between industry and academia.

1. Introduction
The release of ChatGPT and its fast popularity greatly con-
tribute to the discussion about the role of AI in our society.
For example, several studies conducted on behalf of the
German Federal Office for Information Security1 discuss
the importance of regulations requiring industry to demon-
strate their effort in addressing Machine Learning (ML)
Security in their development practices. The last decade
of Adversarial Machine Learning (AML) research (Biggio
& Roli, 2018; Cinà et al., 2022) introduced multiple at-
tacks and defense strategies. While attackers seem to use
publicly-available resources (Tidjon & Khomh, 2022), mul-
tiple interviews with ML practitioners show that the industry
is ill-prepared to handle potential attacks to its ML-based
systems (Kumar et al., 2020) and reluctant to introduce se-
curity measures. In a few instances, AML researchers have
directly approached industry practitiones (Boenisch et al.,
2021; Mink et al., 2023; Grosse et al., 2023), conducted
more realistic (e.g., in vivo) studies (Apruzzese et al., 2022),
and proposed actionable ML development models incorpo-
rating security measures (Zhang & Jaskolka, 2022). In the
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traditional software development community, the need for
companies evaluating and incorporating security in their
lifecycle has been addressed by several security maturity
models (Teodoro & Serrao, 2011; Lipner, 2004; Weir et al.,
2021). Nevertheless, besides the heavyweight ISO21827,
there is a lack of ML security maturity models studied in
academia and adopted in the industry. Based on the perspec-
tive regulations, attackers using AML, and the current low
awareness about it in the industry based on empirical evalu-
ations, we propose a lightweight domain-agnostic Machine
Learning Security Maturity Model (MLSMM ). The goals of
the model are to i) evaluate the state-of-practice concerning
the security of ML-development process within an organi-
zation, ii) support the organization in creating a roadmap to
improve and prioritize their ML security stance in specific
areas, and iii) increase ML security awareness across differ-
ent teams (e.g., developers, architects, quality assurance).
MLSMM is based on the established Security Assurance Ma-
turity Model (SAMM2) proposed by the Open Worldwide
Application Security Project (OWASP) and the Adversarial
Threat Landscape for Artificial Intelligence Systems (AT-
LAS) taxonomy3 by MITRE. We foresee that MLSMM will
reduce the gaps between academia and industry fostering
closer collaboration in which the first develops supportive
tools and the latter provides real case scenarios, data, and
study validation opportunities. Additionally, the roadmap
MLSMM can represent a starting point for compliance and
certification procedures in the future.

OWASP SAMM is a state-of-practice maturity model fa-
cilitating the measurement, analysis, and improvement of
software products’ security and addressing essential stages
in the software development process. Its content is based on
the experience and domain knowledge of industry security
experts (Brasoveanu et al., 2022). Software engineering
for ML follows a different development process than tra-
ditional software products. Accordingly, for developing
MLSMM , we follow Amerishi et al.’s ML workflow (Amer-
shi et al., 2019) consisting of nine stages being categorized
as either model-oriented (i.e., model requirements, feature
engineering, training, evaluation, deployment, and monitor-
ing) or data-oriented (i.e., collection, cleaning, and labeling).
MITRE ATLAS is a taxonomy associating activities to mit-

2https://owaspsamm.org/
3https://atlas.mitre.org/
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Table 1. Excerpt of the proposed Machine-Learning Security Maturity Model.

ML Phase Security Practice Level 1 Level 2 Level 3

Model Training
Model Hardening

https://atlas.mitre.org/mitigations/AML.M0003/
Model harden-
ing is performed
based on best-
efforts (e.g.,
simple defense
against model
erosion)

Model harden-
ing is standard-
ized within the
organization

Models are
proactively
hardened within
the organization

Use Ensemble Methods
https://atlas.mitre.org/mitigations/AML.M0006

Simple ensem-
ble models
(e.g., voting) are
introduced

Ensemble ap-
proaches are
introduced or
removed based
on specific
threats against
the model

Ensembles are
continuously
shuffled to avoid
leaking informa-
tion to attackers

igate attacks to real-world adversary tactics (Zhang et al.,
2023).

2. MLSMM Prototype
MLSMM combines state-of-practice maturity evaluation tech-
niques for software product security with state-of-the-art
mitigation techniques assigned to particular stages within
the ML development process. Following OWASP SAMM,
our proposed MLSMM is prescriptive in nature—i.e., it pro-
vides high-level guidance and advices to an organization—
rather than descriptive—i.e., providing a summary of what
other organizations do.4 Table 1 presents an excerpt from
the Model Training phase of ML-components development.
The model is hierarchical; it starts with the nine phases of
ML development (Amershi et al., 2019) each with a variable
number of security practices from MITRE ATLAS associ-
ated with them. Each security practice has three possible
maturity levels where the activities on a lower level are typi-
cally easier to execute and require less formalization than
the ones on a higher level. At this initial stage, MLSMM con-
sists of 19 practices. A complete draft is available on the
project website. 5 Similarly to SAMM, we propose a sim-
ple questionnaire measuring the maturity levels. We use
ordinal-value answers to assess how well an organization
fulfills the activities associated with a level. Based on the
example in Table 1, an organization reaches Maturity Level
1 in Model Hardening once it performs activities such as
adversarial training and network distillation. However, these

4For an example of descriptive security maturity model see
BSIMM https://bsimm.com

5https://anonymous.4open.science/r/
MLSMM-EA81/

activities are performed ad-hoc and in an unstructured fash-
ion 6. The organization reaches the next level once the
answers to the questionnaire show evidence that hardening
is a standardized practice for every model. The final level
implies that model hardening is part of the model training
process by design rather than done in reaction to specific
events. In Table 1, the next security practice assessed for
Model Training is Use Ensemble Methods. The lowest matu-
rity level indicates the presence of simple ensemble methods
introduced during training without providing any security
context. Level 2 is reached once the use of ensemble meth-
ods is grounded in security activities identified before model
development, such as threat modeling. At Maturity Level
3, the organization continuously applies ensemble method
shuffling to avoid information leakage. MLSMM does not
insist that an organization achieves the maximum maturity
in every category as each organization should determine the
target level, for each Security Practice, that best fits their
needs.

3. Conclusion and Future Work
We presented our idea for MLSMM —an actionable, domain-
and model-agnostic security maturity model to assess ML
components developments based on existing industrial prac-
tices and procedures. Our next steps are i) expand the
model to cover additional ML security practices not in-
cluded within MITRE ATLAS, ii) create a questionnaire to
gather evidence to instantiate the model in practice, iii) vali-
date the model and questionnaire with our industry partners
regarding their usefulness and usability.

6A maturity level of zero indicates the complete lack of such
activities
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