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Abstract
Despite the impressive performance recently
achieved by automatic speech recognition (ASR),
we observe two primary challenges that hinder its
broader applications: (1) The difficulty of intro-
ducing scalability into the model to support more
languages with limited training, inference, and
storage overhead; (2) The low-resource adaptation
ability that enables effective low-resource adapta-
tion while avoiding over-fitting and catastrophic
forgetting issues. Inspired by recent findings, we
hypothesize that we can address the above chal-
lenges with modules widely shared across lan-
guages. To this end, we propose an ASR frame-
work, dubbed Master-ASR, that, for the first time,
simultaneously achieves strong multilingual scal-
ability and low-resource adaptation ability thanks
to its modularize-then-assemble strategy. Specifi-
cally, Master-ASR learns a small set of generaliz-
able sub-modules and adaptively assembles them
for different languages to reduce the multilingual
overhead and enable effective knowledge transfer
for low-resource adaptation. Extensive experi-
ments and visualizations demonstrate that Master-
ASR can effectively discover language similarity
and improve multilingual and low-resource ASR
performance over state-of-the-art (SOTA) meth-
ods, e.g., under multilingual-ASR, our framework
achieves a 0.13∼2.41 lower character error rate
(CER) with 30% smaller inference overhead over
SOTA solutions on multilingual ASR and a com-
parable CER, with nearly 50 times fewer trainable
parameters over SOTA solutions on low-resource
tuning, respectively.

1. Introduction
Recent breakthroughs in deep neural networks (DNNs) have
significantly advanced the performance of automatic speech
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recognition (ASR) in various applications under monolin-
gual scenarios equipped with sufficient resources (i.e., suffi-
cient labeled training data) (Hsu et al., 2021; Baevski et al.,
2020; Ao et al., 2021; Babu et al., 2021; Conneau et al.,
2020). However, how to achieve comparable performance
under more practical situations where there are fewer re-
sources available, and multiple target languages need to
be simultaneously supported, still remains an open ques-
tion (Babu et al., 2021; Yadav & Sitaram, 2022). Specifi-
cally, there are two critical challenges:
The multilingual scalability: An ideal ASR system should
be able to support multiple languages, while avoiding
excessive overhead in terms of the training, inference, or
model storage cost when the number of supported languages
increases (Yadav & Sitaram, 2022). To avoid the need
for training completely different models for different lan-
guages (Babu et al., 2021; Conneau et al., 2020), the major-
ity of existing works either introduce an adapter-like module
to adapt the pretrained model to different languages with
fewer additional model parameters (Le et al., 2021; Hou
et al., 2021; Fu et al., 2022), or use a much larger model
with a dedicated training recipe to increase the model capac-
ity and cater to more complex multilingual ASR tasks (Li
et al., 2021; 2022; Pratap et al., 2020). However, these
approaches either require the model to be tuned for each
language separately, resulting in high training costs (Le
et al., 2021; Hou et al., 2021; Fu et al., 2022), or result in a
significant increase in inference cost due to the larger model
size (Li et al., 2021; 2022; Pratap et al., 2020).
The low-resource adaptation ability: Given the limited
training data from low-resource languages (e.g., less than
one hour per language as in (Fu et al., 2022)), effectively
adapting the ASR model to target low-resource languages
has been a long-lasting challenge in ASR. Existing attempts
to address this challenge involve leveraging learned knowl-
edge from pretrained models. In addition to directly tun-
ing a pretrained model to low-resource languages (Hsu
et al., 2021; Baevski et al., 2020; Conneau et al., 2020),
techniques such as utilizing more data from other modali-
ties (Zheng et al., 2021; Du et al., 2022; Liang et al., 2020),
meta-learning (Hsu et al., 2020), and parameter-efficient
tuning (Fu et al., 2022; Hou et al., 2021) are also used to
further improve low-resource adaptation ability. However,
how to better utilize the learned knowledge and avoid the
issues of over-fitting (Hou et al., 2021; Cai et al., 2014) and
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catastrophic forgetting (Winata et al., 2020; Kessler et al.,
2021) during adaptation remains an open research question.
Inspired by recent findings on the high similarity between
ASR models trained for different languages (Fu et al., 2022;
Lai et al., 2021), we hypothesize that despite the differences
between two languages, there is still sufficient similarity at
a certain level (e.g., two languages may have significantly
different phonemes but share similar morphemes), which
can be leveraged to train generalizable sub-modules that
can be shared across multiple languages. This approach has
the potential to address both of the aforementioned chal-
lenges in ASR systems by sharing such sub-modules across
different groups of languages at different layers. By adap-
tively combining different sub-modules, (1) the model’s
capacity can be improved to satisfy the need for a com-
plex large-scale multi-lingual ASR system at limited train-
ing/inference/storage cost, and (2) the learned knowledge
in such sub-modules can be effectively shared with new
low-resource languages, avoiding the issues of over-fitting
and catastrophic forgetting.
Based on the above hypothesis and analysis, we make the
following contributions in this paper:
• We propose an ASR framework, dubbed Master-ASR,

which addresses the aforementioned bottleneck challenges
in multilingual ASR through a modularize-then-assemble
approach. Specifically, Master-ASR learns (1) a set of
generalizable sub-modules, with each sub-module spe-
cializing in a different sub-task; (2) an assembly strategy
that maps each supported language to the corresponding
generalizable sub-modules in an end-to-end manner.

• We propose an efficient and effective low-resource adap-
tation approach in our Master-ASR framework by only
learning a new reassembly strategy for pretrained sub-
modules without changing the sub-modules themselves.
This approach avoids the catastrophic forgetting issue by
preserving the pretrained sub-modules during adaptation
and avoids the over-fitting issue by reassembling the sub-
modules, which enforces strong regularization.

• Extensive experiments and visualizations validate that
Master-ASR can effectively alleviate the aforementioned
bottleneck challenge in ASR. In particular, Master-ASR
can discover language similarity and improve multilingual
and low-resource ASR performance over state-of-the-art
(SOTA) methods, e.g., a 0.13∼2.41 lower character er-
ror rate (CER) with 30% less inference overhead over
SOTA solutions on multilingual ASR and a comparable
CER with nearly 50 times fewer trainable parameters over
SOTA solutions on low-resource tuning, respectively.

2. Related Works
2.1. Multilingual ASR
Equipping ASR systems with the ability to deal with mul-
tilingual inputs without excessive training, inference, and

storage overhead is a critical challenge in ASR (Yadav &
Sitaram, 2022; Toshniwal et al., 2018; Pratap et al., 2020;
Li et al., 2021). Existing multilingual ASR models mostly
follow the pretraining-then-finetune pipeline (Babu et al.,
2021; Baevski et al., 2020; Hsu et al., 2021) where the
model is first pretrained on a large multilingual dataset
in a self-supervised manner and then tuned to target lan-
guages (Conneau et al., 2020; Babu et al., 2021; Hsu et al.,
2021). However, the above pipeline is only effective when
there are a limited number of languages. To support more
languages, one natural way is to train a dedicated model for
each language, which however will lead to training and stor-
age costs that are proportional to the number of languages.
As such, most of the existing methods either add a low-cost
language-specific module to tune the model for each lan-
guage (Fu et al., 2022; Hou et al., 2021; Le et al., 2021),
or use a larger model with higher capacity and a dedicated
training recipe to support more complex multilingual ASR
tasks (Li et al., 2021; 2022; Pratap et al., 2020). However,
these approaches either introduce additional training costs to
tune the language-specific module on each target language
or lead to increased inference costs due to the increased
model size. Recent works try to use different modules for
different languages; for example, (Nguyen et al., 2022) pro-
poses to use language-specific fully-connected layers in the
feed-forward network with a shared attention module to
support multilingual processing, while (Pham et al., 2022)
proposes to use the weight factorization method to generate
a set of language-specific weights with a shared 1-rank base.
Despite these efforts, existing works fall short of alleviat-
ing the aforementioned bottleneck challenge of multilingual
scalability, motivating our exploration in this direction.

2.2. Low-resource Adaptation in ASR
Exploring how to adapt an ASR model to a new language
with limited labeled training data (low-resource language)
is a long-standing challenge (Chen & Mak, 2015; Deligne
et al., 2001; Miao et al., 2013). The key bottlenecking issues
in low-resource adaptation are over-fitting (Hou et al., 2021;
Cai et al., 2014) and catastrophic forgetting (Winata et al.,
2020; Kessler et al., 2021). Existing explorations can be
categorized into three directions: (1) Constructing a bet-
ter pretrained ASR model with more generalizable learned
features and thus providing low-resource adaptation with a
better starting point (Baevski et al., 2020; Babu et al., 2021;
Ao et al., 2021; Du et al., 2022; Zheng et al., 2021); (2)
Freezing the pretrained ASR model weights and introducing
an additional module to adapt the ASR model to the target
low-resource language, with commonly used modules in-
cluding adapter tuning (Hou et al., 2021; Le et al., 2021;
Cao et al., 2022) and mask tuning (Fu et al., 2022; Lai et al.,
2021); (3) Leveraging meta learning (Nichol et al., 2018;
Finn et al., 2017) to generate a better initialization with a
few data samples that have better adaptation ability (Kahn
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et al., 2019; Li et al., 2019), with (Li et al., 2020; Zhu
et al., 2021) in particular, proposing to exploit the phoneme
characteristics of different languages as prior knowledge to
guide the prediction, providing a novel view in combining
learning-based methods (Graves et al., 2013) with statistical
methods (Ali et al., 1999). However, these methods are
still limited in handling both the catastrophic forgetting and
over-fitting issues that arise during low-resource tuning of
ASR. In particular, although freezing the pretrained ASR
model weights and introducing an additional module (Hou
et al., 2021; Le et al., 2021; Cao et al., 2022; Fu et al., 2022)
has the potential to overcome over-fitting and catastrophic
forgetting issues by learning a combination of modules dur-
ing tuning, its effectiveness in ASR is limited by the lack of
an effective and efficient module design (Hou et al., 2021;
Pham et al., 2022).

2.3. Modular Models
Modular models learn a set of modules and a mapping
strategy during training. This enables them to flexibly
adopt appropriate modules for different input data or target
tasks (Kirsch et al., 2018; Ponti et al., 2022; Crawshaw,
2020; Pan & Rajan, 2020). For example, (Kirsch et al.,
2018) proposes a training method to effectively train a large
model consisting of multiple modules and adaptively select-
ing different modules based on different given inputs and
(Ponti et al., 2022) proposes a novel model architecture to
learn a set of LoRA adapters (Hu et al., 2021) in a language
model to simultaneously support multiple neural language
processing tasks by adaptively selecting different combi-
nations of LoRA adapters for different tasks. The merits
of such models are two-fold: (1) They improve model ca-
pacity without increasing inference cost; (2) They help to
decompose difficult tasks into simple sub-tasks, alleviating
the learning difficulty and thus improving the achievable
task accuracy (Kirsch et al., 2018; Ponti et al., 2022). Mo-
tivated by this, we hypothesize that such principles can be
leveraged to improve both the multilingual scalability and
low-resource adaptability of ASR systems. To the best of
our knowledge, we are the first to explore the leveraging of
the concept of modular models in designing scalable and
data-efficient multilingual ASR models.

3. Our Proposed Master-ASR Framework
3.1. Problem Formulation
We aim to develop a framework that can handle scalable
multilingual ASR, while also supporting a data-efficient ex-
tension to low-resource languages. The problem we aim to
solve can be described as follows: Given an initial training
dataset L consisting of L languages, we aim to develop an
ASR model that can support all L languages while also hav-
ing the capability to support new low-resource languages
without forgetting the previous L languages. The latter
means that given a new language l′, we can tune the model
with only the data from l′ to enable the model simultane-
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Figure 1. An illustration of (a) a vanilla pretrained model; (b) a
Master-ASR model built on top of the vanilla pretrained model by
replacing the corresponding vanilla QKV or Projection layer with
a new one, Artisan Layer.

ously to support all the languages in the joint set L ∪ l′.

3.2. Drawn Inspirations from Previous Works
Recent advances in mask tuning techniques show that learn-
ing a set of masks on top of a self-supervised learning (SSL)
pretrained ASR model can achieve promising recognition ac-
curacy on monolingual ASR tasks (Fu et al., 2022; Lai et al.,
2021). Interestingly, these works find that masks learned
for different languages share a high similarity. For example,
learned masks for English, Spanish, and Russian all have
more than 0.9 cosine similarity with each other (Fu et al.,
2022; Lai et al., 2021). This inspires us to think: Despite
inherent differences among different languages, there is a
potential to process different languages with highly similar
modules. Although there exists such high similarity, exist-
ing methods still require independent training of different
sets of masks for different languages, leading to non-trivial
training and storage overhead in multilingual ASR scenar-
ios and hindering low-resource ASR tuning from inheriting
other languages’ learned knowledge (Fu et al., 2022; Lai
et al., 2021). On the other hand, linguistic studies show
that different languages share similarities at various levels.
For example, Hebrew and Arabic share a high syntactic
similarity but low phonetic similarity, while Spanish and
Italian share a high phonetic similarity but low syntactic
similarity (Campbell, 2008).

Motivated by the observations above, we aim to investigate
if we can leverage such similarities (i.e., modular similarity
and linguistic similarity) to adaptively share certain parts
of an ASR model across languages. Specifically, our hy-
pothesis is that there is a potential to first construct a set
of generalizable sub-modules and then select a different
combination of these sub-modules for different languages.

3.3. Master-ASR: Overview
Inspired by the aforementioned intriguing hypothesis, we de-
velop our Master-ASR framework that can adaptively share
certain sub-modules across different languages. As shown
in Fig. 1, we replace the QKV and Projection layers in
self-attention modules of a vanilla transformer with our pro-
posed Artisan Layer (see Fig. 2 and Sec. 3.4). The purpose
of the Artisan Layer is to learn shared weights across all the
languages in the tuning dataset L, while allowing different
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Figure 2. Block diagram of the proposed Artisan Layer and our
proposed two-stage training pipeline: (a) Training Artisan Layer
for scalable multilingual ASR, where we aim to learn (1) a mapping
matrix T and (2) a set of Specialist Scores {Mk}(k ∈ [K]), where
K = 4 in this example, and tune (3) the corresponding pretrained
weights of the QKV or Projection layer; (b) Tuning Artisan Layer
for low-resource ASR, where we aim to support a new language by
only inserting and tuning a new row in the mapping matrix while
freezing all other parameters in the Artisan Layer.

languages to select different sub-modules. Specifically, each
Artisan Layer consists of three sets of parameters: (1) The
pretrained weights inherited from the corresponding original
QKV and Projection layer; (2) A set of Specialist Scores,
each of which is of the same shape as the corresponding pre-
trained weights and can be adaptively combined to generate
binary masks applied on top of the pretrained weights; (3)
A language-Specialist Score mapping matrix, of which the
non-zero elements indicate the Specialist Scores (i.e., the
corresponding mask scores) for a target language. Further-
more, to effectively train the above modules and matrices,
Master-ASR integrates a two-stage training pipeline to (1)
achieve multilingual ASR on dataset L, i.e., the multilingual
scalability (see Fig. 2 (a) and Sec. 3.5) and then (2) tune
the trained multilingual ASR model on the newly added
low-resource language l′, i.e., the low-resource adaptation
ability. In this way, Master-ASR enables the trained model
to extend the learned languages from multilingual dataset L
to the joint set L ∪ l′ with minimal training, inference, and
storage overhead (see Fig. 2 (b) and Sec. 3.6).

3.4. Master-ASR: The Artisan Layer
In this subsection, we introduce the key building block, the
Artisan Layer, in Master-ASR. As discussed in Sec. 3.2, we
aim to design the Artisan Layer to fulfill two criteria: (1) It
incorporates efficient sub-modules capable of adapting the
outputs of the designed ASR model to different languages;
(2) It can share these sub-modules adaptively across differ-

ent languages based on their characteristics. In particular,
the above two criteria are implemented on top of a vanilla
QKV or Projection layer. As shown in Fig. 2 (a), the Artisan
Layer first uses a mapping matrix T to guide the adaptive
summation of Specialist Scores to generate a distinct set
of binary masks for different target languages. After that,
Artisan Layer applies these generated binary masks to the
pretrained weights of the corresponding QKV or Projection
layer, adapting the model to different target languages.

Formally, the design of the Artisan Layer can be described
as follows: Given a QKV or Projection layer with a weight
tensor W ∈ Rcin×cout , where cin and cout are the num-
ber of input and output channels, respectively, the Ar-
tisan Layer introduces two additional components: (1)
A set of K Specialist Scores with each Specialist Score
Mk ∈ Rcin×cout(k ∈ [K]; K is a hyperparameter in
Master-ASR); (2) A mapping matrix T ∈ RL×K , where the
non-zero elements in T indicate which Specialist Scores to
use for the corresponding target language in L. For a given
language l, the Artisan Layer first generates the correspond-
ing mask score Sl by summing over a selected subset of the
Specialist Scores, i.e.,

Sl =

K∑
k=1

Mk × 1σ(T [l,k])>0.5, (1)

where 1f(.) is an indicator function conditioned on f(.) and
σ(.) is the Sigmoid function. Then for a target language
l, given a preset sparsity ratio t (e.g., t = 30%, which is a
hyperparameter in Master-ASR), the corresponding binary
mask Bl ∈ {0, 1}cin×cout is generated as follows.

Bl = 1Sl>r, (2)

where r is the ⌈(1− t)× cin × cout⌉-th largest element in
Sl and ⌈.⌉ is the ceiling operator. Finally, the weight tensor
Wl of the corresponding Artisan Layer is generated with

Wl = W ⊙Bl, (3)
where ⊙ is the element-wise product operator.

3.5. Master-ASR: Training Towards Scalable
Multilingual ASR

In the multilingual ASR training stage, we aim to train
the Master-ASR model to simultaneously achieve decent
accuracy for all the L languages. Our training objective can
be described as follows:

min
W,T ,M

∑
l∈L

∑
(x,y)∈Dl

J (f(x;W, T ,M), y) , (4)

where J (.) is the Connectionist Temporal Classification
(CTC) loss, (x, y) are the audio inputs and corresponding
transcriptions of training dataset Dl corresponding to lan-
guage l, and f(.) is the Master-ASR model parameterized
by its three sets of parameters (1) W (the total set of vanilla
Transformer weights), (2) T (the total set of mapping matri-
ces), and (3) M (the total set of Specialist Scores).
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While the above objective in Eq. 4 can be optimized in an
end-to-end manner, effectively training the Artisan Layer
towards its maximum potential is still a non-trivial task. In
particular, there are two challenges: (1) Collapse of T : A
recent work shows that training a modular model with a
mapping matrix can be problematic, as certain T ∈ T may
collapse into a high entropy or non-sparse distribution (Ponti
et al., 2022). This issue hinders the model from learning
distinct features across different modules (e.g., Specialist
Scores in Fig. 2), and thus, its capability to generate suffi-
ciently different outputs for different languages; (2) Mask
convergence: Recent works indicate that mask tuning re-
quires a low-noise condition (Lai et al., 2021; Fu et al.,
2022), thus making it difficult to learn an optimal set of
masks when the mapping matrix T undergoes rapid changes
during training. To tackle the two challenges above, Master-
ASR integrates the following techniques.

To tackle (1) collapse of T , we manipulate the learning rate
and the update frequency of all elements in T . Specifically,
we increase the learning rate of all T ∈ T to be larger
than all other parameters in Master-ASR (see Fig. 2) by α
times, and only update T ∈ T every β iterations while all
the other parameters are updated in each iteration. With
a higher learning rate for T , we aim to facilitate decisive
selection of Specialist Scores during training, e.g., given a
Specialist Score Mk and a target language l, σ(T [l, k]) ≈ 0
or σ(T [l, k]) ≈ 1. We empirically observe that doing so can
avoid Master-ASR from frequently alternating between se-
lecting and deselecting a specific Specialist Score for a given
language in consecutive updates, as shown in Table 8. Such
frequent switching could prevent the corresponding Spe-
cialist Score from effectively learning a language-specific
representation. On the other hand, the lower update fre-
quency for T can enable the selected Specialist Scores to
undergo several updates before updating T . Our observation
is that it can increase the standard deviation of T , suggesting
T can better determine the optimal selection of Specialist
Scores for each language, as shown in Table 8.

To tackle (2) mask convergence, a widely adopted strategy
that can alleviate the mask convergence issue is to adopt a
prune-then-grow pipeline (Lai et al., 2021; Jaiswal et al.,
2022; Liu et al., 2022). This pipeline first prunes less im-
portant weight elements by setting them to zero and then
tunes the full model including these zeroed-out weight el-
ements, providing them with a chance to grow back (Lai
et al., 2021; Jaiswal et al., 2022; Liu et al., 2022). However,
it is not straightforward to adopt this pipeline in Master-
ASR because its Master-ASR model generates a distinct
set of binary masks for each target language, i.e., having
a total of L sets of binary masks. Directly setting the less
important weight elements to zero based on one set of binary
masks will sabotage other sets of binary masks. To address
this, we propose an iterative update strategy, where we alter-

nate between updating W and M every γ iterations. This
strategy can not only train M to produce effective binary
masks for different languages, but also adjust W to better
accommodate the binary masks generated by M, as shown
in Table 9.

3.6. Master-ASR: Tuning on Low-resource Languages
In this section, we elaborate on how to leverage the trained
multilingual Master-ASR model above in a low-resource
tuning scenario. As mentioned in Sec. 2.2, existing works
need to either tune a full model (Baevski et al., 2020;
Babu et al., 2021) or train language-specific modules from
scratch (Fu et al., 2022; Hou et al., 2021) to support a new
low-resource language l′. Both have been shown to eas-
ily suffer from over-fitting and catastrophic forgetting is-
sues (Hou et al., 2021; Cai et al., 2014; Winata et al., 2020;
Kessler et al., 2021). In contrast, in Master-ASR, the learned
Specialist Scores in each Artisan Layer (see Sec. 3.5) pro-
vide a novel design knob to support l′. Specifically, this
is achieved by learning a new combination of Specialist
Scores in each Artisan Layer, i.e., inserting and optimizing
an additional row in each mapping matrix T ∈ T .

Formally, during tuning, we first freeze all the parameters
in the trained Master-ASR model to preserve the knowl-
edge learned from all the L languages and then add two
additional sets of parameters to the Master-ASR model: (1)
A randomly initialized classification layer W ′

cls for better
adapting to the characteristics of language l′ and (2) an ad-
ditional row T ′ to be added to each of the mapping matrices,
i.e., extending T ∈ T to [T T ′] ∈ T ′, where T ′ represents
the learnable Specialist Scores combination strategy for l′

and T ′ is the total set of extended mapping matrices. Given
the training dataset D′ corresponding to language l′, we aim
to optimize the following object in this stage,

min
T ′,W ′

cls

∑
(x,y)∈D′

J (f(x;W ∪ {W ′
cls}, T ′,M), y). (5)

Thanks to our Artisan Layer design, the low resource tun-
ing in Master-ASR (i.e., the optimization of Eq. 5) can be
differentiably updated in an end-to-end manner.

4. Experiments
4.1. Experiment Settings
Datasets and models: Datasets. We evaluate Master-ASR
using a subset of the widely used large-scale CommonVoice
dataset (Ardila et al., 2019). Specifically, this subset com-
prises 51 languages, each of which contains one hour of
training data and one hour of validation data, to train our
multilingual ASR model as described in Sec. 3.5. Further-
more, we collect an additional dataset consisting of six
languages, with 10 minutes of training data and 10 minutes
of validation data for each language, to evaluate the per-
formance of low-resource tuning as discussed in Sec.3.6.
Models. We implement Master-ASR and baseline meth-
ods on a pretrained XLSR-53 (Conneau et al., 2020) model
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Table 1. Benchmarking our Master-ASR with SOTA multilingual ASR solutions. The accuracy of each language is measured in terms
of CER, and the reported inference, training, and storage overhead are normalized to separate weight tuning. Column ”All-avg” is the
average CER achieved over 51 languages in our multilingual dataset. It is worth noting that all methods, except the Separate Weight
Tuning baseline, in this table adopt a shared multilingual model to process all languages.

Method Inference Training Storage de zh es tt ru it ky tr sv-SE fr All-avg

Separate Weight Tuning 1x 1x 1x 14.45 21.53 9.59 10.11 14.77 9.99 14.63 10.33 18.22 22.63 12.71
Shared Weight Tuning 1x 0.57x 0.02x 23.43 31.15 14.33 16.29 22.47 14.75 20.64 16.39 27.81 32.10 19.48

(Fu et al., 2022) 0.8x 0.57x 0.05x 25.12 34.38 16.01 18.64 23.90 15.31 22.2 18.52 29.06 36.73 22.10
(Pham et al., 2022) 1x 0.57x 0.02x 18.51 25.39 12.06 12.21 19.84 12.64 19.04 13.23 23.56 29.37 16.65

(Nguyen et al., 2022) 1x 0.57x 0.67x 16.77 23.94 10.35 10.71 16.59 11.31 15.54 11.48 20.86 25.81 14.37
Master-ASR-Adapter 1.02x 0.57x 0.04x 18.27 25.09 11.88 12.04 19.78 12.56 18.36 13.19 23.67 28.59 17.35

Master-ASR 0.7x 0.57x 0.04x 16.31 23.53 10.14 10.67 15.98 10.84 15.49 11.08 20.54 25.52 14.24

without using a language model, such as a 4-gram language
model (Heafield et al., 2013), to ensure a fair comparison.
XLSR-53 is pretrained on 53 languages in an SSL manner.
It is worth noting that the six-language low-resource tun-
ing dataset we collected does not overlap with the dataset
used for XLSR-53 pretraining or the collected 51-language
multilingual dataset.

Multilingual ASR training settings: We design our train-
ing recipe following the training schedule used in Baevski
et al. (2020). Specifically, we train models for 100k itera-
tions on 36 GPUs using an Adam optimizer with an initial
learning rate of 5e-5 and a tri-stage schedule for all modules
except T . Unless stated otherwise, we set t = 0.3, α = 10,
β = 5, and γ = 5, 000.

Low-resource fine-tuning settings: We follow the settings
in Conneau et al. (2020) to tune models on low-resource
languages. Specifically, we tune models for 20k iterations
with an Adam optimizer and an initial learning rate of 5e-5
plus a tri-stage schedule (Baevski et al., 2020). During the
tuning process, we first freeze the mapping matrix T and
only tune the classification layer W ′

cls for 2k iterations.
Subsequently, we incorporate T into the tuning process and
update it along with W ′

cls and biases in each layer. We set
the learning rate of T to be the same as other modules.

Baselines and evaluation metrics: Our baselines include
SOTA ASR solutions and different competitive variants of
our proposed method. Specifically, for multilingual ASR,
we consider a total of six baselines: (1) Two vanilla weight
tuning methods (i.e., directly updating weight elements in a
differentiable manner) on top of a weight-shared model and
separate models across different languages, respectively; (2)
Two SOTA modular-based multilingual ASR systems Pham
et al. (2022) and Nguyen et al. (2022); (3) Two variants of
our proposed method, i.e., a variant that learns only one
mask for each layer, as in Fu et al. (2022), and another vari-
ant that uses the SOTA speech adapter (Le et al., 2021) in
the Artisan Layer instead of our proposed Specialist Score,
dubbed Master-ASR-Adapter. For low-resource tuning, we
consider three baselines: vanilla weight tuning, mask tun-
ing (Fu et al., 2022), and tuning with the SOTA speech
adapter (Le et al., 2021). For evaluation metrics, we com-

Table 2. Benchmarking our Master-ASR on low-resource tuning
with SOTA solutions. Each language is trained with only 10-min
data. “Param.” indicates the number of trainable parameters.

Method Param. sr gn ha pa or myv Avg.

Weight Tuning 301M 29.37 22.14 31.05 25.28 30.17 28.35 27.52
Mask Tuning (Fu et al., 2022) 301M 25.14 20.31 27.62 22.83 26.72 25.99 24.77

Adapter Tuning (Le et al., 2021) 25M 26.37 21.16 28.74 23.69 27.52 27.31 25.80

Ours 0.62M 26.01 20.72 28.36 22.97 27.04 26.48 25.26
Ours + ft 301M 25.23 20.28 27.51 22.75 26.64 25.86 24.71

Table 3. Validating Master-ASR’s multilingual scalability on the
multilingual dataset with additional Arabic dialects.

Training Data Multilingual w/o ar dialect Multilingual w ar dialect

Split ar non-ar Avg ar and dialect non-ar Avg

Shared Weight Tuning 27.73 19.93 20.08 22.61 20.21 20.42
(Fu et al., 2022) 29.18 22.77 22.90 25.11 23.02 23.20

(Pham et al., 2022) 25.24 17.40 17.55 20.14 17.62 17.84
(Nguyen et al., 2022) 23.87 15.16 15.33 18.62 15.31 15.60

Ours 23.26 14.65 14.81 18.21 14.63 14.94

prehensively evaluate our method from different aspects: (1)
The achievable accuracy measured with character-error-rate
(CER); (2) The training cost calculated as the product of
the number of GPUs and the number of iterations; (3) The
inference cost in terms of the required floating-point opera-
tions (FLOPs); (4) The storage cost quantified by the space
needed to store the multilingual ASR model that supports L
languages; (5) The total number of trainable parameters.

4.2. Benchmark Master-ASR with SOTA ASR Systems
Benchmark on multilingual ASR. We begin by evaluating
the capability of Master-ASR in multilingual ASR, compar-
ing it with SOTA systems (Pham et al., 2022; Nguyen et al.,
2022; Fu et al., 2022) and a variant of Master-ASR , namely
the aforementioned Master-ASR-Adapter. As shown in Ta-
ble 1, Master-ASR consistently outperforms all multilingual
ASR baselines, achieving higher recognition accuracies with
a CER reduction ranging from 0.13 to 7.86. Moreover, al-
though separate weight tuning yields the lowest CER, its
training and storage costs are excessively high. This necessi-
tates multilingual ASR systems, among which Master-ASR
achieves a triple-win in terms of recognition accuracy, train-
ing/inference speed, and required storage.

It is worth noting that when compared with the recently
proposed SOTA multilingual ASR system (Nguyen et al.,
2022), our Master-ASR surpasses it in all aspects, including
a 0.13 lower CER, 30% less inference latency, and 16 times
less storage overhead. We attribute this improvement to
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Figure 3. Visualize the cosine similarity of learned language Specialist Score mapping at different transformer blocks. We split the model
evenly into four parts, with each part consisting of six transformer blocks. We number these blocks from shallow to deep with 1 to 24.

the following factors: (1) Master-ASR adaptively combines
different Specialist Scores for different target languages,
while (Nguyen et al., 2022) uses separate weights for each
target language. Such an adaptive sharing approach utilized
by Master-ASR could act as a regularizer, encouraging the
model to learn features that are more generalizable across
languages, resulting in reduced over-fitting on the training
data; (2) While (Nguyen et al., 2022) directly updates model
weights, Master-ASR incorporates the benefits of mask tun-
ing methods observed in previous works (Fu et al., 2022).
Specifically, a recent work by Fu et al. (2022) has shown that
mask tuning can reduce over-fitting, resulting in improved
accuracy on ASR tasks. This is achieved by making slight
adjustments to the model connections, thereby alleviating
the risk of excessively undermining the learned features
during pretraining.
Furthermore, we compare Master-ASR with its variant
Master-ASR-Adapter. As shown in Table 1, Master-ASR
achieves a 3.11 lower CER on average than Master-ASR-
Adapter, indicating the superiority of our mask-based design
over adapter-based ones.

Benchmark on low-resource adaptation. We further eval-
uate the low-resource tuning performance of Master-ASR
on six languages, each with only 10 minutes of training data.
As shown in Table 2, we observe that although Master-ASR
only adjusts the learned combination of Specialist Scores, it
achieves a 0.54∼2.26 lower CER than vanilla weight tuning
and adapter tuning (Le et al., 2021). This indicates that dur-
ing the training process on our collected multilingual dataset,
the learned Specialist Scores in Master-ASR extract gener-
alizable features from the training languages, enabling fast
adaptation to low-resource languages that have never been
seen. As such, compared to directly updating the model
weights, learning a combination of generalizable features of-
fers strong regularization, avoiding the commonly observed
issues of over-fitting and catastrophic forgetting (Winata
et al., 2020; Kessler et al., 2021; Hou et al., 2021; Cai et al.,
2014).

When compared with the SOTA low-resource tuning
method, mask tuning (Fu et al., 2022), Master-ASR ex-

C
ER

Number of Specialist Modules K

C
ER

Sparsity ratio t
(a) (b)

Figure 4. Validating the achieved CER of Master-ASR under dif-
ferent (a) t and (b) K on the multilingual dataset.

hibits a slightly worse CER despite reducing the number
of trainable parameters by nearly 50 times compared to
mask tuning. We hypothesize that this discrepancy arises
because Master-ASR encodes generalizable features across
multiple languages, leading to decent accuracy in multi-
lingual ASR. However, this generalization capability may
compromise the achievable accuracy in a specific language.
In light of this, to further improve Master-ASR’s accuracy
on low-resource datasets, we propose to further tune the
learned mask for the target low-resource language on top
of the tuned Master-ASR. We refer to this tuning strategy
as Master-ASR+ft. As demonstrated in Table 2, Master-
ASR+ft attains higher accuracy with an average reduction
of 0.06 in CER compared to mask tuning (Fu et al., 2022).
This suggests that the learned masks of Master-ASR have
served as a promising starting point, and incorporating addi-
tional mask tuning has the potential to achieve new SOTA
accuracy for low-resource adaptation.

4.3. Case Study: Extending Arabic Dialect
Experiment setup. We further add four Arabic dialects (Ali
et al., 2017), each with 1-hour training data, to our collected
multilingual dataset, resulting in a more challenging 56-
language dataset. Our aim is to validate whether Master-
ASR can handle the larger dataset with the more imbalanced
data distribution caused by the high similarity between Ara-
bic and its dialects, making a larger portion of data in the
training dataset very similar to Arabic.

Observation and analysis. As shown in Table 3, although
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Table 4. Validating the trained backbone weight’s generalization ability by tuning different backbone weights to different languages.
Language Seen languages Unseen low-resource languages

Method Backbone de-1h zh-1h es-1h tt-1h ru-1h avg sr-10m gn-10m ha-10m pa-10m or-10m avg

Vanilla Tuning XLSR 14.45 21.53 9.59 10.11 14.77 14.09 29.37 22.14 31.05 25.28 30.17 28.35

Mask Tuning XLSR 14.11 21.06 9.42 10.04 14.52 13.83 25.14 20.31 27.62 22.83 26.72 24.52

Ours 14.12 21.02 9.45 9.91 14.58 13.81 25.01 20.17 27.58 22.74 26.77 24.45

better accuracy can be achieved on Arabic-related languages
after adding Arabic dialects, all methods except Master-
ASR suffer from a considerable CER increase on non-
Arabic languages. We suspect that this is because of the
newly added dialects, which are very similar to the stan-
dard Arabic we used. The introduction of these dialects
results in imbalanced data distribution, making the trained
model over-fitted to the Arabic-like features. Our Master-
ASR alleviates this issue by adaptively sharing Specialist
Scores, which allocates a moderate number of Specialist
Scores for Arabic-related languages and remains others for
effectively processing other languages, thus decoupling the
learned features for Arabic-related languages and those for
other languages. This further certifies that the proposed
Master-ASR can handle the more challenging and complex
multilingual ASR tasks.

4.4. The Impact of Tuning on Generalization Capability
Fu et al. (2022) observed that tuning an SSL pretrained
model on one specific language will hurt its generalization
capability on other languages. To test whether our Master-
ASR’s training pipeline suffers from a similar issue, we tune
the masks on top of the backbone weight learned by Master-
ASR for different languages and benchmark the achievable
CER with those achieved by directly tuning the masks on
a pretrained XLSR model. As shown in Table 4, we ob-
serve that (1) tuning the masks on Master-ASR’s learned
backbone weights consistently leads to lower CER on both
seen languages during training and unseen low-resource
languages as compared to vanilla weight tuning on a pre-
trained XLSR model, indicating that Master-ASR’s back-
bone weights can maintain a decent generalization capa-
bility; and (2) tuning the masks on Master-ASR’s learned
backbone weights can even achieve a comparable CER,
e.g., -0.06∼ 0.13 lower CER, with mask tuning on the SSL
pretrained weight, implying that the training pipeline of
Master-ASR can preserve or even slightly improve the gen-
eralization ability of the backbone weights.

4.5. Visualizing the Learned Mapping Matrix
To understand whether Master-ASR can leverage the simi-
larity between languages at different levels and adaptively
share Specialist Scores across different languages as ana-
lyzed in Sec. 3.2, we visualize the learned Specialist Score
combination as an indicator for the captured language sim-
ilarity. In particular, we number the transformer blocks in
the model from 1 to 24, where the larger the number, the

deeper the block. We next evenly split the model into four
parts with each part consisting of six transformer blocks.
For each language l, we generate the combination feature
Fl = [T [l, :]], ∀T ∈ Ti, where Ti is the set of T that be-
longs to the i-th part of the model. We calculate the pairwise
cosine similarity between each language pair as shown in
Fig. 3, where we reorder the languages based on the lan-
guage family. The detailed ID and language family for each
language can be found in Appendix D.

As shown in Fig. 3, we observe that (1) Master-ASR can suc-
cessfully learn the similarity among languages. As marked
in the red boxes, the languages belonging to the same lan-
guage family usually share a higher cosine similarity; and
(2) different parts of the model behave differently. In partic-
ular, a high similarity between language pairs that belong
to the same language family is observed in shallow layers;
while in deeper layers, languages belonging to the same fam-
ily show limited similarity since the highly abstract features
learned by the model are less correlated with the human-
defined language family.

4.6. Ablation Studies
Ablate on sparsity ratio. The sparsity ratio t plays a criti-
cal role in Master-ASR’s achievable performance. A higher
value of t improves inference efficiency but may result in a
larger gap in expressive power compared to a dense layer.
On the other hand, a smaller value of t incurs higher in-
ference overhead but better preserves the pretrained repre-
sentation. To this end, we ablate on the impact of t on the
achievable CER. As shown in Fig. 4 (a), we observe that the
optimal t is around 0.3, which minimizes the CER across
all languages. As compared to the observation in (Fu et al.,
2022), where the optimal sparsity is around 0.1, we con-
jecture that the increase in the optimal sparsity is because
Master-ASR requires more diverse masks to encode general-
izable features across different languages, thus necessitating
a higher sparsity ratio.

Ablate on the number of Specialist Scores in each Artisan
Layer. The number of Specialist Scores K in each Artisan
Layer is a critical parameter for Master-ASR’s achievable
CER. Specifically, a larger K may prevent Master-ASR
from adaptively sharing different Specialist Scores across
different languages, while a smaller K can restrict the rep-
resentation power of Master-ASR, making it unable to learn
complex and generalizable features. To this end, we train
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Table 5. Ablate on the binary mask generation scheme.

Method Thres Learned TopK

CER 18.36 25.21 14.24

Master-ASR on the multilingual dataset with different val-
ues of K and report the results in Fig. 4 (b). We can observe
that (1) K = 4 is the optimal design choice, and (2) al-
though excessively large or small K leads to a non-trivial
increase in CER, selecting K within a reasonable range (e.g.,
between 4 to 6) can ensure Master-ASR’s decent accuracy.

Ablate on binary mask generation. The way to generate
the binary mask from Mk impacts the convergence of our
proposed Master-ASR. To validate the effectiveness of our
TopK selection strategy in binary mask generation, given a
Specialist Score M , we compare our adopted TopK-based
method with two variants including (1) Thres, where we
generate binary mask B = 1σ(M)<0.5 and (2) Learned,
where we introduce a learnable threshold value θ and gener-
ate the binary mask B = 1B=M<θ. As shown in Table 5,
our adopted TopK-based mask generation shows the best
recognition accuracy, e.g., a 4.12 and 10.97 lower CER over
Thres and Learned, respectively. This indicates that properly
selecting the binary mask generation method is crucial to
the achievable accuracy and our TopK-based method is a
decent design choice for our Master-ASR framework.

Ablate on the weight update scheme. One of the key
differences between Master-ASR and existing mask-based
ASR tuning frameworks (Fu et al., 2022; Lai et al., 2021)
is the adopted weight update scheme. To understand to
what extent different weight update methods can impact
the achievable ASR performance, we conduct an ablation
study to compare our adopted iterative update (i.e., Iter)
with two variants (1) Freeze, where the model weight is
frozen throughout the whole tuning process, (2) Random,
where we randomly select k elements to update (e.g., k
as defined in Sec. 3.4). As shown in Table 6, we observe
that (1) as long as the model weight can be updated during
tuning to accommodate the learned binary mask, the mul-
tilingual ASR system can achieve promising performance,
e.g., Random and Iter achieve 4.06 and 4.23 lower CER than
Freeze, respectively, and (2) our dedicated weight update
policy, i.e., Iter, can further reduce the achievable CER, e.g.,
a 0.17 reduction as compared to Random.

5. Limitations and Future Directions
Despite the promising performance achieved by our pro-
posed Master-ASR, there are still several directions that
can further improve Master-ASR’s multilingual and low-
resource performance that are worth further exploration.
Here, we list a few of them:

• Learning a set of more representative and general-
izable Specialist Scores. While we observe promising
performance on multilingual and low-resource ASR by

Table 6. Ablate on the weight update strategy.

Method Freeze Random Iter

CER 18.47 14.41 14.24

simply learning a set of Specialist Scores in Master-
ASR, these modules may not provide sufficiently gen-
eralizable features for better tuning low-resource lan-
guages. One potential solution is integrating tech-
niques like contrastive learning to help Master-ASR
learn a more generalizable set of Specialist Scores.

• Adaptively introducing new Specialist Scores dur-
ing tuning. When the targeting low-resource language
has a significant distribution shift with the training lan-
guages, the commonly used generalizable Specialist
Scores may not sufficiently fit the new distribution.
Thus, adaptively introducing a new Specialist Score in
the model to better accommodate the significant dis-
tribution shift, in this case, may further improve the
performance.

• Guide tuning with prior knowledge. Some existing
works (Zhao et al., 2020; Li et al., 2020) show that
using prior knowledge about languages can help the
model to make better decisions. Master-ASR may
also benefit from incorporating prior knowledge to
guide the tuning process, especially under the low-
resource scenario. Specifically, it is worth exploring
whether human-defined language families can help to
generate a combination strategy for Specialist Scores,
even without the need to further tune the model.

6. Conclusion
This work presents an ASR framework, dubbed Master-
ASR. To the best of our knowledge, Master-ASR is the first
that can simultaneously achieve strong multilingual scala-
bility and low-resource adaptation ability in ASR thanks to
its modularize-then-assemble strategy. Specifically, Master-
ASR learns a set of generalizable Specialist Scores and
adaptively assembles them for different languages to reduce
the multilingual overhead and enable effective knowledge
transfer for low-resource adaptation. Extensive experiments
consistently validate the effectiveness of Master-ASR in
boosting the scalability and low-resource adaptation capa-
bility of ASR models. For example, (1) in multilingual ASR,
Master-ASR achieves a 0.13∼2.41 lower CER with 30%
smaller inference overhead over SOTA ASR methods; (2)
in low-resource tuning, Master-ASR achieves a comparable
CER with nearly 50 times fewer trainable parameters over
SOTA ASR methods.
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A. Master-ASR’s Performance on All
Languages

To provide a thorough overview on the performance of our
proposed Master-ASR with vanilla weight tuning on each
langauge separately and two SOTA multilingual ASR so-
lutions (Pham et al., 2022; Nguyen et al., 2022), we report
the achieved CER on each language in Table 7. We observe
that Master-ASR’s improvement over the SOTA solutions is
consistent on most of the languages.

Table 7. The achieved CER on each language in the multilingual
ASR dataset from proposed Master-ASR and baseline methods.

Language Separate Weight Tuning (Pham et al., 2022) (Nguyen et al., 2022) Ours

ab 14.25 19.01 17.04 16.81
ar 21.96 27.14 24.72 24.34
ba 11.92 15.38 13.50 13.42
be 10.72 14.57 12.88 12.44
bn 17.94 23.19 20.91 20.64
ca 11.30 15.04 13.35 12.95

ckb 11.83 15.29 13.55 13.58
cs 13.80 19.51 16.16 16.21
cy 10.76 14.13 12.20 11.9
de 14.45 19.34 16.77 16.31
dv 13.25 17.08 15.44 15.35
el 11.46 14.76 13.18 13.01
en 21.20 27.52 24.19 24.06
eo 5.77 7.82 6.21 6.14
es 9.59 12.21 10.71 10.67
et 11.69 15.27 13.00 12.85
eu 6.43 8.61 7.43 7.4
fa 18.87 24.70 21.37 21.21
fr 22.63 29.37 25.81 25.52

fy-NL 8.32 10.88 9.41 9.42
gl 5.47 6.93 6.19 6.17
hi 16.58 21.57 18.07 18.04
hu 12.74 15.89 14.05 13.94
ia 3.69 5.34 4.04 3.99
id 8.59 11.21 9.53 9.42
it 9.99 12.64 11.31 10.84

kab 20.10 26.46 22.42 22.53
kmr 9.61 12.16 10.24 10.31
ky 14.62 19.04 15.54 15.49
lg 10.37 14.82 12.14 12.1
lt 10.10 14.03 11.85 11.78

mhr 8.90 11.72 9.61 9.56
mn 16.55 22.09 18.38 18.34
mr 12.49 16.33 13.92 13.88
nl 7.72 9.94 8.31 8.25
pl 8.39 12.14 10.06 9.88
pt 12.76 16.68 14.41 14.36
ro 7.74 10.03 8.44 8.45
ru 14.77 19.84 16.59 15.98
rw 22.63 31.29 25.88 26.01
sk 18.16 23.10 20.25 20.31

sv-SE 18.21 24.56 20.86 20.54
sw 8.12 10.59 8.98 8.84
ta 12.59 17.40 14.59 14.46
tr 10.33 13.23 11.48 11.08
tt 10.11 12.21 10.71 10.67
ug 9.39 12.02 10.60 10.52
uk 12.36 15.73 13.85 13.78
ur 15.38 19.40 17.74 17.61
uz 9.98 13.67 11.23 11.29
zh 21.53 26.39 23.94 23.53

B. Ablate on Updating T Effectively
To validate the effectiveness of our proposed method in
Sec. 3.5 to ease the training of T , we ablate the impact of
α and β selections to the trained performance. As shown
in Table. 8, we observe that a larger α significantly helps
with training by as high as 4.15 CER reduction. For β, as

long as a larger value (e.g., ≥ 5) is selected, Master-ASR
can consistently achieve better CER.

Table 8. Ablate on α and β’s impact on the trained multilingual
ASR’s average CER across all the supported languages.

a=10 b=5

b=1 b=5 b=20 a=0.1 a=1 a=10

CER 16.21 14.24 14.33 18.39 17.35 14.24

C. Ablate on W and M Training
To validate if our proposed pipeline on iterative update W
and M in Sec. 3.5, we study the different update policies.
Specifically, we consider two update scenarios: (1) only
update M without touching W , dubbed M only, and (2)
update W and M with different interval γ. As shown in
Table 9, we observe that unlike the observation in Fu et al.
(2022), only tuning M (i.e., M only) leads to failure in
training with much higher CER than an iterative update. On
the other hand, iteratively updating with γ ranging from
1000 to 5000 all lead to decent CER, while updating ex-
cessively frequently makes the M and W cannot be up-
dated enough iterations to fit each other and too infrequent
consumes the training iterations optimizing on an already
saturated objective, both lead to higher CER.

Table 9. Ablate on different strategies to train W and M.
M only γ = 100 γ = 1000 γ = 5000 γ = 50000

CER 27.52 18.95 14.47 14.24 22.06

D. Details on Language ID and Family
Please refer to next page.
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Table 10. The detailed information on the languages in our multilingual dataset.
ID 1 2 3 4 5 6 7 8 9 10

Language Welsh English German Frisian Dutch Swedish Catalan French Spanish Italian
Abbreviation cy en de fy-NL nl sv-SE ca fr es it

Language Family Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European

ID 11 12 13 14 15 16 17 18 19 20

Language Portuguese Romanian Galician Belarusian Russian Polish Czech Ukrainian Slovak Lithuanian
Abbreviation pt ro gl be ru pl cs uk sk

Language Family Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European

ID 21 22 23 24 25 26 27 28 29 30

Language Greek Persian Bengali Dhivehi Central Kurdish Kurmanji Kurdish Urdu Marathi Hindi Mandrian
Abbreviation el fa bn dv ckb kmr ur mr hi zh

Language Family Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Indo-European Sino-Tibetan

ID 31 32 33 34 35 36 37 38 39 40

Language Arabic Kabyle Meadow Mari Estonian Hungarian Bashkir Uzbek Turkish Uyghur Kyrgyz
Abbreviation ar kab mhr et hu ba uz tr ug ky

Language Family Semitic-Hamitic Semitic-Hamitic Uralic Uralic Uralic Altaic Altaic Altaic Altaic Altaic

ID 41 42 43 44 45 46 47 48 49 50

Language Tatar Mongolian Abkhaz Indonesian Tamil Kinyarwanda Luganda Swahili Esperanto Basque
Abbreviation tt mn ab id ta rw lg sw eo eu

Language Family Altaic Altaic Caucasian Austronesian Dravidian Niger-Congo Niger-Congo Niger-Congo Other Other

ID 51

Language Interlingua
Abbreviation ia

Language Family Other

Table 11. The languages-abbreviation mapping of languages we used in low-resource tuning.

Language Serbian Guarani Hausa Punjabi Odia Erzya

Abbreviation sr gn ha pa or myv
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