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Abstract

Cross-lingual summarization (CLS) aims to
generate a summary for the source text in a dif-
ferent target language. Currently, instruction-
tuned large language models (LLMs) excel
at various English tasks. However, unlike
languages such as English, Chinese or Span-
ish, for those relatively low-resource languages
with limited usage or data, recent studies have
shown that LLMs’ performance on CLS tasks
remains unsatisfactory even with few-shot set-
tings. This raises the question: Are LLMs
capable of handling cross-lingual summariza-
tion tasks for low-resource languages? To re-
solve this question, we fully explore the poten-
tial of large language models on cross-lingual
summarization task for low-resource languages
through our four-step zero-shot method: SUM-
MARIZATION, IMPROVEMENT, TRANSLA-
TION and REFINEMENT (SITR) with corre-
spondingly designed prompts. We test our pro-
posed method with multiple LLMs on two well-
known cross-lingual summarization datasets
with various low-resource target languages.
The results show that: i) GPT-3.5 and GPT-4
significantly and consistently outperform other
baselines when using our zero-shot SITR meth-
ods. ii) By employing our proposed method, we
unlock the potential of LLMs, enabling them to
effectively handle cross-lingual summarization
tasks for relatively low-resource languages.

1 Introduction

Cross-lingual summarization refers to summariz-
ing the source text in another target language.
Traditionally, CLS is approached through one of
two methods: summarize-translate (see LLM im-
plementation in Figure 1) or translate-summarize
(Leuski et al., 2003; Orasan and Chiorean, 2008).
In the summarize-translate method, the text is
first summarized in the source language and then
translated into the target language. The translate-
summarize method reverses this order. Both ap-
proaches, however, are prone to error accumula-

tion during the two-step process, which can signifi-
cantly degrade the final output quality.

With the advent of the Transformer architec-
ture (Vaswani et al., 2017), end-to-end multilingual
models like mBART (Liu et al., 2020), mBART-50
(Tang et al., 2020), and mT5 (Xue et al., 2020) have
been developed and applied to CLS tasks. However,
these models often require extensive fine-tuning,
especially when applied to low-resource languages
with limited pre-training data (Parnell et al., 2024).

In recent years, large language models (LLMs)
such as GPT-2, InstructGPT, GPT-4, and Llama
(Radford et al., 2019; Brown et al., 2020; Ouyang
et al., 2022; OpenAl et al., 2024; Dubey et al.,
2024) have shown significant potential for CLS
tasks due to their extensive training on vast multi-
lingual data. These models have achieved strong
performance in high-resource languages like En-
glish, Chinese, and German (Wang et al., 2023) by
implementing summarize-translate method. How-
ever, their effectiveness in low-resource languages
remains limited, even when using few-shot learning
techniques (Park et al., 2024).

This limitation underscores a critical area of re-
search that has not yet been fully explored: whether
LLMs can be effectively adapted for cross-lingual
summarization tasks in low-resource languages,
and if so, how effective they can be. Addressing
this gap is crucial for extending the benefits of
LLMs to a broader range of linguistic communities,
making it an important area for further investiga-
tion.

To address these challenges, we propose a four-
step zero-shot approach, Summarization, Improve-
ment, Translation, and Refinement (SITR) — de-
signed to unlock the full potential of LLMs for
CLS tasks in low-resource languages. Our method
mitigates the issues of traditional pipelines by in-
corporating meta-generation strategies, which al-
lows LLMs to learn from feedback and use refin-
ers to produce more accurate and reliable outputs
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following text and then translate
the summary to Indonesian.

Figure 1: An example of single-step summarize-translate method for cross-lingual summarization.

(Welleck et al., 2024).

We test our method using GPT-3.5 and GPT-4
on two major cross-lingual summarization datasets,
comparing them with fine-tuned models like
mBART-50 (Tang et al., 2020), mT5 (Xue et al.,
2020), and other LLM baselines employing few-
shot and summarize-translate approaches. Results
show that GPT-3.5 and GPT-4 significantly out-
perform other LLM baselines across four metrics
and even surpass fine-tuned models on most low-
resource languages, demonstrating LL.Ms’ strong
capability in cross-lingual summarization under
our proposed method.

We also apply our method to mainstream LLMs
such as LLAMA3 (Dubey et al., 2024), GEMMA2
(Team et al., 2024), MIXTRAL (Jiang et al., 2024),
and QWEN-1.5 (Bai et al., 2023), observing that
most achieve impressive scores against the pow-
erful GPT-40 model. This further validates the
effectiveness of our approach and highlights that
today’s LLMs are capable of performing well on
cross-lingual summarization tasks, even with low-
resource languages.

In summary, this paper has the following contri-
butions:

* Our proposed zero-shot SITR method en-
hances large language models’ performance
on cross-lingual summarization for low-
resource languages, demonstrating strong ro-
bustness across different models, datasets, and
target languages.

» Extensive experiments on two datasets and
various low-resource languages reveal that our
method significantly outperforms other LLM
baselines and surpasses fine-tuned models.

* To the best of our knowledge, we are the first
to evaluate various LLMs on cross-lingual
summarization for low-resource languages,
showing that they possess the capability to
achieve impressive results in this domain.

2 Methodology

2.1 SITR (Two-Stage Meta-Generation)

In this paper, we propose a four-step zero-shot
SITR method for cross-lingual summarization in
low-resource languages (see Figure 2), comprising
SUMMARIZATION, IMPROVEMENT, TRANSLA-
TION and REFINEMENT. The IMPROVEMENT
and REFINEMENT stages align with two-stage
meta-generation, involving LLM strategies like
feedback learning, and rethinking (Welleck et al.,
2024). To maximize LLMs’ potential, we design
specific prompts for each step, guiding the models
to generate reliable outputs and minimizing error
accumulation.

[SUMMARIZATION]. LLMs should distill the long
input source text (I) into concise summary (S). To
counter their tendency to generate overly detailed
summaries, we use a summarization prompt (Pgym)
(see Figure 6) to focus their output on the core
essence of the text, ensuring the summary is both
precise and relevant without unnecessary elabora-
tion.

S = LLM(L Poum) ey

[IMPROVEMENT]. The first stage of meta-
generation, providing large language models with
the input source text (I), the initial summary (S)
from the SUMMARIZATION step, and the improve-
ment prompt (Pimp) (see Figure 7) to recheck and
optimize the summary (S*). This step reduces er-
ror accumulation by enabling self-improvement,
preparing the more accurate summary for the next
step of translation.

S* = LLM(I; S; Pimp) ?2)

[TRANSLATION]. Using the translation prompt
(Pya) (see Figure 8), the optimized summary (S*)
after the IMPROVEMENT step is translated into the
text (T) in low-resource target language. Due to
limited training data and lack of confidence, LLMs
often produce redundant and messy outputs in these
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Figure 2: The architecture of our four-step zero-shot SITR method for cross-lingual summarization.

Dataset Src Lang. Trg Lang. Domain Train / Validation / Test
CrossSum English Uk & Bn & Id & Gu News 1000/ 150/ 50
Pa 769 /100/50
WikiLingua  English Id & Vi& Ar & Hi & Th  How-to Guide 1000/ 150/ 50

Table 1: The source and amount of experimental data. The abbreviations of the languages correspond to their
full names: Uk(Ukarainian), Bn(Bengali), Id(Indonesian), Gu(Gujarati), Pa(Pashto), Vi(Vietnamese), Ar(Arabic),

Hi(Hindi), Th(Thai).

languages. This step aims to produce more reliable
translations to ease the subsequent process.

T = LLM(S*; Pya) 3)

[REFINEMENT]. The optimized summary (S*) af-
ter the IMPROVEMENT step, the initial translation
(T) from the TRANSLATION step, and the refine-
ment prompt (Prr) (see Figure 9) are combined
and input into the LLMs for self-correction to gen-
erate the final output (O). This process constitutes
the second stage of meta-generation, enabling the
LLMs to revise and produce a more accurate trans-
lation through re-evaluation.

O = LLM(S™; T; Pref) 4)

Our proposed method generally involves four
steps to leverage the large language model’s inher-
ent capabilities. For summarization or translation
tasks where a perfect result cannot be achieved
in a single attempt, we utilize meta-generation to
enable the LLMs to self-reflect and improve their
final output. Additionally, when the model lacks
guidance or confidence, we use strategic prompts
to prevent disorganized or unreliable results. This
approach ensures that the large language model pro-
duces high-quality and coherent outputs through
the implementation of two-stage meta-generation.

2.2 Large Language Models

In this paper, we conduct a thorough evaluation of
various large language models using our proposed
SITR method (Detail information in Appendix A).

Closed-Source Models. We utilize four different
models developed by OpenAl, including the latest
GPT-40 and GPT-40-MINLI.

Open-Source Models. We conduct our experi-
ments on LLAMA3 and LLAMA3.1 (Touvron et al.,
2023; Dubey et al., 2024) developed by MetaAl;
QWEN-1.5 and QWEN?2 trained by Alibaba Cloud
(Bai et al., 2023); GEMMA and GEMMA?2 created
by Google (Team et al., 2024) and MIXTRAL from
Mistral Al (Jiang et al., 2024).

3 Experiments
3.1 Datasets & Langueges

Datasets. In our research, we conduct experi-
ments on two popular cross-lingual summarization
datasets: CrossSum (Hasan et al., 2021) and Wik-
ilingua (Ladhak et al., 2020).

For fine-tuning experiments, we randomly select
a subset from the training split of each dataset. For
evaluation, we consistently use 50 randomly cho-
sen samples from the test split to assess different



methods and large language models.

Languages. We consider the data ratio from the
CommonCrawl corpus! and its intersection with
two datasets, aligning with the languages used in
the previous study (Park et al., 2024). Based on
our research focus, we choose five challenging low-
resource languages for each dataset to conduct our
experiments. Detailed information about our ex-
perimental data is provided in Table 1 and more
experimental languages are shown in Appendix C.

3.2 Maetrics

In our experiments, we use ROUGE-1/2/L. (Lin,
2004) and BERTScore (Zhang* et al., 2020) as
four different metrics.

ROUGE metrics evaluate lexical overlap be-
tween the generated summaries and their references
by considering unigrams, bigrams, and the longest
common subsequence. BERTScore metric, how-
ever, focuses on measuring semantic similarity be-
tween two texts. We compute ROUGE scores with
the multi-lingual ROUGE toolkit?, and BERTScore
is calculated using the bert-score toolkit>.

3.3 Baselines

We select fine-tuned mBART-50, mT5-small, and
mT5-base as baselines to demonstrate the capabili-
ties of the fine-tuned encoder-decoder models on
cross-lingual summarization tasks for low-resource
languages.

For LLM-related baselines, we employ few-shot
learning method with GPT-3.5 and GPT-4 follow-
ing the prompt (see Figure 11) from a previous
paper (Park et al., 2024). Besides, we also evaluate
the single-step summarize-translate method (see
Figure 6) as a baseline (Wang et al., 2023). (All
implementation details are shown in Appendix B).

3.4 Experiment Results

The main experimental results on the CrossSum
dataset are presented in Table 2. We compare our
zero-shot SITR method with three types of base-
lines: fine-tuned encoder-decoder models, few-shot
learning, and summarize-translate LLMs across
various low-resource languages. Table 3 shows the
main results for the WikiLingua dataset. (More
experimental results are shown in Appendix C).

lhttp: //commoncrawl.org

2https ://github.com/csebuetnlp/x1-sum/tree/
master/multilingual_rouge_scoring

3h'ctps ://github.com/Tiiiger/bert_score

To further explore the potential of current large
language models for cross-lingual summarization
of low-resource languages and assess the robust-
ness of our SITR architecture, we conduct exten-
sive experiments with our method on various large
language models. The results are presented in Ta-
ble 4 and Table 5.

SITR vs Fine-tuned Models. Table 2 and Table
3 show that mT5-small and mT5-base both per-
form poorly on low-resource languages, even after
fine-tuning with approximately 1,000 data points.
While mBART-50 achieves better results, it still
lags behind our zero-shot SITR method across al-
most all languages, except for Pashto, where fine-
tuned mBART-50 has a slightly higher score. No-
tably, fine-tuning an encoder-decoder model for
each low-resource language is significantly more
costly than using large language models with our
proposed SITR method.

SITR vs LLM Baselines. Table 2 and Table 3
demonstrate that under our approach, the outputs
of the large language models significantly outper-
form other baselines in terms of both ROUGE and
BERTScore metrics. This demonstrates that our
outputs not only capture the key information of the
text but also show notable improvements in word
choice and semantic information.

On the CrossSum dataset, SITR improves the
sum of ROUGE-1/2/L scores from 18.83 to 33.51
(a 78% increase) with GPT-3.5 and from 22.56 to
34.54 (a 53% increase) with GPT-4, compared to
two-shot generation. The improvement over the
summarize-translate method is even more notable,
with the sum of ROUGE-1/2/L scores increasing
by 103% (from 16.54 to 33.51) with GPT-3.5 and
98% (from 17.46 to 34.54) with GPT-4.

On the WikiLingua dataset, the sum of ROUGE-
172/ scores improves by 44% (from 34.12 to
49.02) and 21% (from 37.34 to 45.38) when com-
paring two-shot generation to our zero-shot method.
Additionally, the increases are 52% (from 32.34 to
49.02) and 42% (from 32.03 to 45.38) when com-
pared to the summarize-translate method.

For BERTScore, our method shows an increase
of 2 to 3 percentage points compared to two-shot
generation, and 4 to 5 percentage points compared
to the summarize-translate method. This significant
improvement reflects a substantial enhancement in
the semantic quality of the model’s outputs.

Improvement via Language. According to Table
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Language Pair

Average Score

Model English=>Ukrainian English=-Bengal English=>Indonesian English=Gujarati English=Pashto *
R1 R2 RL BS R-1 R2 RL BS Rl R2 RL BS RI R2 RL BS R-1 R2 RL BS Rl R2 RL SR BS
WBARTS0 0-shot 050 0.05 0.50 61.05 0.00 0.00 0.00 56.17 249 034 220 62.64 0.08 0.00 0.08 58.13 0.00 0.00 0.00 5444 0.61 0.08 0.56 125 5849
1000-shot 13.46 3.17 10.03 67.64 9.74 1.74 8.86 67.60 18.20 3.23 14.36 68.87 11.23 1.56 10.26 67.97 23.63 5.36 16.41 74.12 1525 3.01 11.98 30.24 69.24
mT5-small 1000-shot 1.39 0.00 1.21 49.72 1.46 0.00 142 56.19 2.89 0.00 2.61 5421 035 0.00 0.33 49.58 558 0.02 503 6143 233 0.00 2.12 445 54.23
mT5-base 1000-shot 1,72 0.00 1.57 49.39 1.76 0.07 1.67 60.43 3.72 0.00 3.47 5673 1.09 0.00 1.09 50.74 6.11 0.05 550 61.66 2.88 0.02 2.66 5.56 55.79
zero-shot 10.83 126 6.78 65.74 5.69 0.60 2.95 60.93 11.36 1.93 7.58 66.19 690 121 3.97 6505 325 0.37 277 60.87 7.61 107 481 13.49 63.76
GPT-3.5 (Park etal,, 2024)  one-shot 1234 1.97 6.66 66.28 7.65 1.15 441 62.70 14.17 3.40 9.38 68.09 6.88 1.32 4.60 66.06 7.13 0.50 592 64.56 9.63 1.67 6.19 17.49 6554
two-shot 13.48 1.51 6.57 66.02 850 0.89 547 65.65 14.38 3.12 10.19 6821 9.47 1.64 6.68 67.10 623 0.66 541 63.84 1041 1.56 6.86 18.83 66.16
zero-shot 875 191 575 6535 851 131 574 6521 894 1.84 6.14 6570 8.14 1.09 6.00 66.85 10.10 2.06 7.29 6827 8.89 1.64 6.18 16.71 66.28
GPT-4 (Park et al., 2024) one-shot 13.74 247 8.70 67.76 10.25 1.25 6.04 66.34 10.55 1.80 6.19 66.84 9.94 1.60 594 67.61 13.48 2.79 9.83 69.08 11.59 1.98 7.34 20.91 67.53
two-shot 13.40 225 842 67.87 1097 1.96 7.23 67.09 12.60 2.34 857 67.41 10.20 1.80 6.23 68.67 14.63 2.92 9.30 68.82 12.36 2.25 7.95 22.56 67.97
GPT-3.5 w/ summarize-translate  zero-shot 13.32 240 9.03 67.54 9.81 0.85 6.62 64.81 1272 2.33 7.69 67.40 7.17 0.76 5.68 65.71 2.14 038 1.82 5860 9.03 1.34 6.17 1654 64.81
GPT-4 w/ summarize-translate  zero-shot  9.79 2.12 645 65.54 9.17 1.61 595 6545 9.14 1.59 6.11 6584 7.77 1.19 572 66.46 10.55 2.58 7.55 6629 9.28 1.82 636 17.46 65.92
GPT-3.5 w/ SITR (Ours)  zero-shot 18.77 4.36 13.88 69.63 14.28 2.74 10.16 69.47 20.65 4.44 1557 69.16 14.58 2.58 12.06 70.41 17.06 2.56 13.84 71.29 17.07 3.34 13.10 33.51 69.99
GPT-4 w/ SITR (Ours) zero-shot 17.04 4.24 11.74 68.51 14.60 3.16 10.23 69.39 20.86 4.69 14.59 69.05 14.24 2.45 11.95 70.28 21.74 5.23 15.96 73.43 17.70 3.95 12.89 34.54 70.13

Table 2: Experimental results on the CrossSum dataset. R-1, R-2, R-L, S-R and BS refer to ROUGE-1, ROUGE-2,
ROUGE-L, sum of ROUGE-1/2/L and BERTScore respectively. The task with ® means training data less than 1000,
where 1000-shot setting equals full fine-tuning, as the information shown in Table 1. The best result on every target
language is highlighted in bold font, and the second best result is marked with an underline.

Language Pair

Average Score

Model

English=-Indonesian English=-Vietnamese English=Arabic English=-Hindi English=Thai
R-1 R2 RL BS R-1 R2 RL BS RI1 R2 RL BS RI1 R2 RL BS RI R2 RL BS R1 R2 RL S-R BS
BART-50 O-shot 248 0.22 193 63.74 071 0.08 0.66 6343 023 0.05 021 61.77 146 034 1.37 5895 11.14 1.14 10.09 59.27 320 0.37 285 642 61.43
1000-shot 17.75 3.86 12.13 68.55 13.68 3.88 9.87 67.86 1233 222 9.09 69.04 22.00 4.68 15.14 67.19 26.07 5.88 19.79 69.45 18.37 4.10 13.20 35.67 68.42
mT5-small 1000-shot 0.52 0.00 0.50 51.87 0.36 0.00 0.36 5524 0.00 0.00 0.00 5577 854 0.25 7.95 63.61 5.58 0.07 444 5381 3.00 0.06 2.65 5.71 56.06
mT5-base 1000-shot 2.06 0.00 1.90 53.63 0.62 0.00 0.54 5231 226 0.00 2.06 53.66 8.89 0.12 8.14 60.59 13.41 0.00 12.69 54.28 545 0.02 5.07 10.54 54.89
zero-shot 12.90 2.21 9.51 68.06 18.22 643 1272 69.42 745 1.52 450 66.42 16.63 4.74 10.95 66.59 13.65 4.74 10.54 68.71 13.77 3.93 9.64 27.34 67.84
GPT-3.5 (Parketal., 2024)  one-shot 16.26 3.47 10.90 69.08 22.77 8.61 16.62 71.14 9.94 184 677 6820 17.53 435 11.03 67.45 14.18 4.61 10.79 68.74 16.14 458 11.22 31.94 68.92
two-shot 17.01 3.54 11.79 68.16 23.94 9.07 15.58 71.65 10.79 2.49 7.07 68.24 17.24 5.11 12.72 68.56 18.12 4.73 11.40 69.77 17.42 4.99 11.71 34.12 69.28
zero-shot 13.75 2.98 9.78 67.81 16.44 640 11.83 68.34 849 145 521 66.46 16.76 4.32 10.60 66.62 19.28 5.86 14.86 69.47 14.94 4.20 10.46 29.60 67.74
GPT-4 (Park et al., 2024) one-shot 17.74 3.02 14.15 68.72 17.80 6.73 12.92 69.17 11.74 2.04 7.95 68.46 18.10 439 11.08 67.98 23.42 6.32 18.00 70.47 17.76 4.50 12.82 35.08 68.96
two-shot 18.03 3.05 13.26 68.89 20.31 6.44 1322 70.48 13.21 2.80 9.22 69.93 19.79 5.01 12.88 68.28 24.35 6.21 18.91 70.21 19.14 4.70 13.50 37.34 69.56
GPT-3.5 w/ summarize-translate zero-shot 15.63 2.32 9.55 65.38 20.53 837 13.95 69.86 9.12 1.05 537 67.19 21.13 3.67 12.74 68.18 18.95 5.08 14.22 67.06 17.07 4.10 11.17 32.34 67.53
GPT-4 w/ summarize-translate ~ zero-shot 13.71 3.80 10.42 66.70 19.27 7.44 1328 69.60 8.79 1.87 7.35 67.01 17.59 4.52 13.01 67.57 18.76 6.01 14.35 67.96 15.62 4.73 11.68 32.03 67.77
GPT-3.5 w/ SITR (Ours) zero-shot 20.40 4.65 15.74 69.98 30.85 12.36 22.26 72.60 14.38 2.88 12.22 71.98 24.66 5.49 18.16 70.90 30.28 7.60 23.19 71.77 24.11 6.60 18.31 49.02 71.45
GPT-4 w/ SITR (Ours) zero-shot 18.67 3.94 14.43 69.12 28.67 10.57 18.62 72.08 15.32 3.67 11.71 71.06 23.77 4.74 16.86 69.36 28.76 6.57 20.59 71.01 23.04 5.90 16.44 4538 70.53

Table 3: Experimental results on the WikiLingua dataset. R-1, R-2, R-L, S-R and BS refer to ROUGE-1, ROUGE-
2, ROUGE-L, sum of ROUGE-1/2/LL and BERTScore respectively. The best result on every target language is
highlighted in bold font, and the second best result is marked with an underline.

2 and Table 3, our proposed SITR method achieves
a smaller percentage improvement on the WikiLin-
gua dataset compared to CrossSum. This discrep-
ancy may stem from the fact that while the tar-
get languages in WikiLingua are still low-resource,
they are relatively more studied, providing greater
resources for pre-trained LLMs. As a result, our
method tends to yield more significant improve-
ments in languages with fewer available resources.

(Additional results can be found in Appendix C.)

Robustness of SITR and Capabilities of LLMs.
Table 2 and Table 3 demonstrate the impressive
performance of GPT-3.5 and GPT-4 using our
SITR method. Additionally, Table 4 and Table
5 show how our SITR method effectively lever-
ages large language models, allowing many of
them to excel in cross-lingual summarization, even
for low-resource languages. Notable examples in-



Language Pair
Average Score

Model English=>Ukrainian English=-Bengali English=Indonesian English=Gujarati English=>Pashto
R-1 R2 RL BS R-1 R2 RL BS R-l1 R2 RL BS R-I R2 RL BS R-I R2 RL BS R-1 R2 RL BS
GPT-40 17.48 4.38 12.85 68.56 16.94 3.96 11.84 69.86 22.42 5.03 16.37 69.64 15.76 3.59 13.04 71.09 22.80 4.38 17.12 75.34 19.08 4.27 14.24 70.90
GPT-40-MINI 17.41 438 1220 68.73 15.34 2.90 10.26 69.01 18.54 3.04 13.59 69.78 13.49 2.60 11.16 70.58 21.99 4.75 15.68 73.30 17.35 3.53 12.58 70.28

MIXTRAL-8X22B-INSTRUCT 17.06 4.63 12.52 68.48 12.48 1.92 9.65 68.61 14.28 3.47 10.35 68.64 8.35 0.76 6.82 68.60 6.51 0.63 5.11 63.36 11.74 2.28 8.89 67.54
MIXTRAL-8X7B-32768 15.73 3.75 1149 68.85 6.49 0.73 491 63.18 18.14 3.19 13.72 70.80 6.63 0.29 5.69 6627 922 040 7.73 6492 11.24 1.67 8.71 66.80

QWEN2-72B 18.02 4.28 12.02 69.73 14.80 2.50 10.78 69.29 20.32 5.18 14.87 71.19 9.44 1.16 7.51 68.68 13.31 0.90 10.19 67.34 15.18 2.80 11.07 69.25
QWEN1.5-110B-CHAT 12,76 2.83 10.08 66.77 7.51 1.04 532 6554 1598 3.58 11.75 69.08 8.22 0.92 6.82 68.01 11.81 1.19 8.88 6543 11.26 1.91 8.57 66.97
QWEN1.5-72B-CHAT 1770 3.34 12.47 68.86 9.84 1.30 7.45 67.42 21.79 4.51 1535 71.53 10.96 1.16 9.01 69.02 11.40 1.33 9.31 6591 14.34 2.33 10.72 68.55

LLAMA3-8B-8192 9.92 229 7.08 6540 9.83 1.78 6.67 65.86 14.59 3.28 11.32 68.08 10.21 1.77 8.76 67.23 6.52 0.90 557 62.67 10.21 2.00 7.88 65.85

LLAMA-3.1-8B-INSTANT ~ 15.35 3.39 11.22 68.89 14.42 233 9.64 68.42 21.64 4.56 14.79 71.44 9.57 0.84 7.15 66.42 9.35 144 7.17 65.05 14.07 2.51 9.99 68.04
LLAMA3-70B-8192 9.16 1.87 7.12 6420 6.59 1.71 434 65.53 16.46 4.37 12.10 69.09 8.34 1.59 6.62 65.88 13.68 2.78 10.54 69.12 10.85 2.46 8.14 66.76
LLAMA-3.1-70B-VERSATILE 18.01 4.74 13.51 69.70 16.04 3.61 11.16 69.03 21.59 5.48 15.17 71.18 14.03 3.25 11.23 70.25 18.45 2.87 13.89 72.46 17.62 3.99 12.99 70.52

GEMMA-7B-IT 12.93 1.86 10.48 68.48 12.67 1.44 9.45 68.95 20.23 3.44 1578 7129 7.67 0.89 6.60 67.54 1.46 0.00 1.46 5871 10.99 1.53 8.75 66.99
GEMMA2-9B-IT 16.93 3.84 13.24 69.37 13.47 1.82 9.57 69.27 21.62 4.89 1643 71.98 14.11 3.10 11.60 70.39 13.13 1.19 9.98 68.47 15.85 2.97 12.16 69.90
GEMMA2-27B 17.08 4.03 13.31 69.87 1528 2.71 10.49 69.81 23.28 5.58 17.84 72.50 14.72 3.36 12.04 70.97 16.18 1.66 11.38 71.35 17.31 3.47 13.01 70.90

Table 4: Performance of various LLMs using our proposed SITR method on CrossSum dataset. R-1, R-2, R-L and
BS refer to ROUGE-1, ROUGE-2, ROUGE-L and BERTScore respectively. Light blue and blue denotes models
inference through llama-api and groq. The best result on every target language is highlighted in bold font, and the
second best result is marked with an underline.

Language Pair
Average Score

Model

English=-Indonesian English=>Vietnamese English=Arabic English=-Hindi English=-Thai
R-1 R2 RL BS RI1 R2 RL BS RI R2 RL BS R1I R2 RL BS RI R2 RL BS R R2 RL BS
GPT-40 22.31 4.63 16.25 70.31 30.95 12.44 22.79 72.63 15.22 3.43 11.85 71.74 26.07 4.06 17.80 69.78 30.87 9.06 23.38 72.52 25.08 6.72 18.41 71.40
GPT-40-MINI 21.62 4.32 16.05 69.94 28.12 11.56 19.20 71.74 13.44 2.96 10.07 70.94 23.74 3.82 15.50 68.01 29.11 6.04 21.05 72.39 23.21 5.74 16.37 70.60

MIXTRAL-8X22B-INSTRUCT 19.54 5.70 1520 70.10 27.10 9.68 19.00 71.36 12.43 2.88 10.36 70.23 21.28 4.57 15.44 67.86 27.44 7.31 20.83 70.29 21.56 6.03 16.17 69.97
MIXTRAL-8X7B-32768 19.76 4.18 14.82 69.21 23.52 6.67 1576 70.82 8.24 0.57 6.79 69.00 19.98 2.81 13.77 67.75 22.52 5.57 17.89 69.30 18.80 3.96 13.81 69.22

QWEN2-72B 17.54 3.84 13.21 68.68 30.09 11.40 21.08 72.22 13.69 2.06 9.58 71.21 2296 3.52 15.08 67.74 30.25 8.49 2240 71.42 2291 5.86 16.27 70.25
QWEN1.5-110B-CHAT 19.24 5.19 14.47 69.37 29.89 10.81 20.19 72.37 12.38 2.09 9.51 70.49 25.57 4.74 17.62 70.12 26.43 6.75 19.77 70.17 22.70 5.92 16.31 70.50
QWEN1.5-72B-CHAT 19.76 3.81 14.37 69.67 30.66 12.23 21.38 72.60 12.41 2.50 10.16 70.20 21.89 2.26 14.71 68.69 28.82 7.46 22.36 70.34 22.71 5.65 16.60 70.30

LLAMA3-8B-8192 16.78 4.02 12.75 67.63 2291 7.79 1589 69.77 9.39 1.21 7.82 67.62 20.86 4.59 15.43 67.26 23.21 5.85 18.28 68.02 18.63 4.69 14.03 68.06
LLAMA-3.1-8B-INSTANT ~ 20.34 4.67 14.15 69.63 29.92 10.71 20.49 72.20 10.20 0.89 8.69 68.79 2426 5.34 17.05 68.42 23.61 6.11 17.66 69.57 21.67 5.54 15.61 69.72
LLAMA3-70B-8192 943 161 7.12 6493 11.10 4.62 7.76 6632 5.68 1.26 4.57 66.61 9.77 191 7.09 61.34 2029 6.02 1539 68.98 11.25 3.08 8.39 65.64

LLAMA-3.1-70B-VERSATILE 20.96 5.04 14.27 69.79 30.11 12.65 20.19 71.97 12.61 2.34 10.19 69.28 26.04 6.52 19.33 69.72 29.01 7.66 22.27 71.01 23.75 6.84 17.25 70.35

GEMMA-7B-1T 18.15 2.94 14.73 69.39 23.14 8.04 16.64 70.85 6.61 0.56 581 68.51 20.09 2.32 14.74 67.08 20.10 4.15 15.32 68.60 17.62 3.60 13.45 68.89
GEMMA2-9B-IT 20.64 4.71 15.50 69.77 27.52 10.94 19.74 71.95 11.82 1.73 9.04 69.60 25.68 3.91 17.49 68.91 26.41 5.69 19.99 70.57 22.41 540 16.35 70.16
GEMMA2-27B 20.38 3.84 14.39 69.93 29.39 10.92 20.02 72.38 12.17 1.59 9.92 69.58 25.53 4.20 18.03 68.91 27.95 5.66 20.93 70.68 23.08 5.24 16.66 70.30

Table 5: Performance of various LLMs using our proposed SITR method on WikiLingua dataset. R-1, R-2, R-L
and BS refer to ROUGE-1, ROUGE-2, ROUGE-L and BERTScore respectively. Light blue and blue denotes

models inference through llama-api and groq. The best result on every target language is highlighted in bold font,
and the second best result is marked with an underline.

clude high-performing open-source models like  the robustness of our SITR method.
LLAMA3.1-70B and GEMMA2-27B.
Parameter via Capability. From Table 4 and Ta-
When comparing Table 2 and Table 4, itbecomes ~ ble 5, we observe that a large language model’s
evident that many open-source large language mod-  cross-lingual capabilities on low-resource lan-
els, under our SITR method, significantly outper-  guages are not solely dependent on the number of
form GPT-4 using two-shot learning. Table 5 fur-  model parameters. For example, within the QWEN-
ther reveals that while GPT-40 consistently leads 1.5 series, QWEN-1.5-72B outperforms QWEN-
in most metrics, the other models achieve second- 1.5-110B in several low-resource languages, such
best performances across various languages and  as Gujarati and Ukrainian. Additionally, the
metrics. Overall, many LLMs could deliver impres- ~GEMMA2-9B and GEMMA2-27B models demon-
sive results on average, which also demonstrates  strate strong performance, with GEMMA2-27B



@ Google told me that around 70% of the Android users it spoke to wanted to "find a better balance" in their tech use. But this puts the tech sector in an awkward spot. How can it help its customers detach from
their phones when, for many firms, their business model relies on them doing the opposite? Both Apple and Google have this year released digital tools - called Screen Time and Digital Wellbeing respectively

- which let iPhone and Android users ...

Summarize-Translate Two-shot Generation
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@ /English Summary: Tech companies like Guuglc\ [ Demonstrations

] [SUMMARIZATION]: Google and Apple have introduced tools to help users monitor and

and Apple have introduced tools (Digital
Wellbeing and Screen Time) to help users track
and manage phone usage. While the dat:; a
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manage their screen time, acknowledging the need for a better balance in tech use. Despite
the tech industry's reliance on screen time for revenue, there is a growing awareness of the
need to reduce phone dependency, although breaking up with phones entirely may be a

cause some users to feel guilty, the tools are
designed to be non-judgmental. Despite these
efforts, reducing phone dependence is challenging,
as companies like Google rely on user engagement.
Some suggest using smaller phones to limit screen
time, but personal willpower remains key. 3¢

Incorrect & Redundant
N Y,

Internal Translation | Error Accumulation

Translated Summary: Texuosnoriuni kommanii, 1BOTO POKY BHITYCTHIIN IH(POBI ...
taki sx Google Ta Apple, 3anpoBanunn
incrpymentn (Digital Wellbeing Ta Screen Time),
1100 JIONOMOI'TH KOPHCTYBayaM BijICTEXKYBaTH Ta
KepyBaTH BUKOPHCTaHHAM TenedoHy. Xoua 1 1aui
MOXYTh BHKJIHKATH Y JCAKHX KOPHCTYBadiB
TI0YYTTs IPOBHMHH, IHCTPYMEHTH CTBOPEHI /1711 TOTO,
06 He 3acymKyBarn. Hespaxkaroun Ha 1i 3ycriis,
CKOPOYEHHsS 3aleXKHOCTI Big Teaedonin
3aMIAECTECA CKIAJHUM 3aBJAHHAM, OCKiTbKH

ﬁ/lodel Generation: Google nosizomue MCHN

mo 6auspko 70% xopuctysauis Android, 3
SKHMH BiH CIIIKYBaBCS, XOTinH "3HAUTH
Kpauuii 6ananc" y BUKOPHCTaHHI TEXHOIOT it
AJle e CTaBHTH TEXHOJNOTIUHMUI CEKTOP B
HE3pyuHEe MoJokKeHHA. SIk BiH MoKe
JIOTOMOTTH CBOIM KII€HTaM Bi/lipBaTHCS Bij
CcBOTX TenedoHiB, KoyH, U Garathox (pipm,
ix Gi3Hec-MoJenb IPYHTYEThCSA Ha
nporniexnomy? O6unsa Apple i Google

(Google informed me that about 70% of
Android users it communicated with wanted
to "find a better balance" in their use of
technology. But this puts the tech sector in an
awkward position. How can it help its
customers detach from their phones when, for
many firms, their business model is based on
the opposite? Both Apple and Google

Kommanii, Taki sk Google, sanexars Bix ... 3¢ released digital tools this year ...) industry's reliance on screen time for profit, there is growing awareness of the need to
\_ Incorrect & Redundant j [ Irrelevant & Giberrish & Uncontrollable J/ reduce dependency on phones.) /7 (m rect & Reasonable v

challenging task. delete

[IMPROVEMENT]: Google and Apple haye introduced tools to help users monitor and
manage their screen time, acknowledging th¢ need for a better balance in tech use. Despite
the tech industry's reliance on screen timgfor revenue, there is a growing awareness of the
need to reduce phone dependency.

[TRANSLATION]: Google i Apple BupoBaguin iHCTpyMEHTH, mO06 JONOMOTTH
KOPHCTYBa4aM CTE/KUTH Ta KEPYBaTH CBOTM YacoOM Ha eKpaHi, BH3HaI0uH nmotpedy y
Kpauiomy OajlaHci BAKOPHCTAaHHS TEXHOJIOTiiH. He3Baxaroun Ha 3aJ1ekKHICTh TEXHIUHOT
iHAYCTPIT BiJl KPAHHOIO YaCy JUIs OTPUMAHHS JIOXO/LY, ICHYE 3DOCTAI0YA YCBIAOMICHICTD
HEOOXIIHOCTI 3MEHILNTH 3aIeXKHICTb Bix TenedoHiB.

refine
[REFINEMENT]: Google Ta Apple BnpoBaanin iHCTpPyMeHTH JUTANIOTIOMOTH
KOPHCTyBagaM KOHTPOJTIOBATH Ta KEPyBaTH CBOIM 4acoM Ha EKpaHi, BU3HAI0uM {I0TpeOy y
KpauioMmy Oananci BuKkopucTanus texsosnoriii. Hespasxaioun ma Te, mo rexifonorigna
iHAYCTpis MOKJANA€ThCA HA YAC HA €KPAHi IS OTPUMaHHs NPUOYTKY, 3pocTae
YCBIIOMJICHHS HEOOX1THOCTI 3MEHIIICHHS 3aJIeKHOCTI Bijl Tene(omny.

(Google and Apple have implemented tools to help users monitor and manage their screen

time, recognizing the need for a better balance in technology use. Despite the tech

@ Bce Ginbiue kopuctyBadiB cMapT(hOHIB IIepeiMaroThCs KiIbKICTIO Yacy, SIKHI BOHH BUTPAYaroTh HA CBill ra/DKeT.
(More and more smartphone users are becoming concerned about the amount of time they spend on their devices.)

Figure 3: Comparison of three different LLM methods on one single test example to summarize English source text
in Ukarainian. The English translation of each model output is shown in brackets.

achieving the best result in Indonesian and the
second-best result in Gujarati, only slightly behind
the GPT-40-MINI model on average.

Best LLM Under Our Method. We evaluate the
performance of various LLMs, with the results
shown in Table 4 and Table 5. Overall, the GPT se-
ries models consistently deliver better performance
across different low-resource languages, particu-
larly GPT-40, which is considered one of the most
powerful LLMs available. While other open-source
models do not surpass the overall performance of
GPT-40, some are able to match or even exceed
its performance in specific languages.

3.5 Output Analysis

In Figure 3, we compare our SITR method with
other two LLM baselines in summarizing English
news into Ukrainian.

The outputs from the other two methods are
suboptimal due to their lack of relevance to the
main topic and the generation of nonsensical con-
tent. The single-step summarize-translate method,
which lacks self-correction and crucial prompt
guidance, translates inaccurate summaries directly
into the target language, causing error accumula-
tion. On the other hand, the two-shot generation
method skips the distributed thinking process, lead-
ing to uncontrollable outputs when the model fails
to learn effectively from the examples. Both ap-
proaches, therefore, exhibit significant limitations.

In contrast, our method leverages meta-
generation with targeted guidance, ensuring the
model produces controlled and coherent outputs.
This approach also allows the model to engage in
self-reflection and iterative improvement, leading
to more reliable and accurate results. The improve-
ment step streamlines the summary by removing
unnecessary sentences, while the refinement step
adjusts sentence structure to better match the style
of news reporting. Compared to the dataset’s refer-
ence, our method captures the essence of the source
text even more effectively.

3.6 Ablation Studies

Our proposed method improves upon the traditional
single-step summarize-translate approach by inte-
grating tailored prompts and employing a two-stage
meta-generation process, which involves enhanc-
ing the summary and refining the translation.

The two additional steps, IMPROVEMENT and
REFINEMENT, utilize meta-generation to optimize
output and minimize error accumulation. These dis-
tinctions are particularly critical for cross-lingual
summarization tasks in low-resource languages.
Thus, we pose the question: How significantly do
meta-generation steps impact the overall perfor-
mance of LLMs on this task?

Here, we carry out three sets of comparative ex-
periments to demonstrate the importance of two
meta-generation steps: (i) Delete the IMPROVE-
MENT step. (ii) Delete the REFINEMENT step.



The Comparison of BERTScore Under Different Methods
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Figure 4: Comparison of the BERTScore after removing
key meta-generation steps.

The Comparison of Sum of ROUGE-1/2/L Under Different Methods

SITR w/o [improvement] w/o both

w/o [refinement]

Figure 5: Comparison of the sum of ROUGE-1/2/L after
removing key meta-generation steps.

(ii1) Delete both the IMPROVEMENT and REFINE-
MENT step.

The ablation experimental results across differ-
ent metrics are presented in Figure 4 and Figure 5,
where we compare the performance of the complete
SITR architecture with the three ablation experi-
ments.

From these results, we could find that each
step positively impacts the final outcomes. Delet-
ing any step results in decreased ROUGE-1/2/L
and BERTScore metrics, underscoring the overall
significance of our proposed SITR architecture.
Specifically, deleting the IMPROVEMENT step re-
sults in an approximate 18.4% drop in the sum
of ROUGE-1/2/L scores (from 49.02 to 40.01) for
GPT-3.5. Also, the BERTScore would decrease by
1-2 percentage points, which indicates a noticeable
loss in semantic quality.

In summary, our proposed SITR method illus-
trates the cooperative and complementary nature of
its architecture. This demonstrates the robustness
of our SITR method: when model ouputs are less
than ideal, the IMPROVEMENT and REFINEMENT
steps allow the model to self-correct and reassess,
mitigating the impact of error accumulation on the
final output. (Further studies in Appendix D).

4 Related Works

Cross-lingual summarization is a critical task in
natural language processing, involving the gen-
eration of a summary for text in one language
based on a source text in another language (Wang
et al., 2022; Zheng et al., 2022). The emergence
of deep learning-based neural machine translation
systems (Bahdanau et al., 2016; Kalchbrenner and
Blunsom, 2013; Sutskever et al., 2014; Cho et al.,
2014) and text summarization approaches (Shini
and Kumar, 2021; Nallapati et al., 2016; Shi et al.,
2018), particularly those leveraging recurrent neu-
ral networks (Schuster and Paliwal, 1997; Chung
et al., 2014; Hochreiter and Schmidhuber, 1997),
enhanced model performance on CLS tasks.

Later, advances in neural network technologies,
especially the Transformer architecture (Vaswani
et al., 2017), have led to the development of end-
to-end CLS models that integrate translation and
summarization into a single framework, improving
overall performance. Recent years, large language
models have experienced a period of rapid devel-
opment and widespread adoption (Ouyang et al.,
2022; Brown et al., 2020; Touvron et al., 2023),
and they have gained attention for their potential
in cross-lingual summarization. Wang et al. (2023)
showed their strong capabilities in high-resource
languages like Chinese and German, while Park
et al. (2024) found that LLMs using few-shot ap-
proaches still struggle with low-resource languages.
This investigation is crucial for understanding and
improving the models’ ability to produce accurate
and coherent summaries across various languages,
thereby expanding the scope and applicability of
LLMs in the CLS domain.

5 Conclusion and Future Work

In this paper, we introduce a four-step zero-shot
SITR architecture, demonstrating the potential
of LLMs for cross-lingual summarization in low-
resource languages. Our approach enables LLMs
to outperform three baseline types across various
metrics, achieving notable performance in this do-
main.

We apply our SITR method to evaluate a wide
range of LLMs, revealing their strong performance
in cross-lingual summarization for low-resource
languages and further demonstrating the robustness
of our approach. For future research, we plan to
investigate more effective methodologies to further
unlock the potential of LLMs in this domain.



Limitations

While we evaluate the performance of LLMs in
cross-lingual summarization on two datasets to
showcase the effectiveness of both our zero-shot
SITR method and the models, this study has sev-
eral limitations: (i) The design of prompts can af-
fect model performance, partly due to the models’
limited confidence with low-resource languages.
Future research could explore methods to enable
large language models to generate reliable outputs
without depending on manually designed prompts.
(i1)) We do not examine cross-lingual summariza-
tion tasks involving two low-resource languages.
Future work could address this gap to fully explore
the potential of LLMs in these more challenging
scenarios.
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A Large Language Models

Here, we give the introduction of LL.Ms used in
this paper.

* GPT-3.5: A powerful language model devel-
oped by OpenAl, designed to generate human-
like text based on input prompts, which is
highly effective for a variety of natural lan-
guage processing (NLP) tasks.

GPT-4: An advanced multi-modal LLM from
OpenAl, which is able to accept both im-
ages and texts to do text-generation, and ex-
hibits human-level performance on various
NLP benchmarks.

GPT-40: A better multi-modal LLM com-
pared with GPT-4 which was released on May
13, 2024 by OpenAl.

GPT-40-MINI: A most cost-efficient multi-
modal small model released on July 18, 2024
by OpenAl, which enables a broad range of
tasks with low cost and latency.

LLAMA3: A family of large language models
includes two versions with 8B and 70B pa-
rameters developed by MetaAl, which were
trained on 15 trillion tokens data.

LrLAMA3.1: The latest and strongest open-
source LLM family released by MetaAl, con-
tains three models with 8B, 70B and 405B
parameters.

QWEN-1.5: The improved version of QWEN,
the LLM family developed by Alibaba Cloud.
The whole family contains eight models: 0.5B,
1.8B, 4B, 7B, 14B, 32B, 72B, and 110B.

QWEN?2: Newest model series from the Qwen
team with better performances.

GEMMA: Light-weight, text-to-text, decoder-
only large language models trained by Google,
which have two versions with 2B and 7B pa-
rameters.

GEMMA2: The next generation of open-
source models and improved version of
GEMMA, released by Google on June 27,
2024, which contains three versions with 2B,
9B and 27B parameters.
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* MIXTRAL: Mixture of Experts (MoE) models
(Shazeer et al., 2017) with 8 experts trained
by Mistral Al, now have two versions 8x7B
and 8x22B.

B Experiments Details

We primarily use GPT-3.5, GPT-4, GPT-40, and
GPT-40-MINI models via OpenAT’s official API*.
Additionally, we utilize llama-api> to access two
models from the QWEN-1.5 family, QWEN-2-72B,
MIXTRAL-8X22B, and GEMMA2-27B. For the
remaining models, we conduct experiments using
the groq platform®.

For all LLM-related experiments, we set the tem-
perature to 0.0 and fop-p to 0.95 to minimize ran-
domness and ensure consistent model outputs. To
reproduce the few-shot results from the previous
paper with GPT-3.5 and GPT-4, we use the pro-
vided prompt (Park et al., 2024) and access the
OpenAl official APL

For baselines requiring further fine-tuning, we
use three encoder-decoder transformer models:
mBART-507, mT5-base®, and mT5-small®. If
a low-resource language’s training data exceeds
1,000 samples, we randomly select 1,000 for the
1,000-shot experiments. If the data contains fewer
than 1,000 samples, we use all available data for
fine-tuning. To fine-tune mBART-50, mT5-base,
and mT5-small, we perform all experiments on a
single 24GB-VRAM AS5000 GPU. We set the train-
ing epochs to 3, with learning rates of 1e-4, 3e-4,
and 5e-4, respectively, and select the checkpoint
with the highest sum of ROUGE-1/2/L scores.

At last, for OpenAI’s GPT-3.5 and GPT-4 mod-
els, we use the gpt-3.5-turbo-0125 and gpt-4-0125-
preview versions, conducting all experiments be-
tween July 15th and August 1st.

C Additional Experiments

To better illustrate the effectiveness of our proposed
SITR method in leveraging large language models
for cross-lingual summarization in low-resource
languages, we select eight additional low-resource
languages from the CrossSum dataset (Igbo, Hausa,
Nepali, Yoruba, Oromo, Welsh, Urdu, Swahili) and

4https://openai.com/
5https://www.llama—api.com/
6https://groq.com/
7https://huggingface.co/facebook/
mbart-large-50
8https://huggingface.co/google/mt5-base
9https://huggingface.co/google/mtS—small
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Language Pair

Average Score

Model English=Igbo # English=-Hausa ® English=>Nepali English=>Yoruba ®

Rl R2 RL BS Rl R2 RL BS Rl R2 RL BS RI R2 RL BS Rl R2 RL SR BS
O-shot 338 0.00 246 59.65 320 031 293 5576 0.0 0.0 0.0 60.07 2.86 0.05 1.82 57.34 236 0.09 1.80 425 5821

mBART-50
1000-shot  6.59 0.00 5.50 60.89 14.24 2.94 11.57 67.34 940 1.91 8.18 68.18 7.68 0.00 7.43 61.10 9.48 121 8.17 18.86 64.38
mT5-base 1000-shot 0.43 0.00 043 51.76 6.90 0.17 5.61 5582 0.72 0.00 0.72 5635 0.55 0.00 055 5128 2.15 0.04 1.83 4.02 53.80
zero-shot  3.44 035 2.61 5823 495 0.67 4.12 57.71 430 0.56 3.27 63.87 234 032 195 5848 3.76 0.48 299 7.23 59.57
GPT-3.5 (Park etal., 2024)  one-shot 4.35 0.59 3.27 58.45 7.82 0.88 6.21 61.78 526 040 4.74 6624 287 0.15 201 5872 508 051 4.06 9.65 61.30
two-shot  6.85 1.46 522 60.13 10.12 205 7.16 62.59 556 070 4.46 6552 4.07 1.10 281 5827 6.65 133 491 12.89 61.63
zero-shot  7.64 1.59 570 6534 11.67 3.50 7.65 65.10 573 076 4.24 6523 633 096 4.86 6577 7.84 170 5.61 15.15 6536
GPT-4 (Park et al., 2024) one-shot 924 2.09 6.66 6590 12.97 371 861 6533 7.32 1.15 530 66.09 659 138 529 6580 9.03 2.08 647 17.58 65.78
two-shot  9.58 1.99 6.94 65.64 12.84 354 870 6549 721 1.66 557 66.35 6.76 1.00 521 6576 9.10 2.05 6.61 17.76 65.81
GPT-3.5 w/ summarize-translate  zero-shot 3.67 021 2.84 57.69 836 129 6.07 61.91 582 071 4.64 6625 4.64 090 3.83 59.84 562 0.78 435 1075 61.42
GPT-4 w/ summarize-translate ~ zero-shot  6.61 122 530 65.44 12.44 3.08 852 6548 529 091 3.95 6551 493 072 3.92 6513 7.32 148 542 1422 6539
GPT-3.5 w/ SITR (Ours)  zero-shot 15.56 2.79 10.63 67.31 19.60 2.15 14.84 69.33 12.89 2.51 9.63 69.69 11.82 2.20 10.69 68.41 14.97 2.41 11.45 28.33 68.69
GPT-4 w/ SITR (Ours) zero-shot  20.47 4.02 14.90 70.17 23.02 4.30 14.22 70.04 15.81 3.17 11.09 70.19 15.39 2.15 9.81 70.90 18.67 3.41 12.51 34.59 70.33

Table 6: Additional experimental results on the CrossSum dataset. R-1, R-2, R-L, S-R and BS refer to ROUGE-1,
ROUGE-2, ROUGE-L, sum of ROUGE-1/2/L and BERTScore respectively. The task with ® means training
data less than 1000, where 1000-shot setting equals full fine-tuning. The best result on every target language is
highlighted in bold font, and the second best result is marked with an underline.

sample 30 test examples for each language. We
evaluate our method against fine-tuned models and
other LLM baselines, with the results presented in
Table 6 and Table 7.

We observe that GPT-3.5 and GPT-4 still signif-
icantly and consistently outperform all other base-
lines when using our proposed SITR method.

The results from Table 6 and Table 7 show
that, despite fine-tuning, the performance of the
mT5-base model remains unsatisfactory, while the
mBART-50 model performs significantly better.
However, when comparing the scores of fine-tuned
mBART-50 with our proposed zero-shot SITR
method, it is clear that SITR still holds a signifi-
cant advantage, showing notable improvements in
both BERTScore and all three ROUGE metrics.

In Table 6, the sum of ROUGE-1/2/L scores for
GPT-3.5 improves by 124% (from 12.89 to 28.83)
and 168% (from 10.75 to 28.83) when comparing
our SITR method with two-shot generation and
the summarize-translate method. For GPT-4, the
improvements are 95% (from 17.76 to 34.59) and
143% (from 14.22 to 34.59) respectively.

In Table 7, the sum of ROUGE-1/2/L scores for
GPT-3.5 increases by 58% (from 25.59 to 40.35)
and 84% (from 21.90 to 40.35) when comparing
our SITR method with the best few-shot gener-
ation method (one-shot generation worked best
for GPT-3.5) and the summarize-translate method.
For GPT-4, the improvements are 51% (from 26.89
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to 40.64) and 112% (from 19.20 to 40.64) respec-
tively.

Additionally, our method shows significant im-
provement in the BERTScore metric, indicating a
substantial semantic advantage for SITR outputs.
Moreover, we find that the improvement of few-
shot learning methods is significantly constrained
when transitioning from one-shot to two-shot. In
fact, Table 7 shows a slight performance decline
with GPT-3.5, suggesting that few-shot learning
may face certain limitations on this task.

These results, based on experiments with eight
low-resource languages, further demonstrate that
our SITR method effectively harnesses the capa-
bilities of large language models in this domain.

D Prompt vs Meta-Generation

To further explore the impact of effective prompt
guidance, we conduct three sets of comparative
experiments for comprehensive ablation studies:

(i) Replace the designed summarization prompt
with a simple summarization prompt (summarize
the following text ...).

(i1) Replace the designed translation prompt with
a simple translation prompt (translate the following
text into ...).

(iii) Replace both summarization and translation
prompts with their respective simple versions.

The ablation results for prompt replacements are
shown in Table 8, comparing the performance of



Language Pair

Average Score

Model English=-Oromo # English=-Welsh English=-Urdu English=-Swabhili

R-1 R2 RL BS Rl R2 RL BS Rl R2 RL BS Rl R2 RL BS R-1 R2 RL S-R BS
O-shot  1.90 024 122 5516 1.77 0.08 1.77 60.84 0.09 0.00 0.09 6098 1.65 020 1.65 59.82 1.35 0.13 1.18 2.66 59.20

mBART-50
1000-shot 5.66 0.56 4.85 56.48 18.38 3.60 13.90 68.68 18.09 3.25 14.18 68.47 16.89 4.80 13.41 69.55 14.76 3.05 11.59 29.40 65.80
mT5-base 1000-shot  0.00 0.00 0.00 48.11 6.86 0.60 6.86 60.19 525 0.00 4.89 59.90 0.01 0.00 0.01 47.39 3.03 0.15 294 6.12 53.90
zero-shot 3.56 092 3.33 5512 9.78 2.07 6.62 65.87 14.36 3.39 9.36 66.21 14.66 4.23 9.97 67.56 10.59 2.65 7.32 20.56 63.69
GPT-3.5 (Park et al., 2024) one-shot  4.10 0.36 3.52 57.91 14.23 4.21 10.54 67.13 13.84 2.25 9.92 65.01 19.77 549 14.11 69.38 12.99 3.08 9.52 25.59 64.86
two-shot  3.02 0.89 297 5422 15.19 4.18 10.87 67.09 1491 2.79 1041 66.12 18.06 4.97 12.79 68.87 12.80 3.21 9.26 25.27 64.08
zero-shot 5.94 1.14 4.12 61.69 9.58 2.20 6.59 65.86 13.24 3.18 8.44 66.04 9.44 2.65 681 66.01 955 229 6.49 18.33 64.90
GPT-4 (Park et al., 2024) one-shot 726 131 496 62.20 15.35 4.35 10.51 67.50 15.49 3.84 10.07 66.92 15.62 4.86 11.27 68.08 13.43 3.59 920 26.22 66.18
two-shot 6.89 1.04 4.59 62.38 15.00 4.61 10.11 67.60 16.19 3.76 11.02 67.32 17.33 5.06 11.97 68.58 13.85 3.62 9.42 26.89 66.47
GPT-3.5 w/ summarize-translate zero-shot 4.20 1.14 3.13 57.31 6.05 0.84 4.52 63.02 18.60 3.38 12.91 68.12 16.60 4.72 11.52 67.77 11.36 2.52 8.02 21.90 64.06
GPT-4 w/ summarize-translate ~ zero-shot 4.52 0.86 3.43 61.37 10.77 2.51 7.05 66.04 12.50 2.83 8.55 66.42 11.71 333 8.73 66.78 9.88 238 6.94 19.20 65.15
GPT-3.5 w/ SITR (Ours) zero-shot 13.25 3.92 10.35 66.69 26.11 4.96 16.83 70.42 22.51 3.94 14.49 69.20 2321 5.84 15.95 70.03 21.27 4.67 14.41 40.35 69.09
GPT-4 w/ SITR (Ours) zero-shot 15.74 3.33 11.00 67.50 2324 4.40 15.17 69.41 23.09 4.53 1547 69.29 23.91 6.01 16.63 70.39 21.50 4.57 14.57 40.64 69.15

Table 7: Additional experimental results on the CrossSum dataset. R-1, R-2, R-L, S-R and BS refer to ROUGE-1,
ROUGE-2, ROUGE-L, sum of ROUGE-1/2/L and BERTScore respectively. The task with ® means training
data less than 1000, where 1000-shot setting equals full fine-tuning. The best result on every target language is
highlighted in bold font, and the second best result is marked with an underline.

Dataset
Model Method
CrossSum WikiLingua
SUM-ROUGE BERTScore SUM-ROUGE BERTScore
SITR 32.15 69.58 49.02 7145
GPT-3.5 W/O [SUMMARIZATION PROMPT] 30.17 69.01 46.71 70.52
' W/O [TRANSLATION PROMPT] 2991 68.83 45.10 70.21
W/0 BOTH 27.45 68.76 43.29 70.03
SITR 34.54 70.13 45.38 70.53
GPT-4 W/O [SUMMARIZATION PROMPT] 31.23 69.71 41.83 69.92
W/O [TRANSLATION PROMPT] 32.09 69.59 42.37 69.88
W/0 BOTH 29.85 69.26 39.13 69.36

Table 8: Experimental results on two datasets for prompt replacement. SUM-ROUGE refers to the sum of ROUGE-

1/2/L scores. The best result is highlighted in bold font.

the original SITR method with the three prompt
variations. From these results, we can draw the
following conclusions:

(1) Using appropriate prompts for both the SUM-
MARIZATION and TRANSLATION steps positively
impacts the large language model’s performance in
cross-lingual summarization tasks for low-resource
languages.

(2) The summarization prompt more signifi-
cantly affects the quality of the final output than
the translation prompt, given its role as the initial
step in the architecture.

(3) Considering the results in Figure 4 and Figure
5, we could find that the decrease in performance
from prompt replacement is much smaller than the
decrease from removing key meta-generation steps.
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In summary, manually designed prompts, along
with the IMPROVEMENT and REFINEMENT steps,
significantly enhance the performance of large lan-
guage models in cross-lingual summarization tasks
for low-resource languages. However, the two
meta-generation steps contribute more significantly
to improving model capabilities than the prompts
themselves.
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Text Generation Prompt for Summarization Step:

You are tasked with creating a concise summary of a given text. The text to be summarized is
provided below:

{{TEXT_TO_SUMMARIZE}}

To create an effective summary, follow these guidelines:

1. Read the entire text carefully to understand the main ideas and overall message.

2. Identify the key points, main arguments, or central themes of the text.

3. Focus on the most important information and avoid including minor details or examples.

4. Aim to capture the essence of the text in a concise manner.

5. The summary should be significantly shorter than the original text, ideally about 5-10% of its
length.

6. Ensure that the summary flows logically and maintains coherence.

7. Do not include your own opinions or interpretations; stick to the information presented in the
original text.

Write your summary within <summary> tags. The summary should be brief and to the point,
covering only the main content without delving into excessive details. Aim for as few sentences as
possible.

Figure 6: Text Generation Prompt for Summarization Step (Our SITR).

Prompt |

Text Generation Prompt for Improvement Step:
You are tasked with evaluating and improving a summary of a given text. Your goal is to create a
brief, concise summary that captures the main points without unnecessary details. Follow these
steps:
1. First, read the original text:
{{SOURCE_TEXT}}
2. Now, read the current summary:
{{SUMMARY } }
3. Evaluate the current summary based on the following criteria:
a. Accuracy: Does it correctly represent the main ideas of the original text?
b. Conciseness: Is it brief and to the point?
c. Clarity: Is it easy to understand?
4. Improve the summary by:
a. Removing any unnecessary details or redundant information
b. Limiting the length to an equal number or fewer sentences
5. Provide your improved summary within <improved_summary> tags.
Remember, the goal is to create a brief and accurate summary that captures the essence of the
original text without going into details.

Figure 7: Text Generation Prompt for Improvement Step (Our SITR).
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Text Generation Prompt for Translation Step:
You are a highly skilled translator with expertise in various languages, including less commonly
used ones. Your task is to translate an English text into a specified target language. Please follow
these instructions carefully:
1. You will be provided with an English text to translate. The text is as follows:
{{SOURCE_TEXT}}
2. The target language for translation is:
{{TARGET_LANGUAGE}}
3. When translating, please consider the following:

- Pay attention to cultural nuances and idiomatic expressions

- Maintain the original tone and style of the text as much as possible

- Ensure grammatical accuracy in the target language

- If there are any terms or concepts that don’t have a direct equivalent in the target language,
provide the best possible translation and include a brief explanation in parentheses
4. Your output should adhere to these guidelines:

- Do not repeat words or sentences unnecessarily

- Avoid any gibberish or nonsensical text

- Provide a fluent and coherent translation

- If you’re unsure about a particular word or phrase, provide your best translation and indicate
your uncertainty with [?] after the word or phrase
5. Please provide your translation within <translation> tags. If you need to include any translator’s
notes or explanations, please add them after the translation within <notes> tags.
Now, please translate the given English text into the specified target language.

Figure 8: Text Generation Prompt for Translation Step (Our SITR).

Prompt |

Text Generation Prompt for Refinement Step:
You are a bilingual expert in English and {{ TARGET_LANGUAGE}}. Your task is to analyze and
refine a translation from English to {{ TARGET_LANGUAGE}}, focusing on fixing any duplicate
content and gibberish. Follow these steps:
1. First, carefully read the original English text:
{{ENGLISH_TEXT}}
2. Now, examine the translation in { {TARGET_LANGUAGE} }:
{{TRANSLATED_TEXT}}
3. Analyze the translation for the following issues:

a. Overall accuracy: Check if the translation accurately conveys the meaning of the original
English text.

b. Gibberish: Look for any parts of the translation that don’t make sense or seem like nonsensical
text.
4. Refine the translation by:

a. Making minor adjustments to improve accuracy and fluency, while preserving the original
style and tone

b. Replacing gibberish with appropriate {{ TARGET_LANGUAGE}} text that matches the
meaning of the English original
5. Provide your refined translation inside <refined_translation> tags.

Figure 9: Text Generation Prompt for Refinement Step (Our SITR).
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Text Generation Prompt for Summarize-Translate Method:

Please first summarize the following text and then translate the summary into {{TAR-
GET_LANGUAGE}}:

{{TEXT_TO_SUMMARIZE}}.

Return the final translated { {TARGET_LANGUAGE}} summary within <translated_summary>
tags.

Figure 10: Text Generation Prompt for Single-Step Summarize-Translate Method.

Prompt |

Text Generation Prompt for Few-Shot Method:
Please summarize the following text in {{TARGET_LANGUAGE}}.
Example 1

Text: {{EXAMPLE1_TEXT}}

Translated summary: {{EXAMPLE1_SUMMARY } }
Example 2

Text: {{EXAMPLE2_TEXT}}

Translated summary: {{EXAMPLE2_SUMMARY } }
Test Text

Text: {{ TEST_TEXT}}

Translated summary:

Figure 11: Text Generation Prompt for Few-Shot Method.
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Source Text

Her party and its allies won almost all of the 300 parliamentary seats contested, in its best ever result. But the opposition alliance, which won just seven seats,
condemned the vote as "farcical”, marred by violence, intimidation and vote rigging claims. Election authorities said there could be no re-run. Although the
election commission earlier said it had heard vote-rigging allegations from "across the country" and would investigate, the commissioner said voting had been
held in a peaceful manner and hence there would be no new vote. Bangladesh's parliament has 350 seats in total, 50 of which are reserved for women and
allotted proportional to the overall vote. "We urge the election commission to void this farcical result immediately," opposition leader Kamal Hossain said on
Sunday. "We are demanding that a fresh election is held under a neutral government as early as possible." At least 17 people have been killed in clashes
between ruling party supporters and the opposition. What are the allegations? Sheikh Hasina's Awami League has run Bangladesh since 2009 and won 288
seats in this election. But one of the leading opposition parties has accused it of using stuffed ballot boxes. A spokesman ......

Reference

( - . N R R o .

AR widaRuell YRl YA aRUR] 3 Add A1) duld AW &[Rell dSi Uelet U U L B.

(On Monday, Bangladesh's Election Commission announced that Sheikh Hasina has won the Prime Minister's position for the third consecutive time.)
A

Summarize-Translate

(Aol WiZT 4 Aetl sl A Aefl 2lell AN URBLE HI2 URAHI dofl Alef] de URSIH HRY &d. Uld [ERAH] Asuitst, BHI HIA Ald ALl ‘@(ﬂ,\
Hdgloda "[ARIA" €[N SUl e, B (B4, SAde 4 Hdelet RBI eldlefl 1 o151, Y2uill sl 4 516 Yot:Alaed ug Aeid «ell. Yol
WA uddi s8] ed 3 A Hdelst RBI eldla "y 2AMMI" HIHOA) &l WA d duldl HI2 5%@@, Ud, WAL 563 Udelel 2ildyds 84 &d
212 Al etdll Helglet adl diefl. widaReledl Aeirisnui 350 A2l 8, Buiell 50 121 MR Hie AIUAM] 2419 B el dofl AHA HdA YHIRIHS
Ad dACIHi 2419 B, "N AISIA F 2feifl 1001 241 [ARIA URBIMA desle (153, [GRAH] Adl sHe 1A AR 58], A 214s] Ad (A4 fd
USR 8601 1B Y2l A1 B Aefl H1oL 53] 8L B." U1 UIETsdl M5 wA (€] d2 17 A\Slofl sl 4 B, 41 Y2ell Hecdysl 31 &dl? ......

(His party and its allies initially achieved the highest outcome, securing the most successful result. However, the opposition coalition, which won only seven
seats, declared the election 'strange,’ rejecting it due to claims of violence, intimidation, and vote-rigging. Election officials stated that a rerun is unlikely. The
Election Commission had earlier mentioned that it had heard allegations of vote-rigging 'across the country' and called for an investigation. However, the
commission stated that the voting was peaceful and therefore a new election is not necessary. The Bangladeshi Parliament has 350 seats, of which 50 are
reserved for women, distributed proportionally based on the overall vote. 'We want the Election Commission to immediately address this strange outcome,’
opposition leader Kamal Hossain said on Sunday. 'We are demanding that the recent election under this regular government is not fair." Seventeen people
\have been killed in clashes between supporters of the ruling party and the opposition. Why was this election significant? ......) " )

Two-Shot Generation

(widarotedl Yeullui Slut saflettel utdl 242 Aot ENR A<l el ay 300 Hetul A2l uiH 53 B, % A« Alell Getrt uRLIN B. U3d @ )
31{@@&4,(;8%\ [guel {jll% A2l ], wl Udelsta "([AuRdled" dld 53 B, BUQ (L, SAd2 WA Udeld RBIdILA ldlad @ga Udelela
(U RAlEd" el Nd 53] B.

(In the Bangladesh election, Sheikh Hasina's party and its allies secured the highest number of seats, winning the most out of the 300 parliamentary seats,
marking their best result ever. However, the opposition coalition, which won only seven seats, has declared the election “questionable,” citing claims of

L violence, intimidation, and vote-rigging.) )

SITR (Two-Stage Meta-Generation)

[[SUMMARIZATION]: In the election, Sheikh Hasina' party and its allies won almost all of the 300 parliamentary seats, marking their best result ever,\
However, the opposition alliance won only 7 seats and condemned the election as “farcical," claiming it was marred by violence, intimidation, and
allegations of vote rigging. At least 17 people were killed in clashes between supporters of the ruling party and the opposition.

[IMPROVEMENT]: Sheikh Hasina‘s Awami League and its allies secured a dominant victory in Bangladesh’s parliamentary election, while the opposition
alliance criticized the vote as rigged and violent, calling for a fresh election under a neutral government.

[TRANSLATION]: Q0w &Rttt «fl 2ati{l dlor 24 det uieflaNA wivgRelefl duely deellui As [@eula [@d Aacl), suR ([Guel 13
Ydtleda ditaey ua (&4 dAldla deel s R &60 §3] Yeuilell Hiaiell s30.

[REFINEMENT]: QW Slletiel ati{l €l 24 detl dedlofladl 4 widaidletl A€l deuflui As wyw ([Gd Aadl, 2R (qual Aseidq
420l 52T wA [Eles a3 (el 530, [FUGEd U512 3601 A s dI%g el HI2 Hidlsa 53,

(Sheikh Hasina's Awami League and its allies secured a decisive victory in Bangladesh's parliamentary elections, while the opposition coalition condemned
the election as fraudulent and violent, calling for a fresh election under a neutral government.) 1, )

K - 2 -
Figure 12: Comparison of three different LLM methods on one single test example to summarize English source

text in Gujarati. Our SITR method performs the best, the result is even better than the reference. The English
translation of each model output is shown in brackets.
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