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ARTICLE INFO ABSTRACT

Keywords: Static word embeddings (SWE) and contextualized word embeddings (CWE) are the foundation
Static word embeddings of modern natural language processing. However, these embeddings suffer from spatial bias in
Coﬁltexmah“d word embeddings the form of anisotropy, which has been demonstrated to reduce their performance. A method to
Whitening

alleviate the anisotropy is the “whitening” transformation. Whitening is a standard method in
signal processing and other areas, however, its effect on SWE and CWE is not well understood.
In this study, we conduct an experiment to elucidate the effect of whitening on SWE and CWE.
The results indicate that whitening predominantly removes the word frequency bias in SWE,
and biases other than the word frequency bias in CWE.

Frequency bias

1. Introduction

Static word embeddings (SWE) (Mikolov, Sutskever, et al., 2013; Pennington et al., 2014) and contextualized word embeddings
(CWE) (Devlin et al., 2019; Peters et al., 2018; Raffel et al., 2020, i.a.) are the foundation of modern natural language processing
systems. However, while the aim of creating such embeddings is to provide accurate representations of word, phrase, and sentence
meaning, they also reflect and sometimes amplify biases inherent in the training data, such as gender bias (Zhao et al., 2019), social
bias (Kaneko & Bollegala, 2022), and word frequency bias (Gong et al., 2018). For SWE, prior research has demonstrated that the
embedding space exhibits a spatial frequency bias; namely, frequent words tend to concentrate along a particular direction (Mu &
Viswanath, 2018). Generally, this anisotropy, i.e., the non-uniform angular distribution of word vectors, is undesirable because it
leads to inefficient use of the embedding space. Furthermore, frequency-based anisotropy causes frequent words to be represented
by similar vectors simply by virtue of their high frequency, although their meaning may not be similar.

Aiming to reduce the negative impact of anisotropy, several isotropization methods have been proposed. These methods make
embeddings more isotropic, i.e., transform embedding vectors so that they have a more uniform angular distribution. Isotropization
methods can be divided into supervised debiasing methods and unsupervised post-processing methods. The primary goal of
supervised debiasing methods is to remove biases with respect to specific categories, such as gender, nationality, and word frequency.
If the bias manifests itself as an uneven distribution of word embeddings, then debiasing results in a more isotropic embedding
space. A representative example of such an approach is the adversarial removal of protected social variables proposed by Zhang
et al. (2018). In contrast to supervised debiasing methods, unsupervised post-processing methods aim to improve word embeddings
without relying on word meaning or associated categories.

The focus of this study is the arguably simplest and most common unsupervised isotropization method, namely whitening.
Informally, whitening is a linear operation that transforms a set of spatially correlated (and therefore anisotropic) vectors into a set
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Fig. 1. Examples of plots before and after applying whitening to a set of two-dimensional vectors. Before applying whitening, x and y are correlated, whereas
after applying whitening, they are no longer correlated.

of uncorrelated (isotropic) vectors (see Section 2.2 for a formal definition). Although whitening is a standard data transformation
technique, applications to NLP and CWE, in particular, have appeared only recently (Huang et al., 2021; Su et al., 2021). These
applications have demonstrated that whitening performs better than other isotropization methods for CWE. However, a major
disadvantage of whitening and other unsupervised post-processing methods is that their impact on various forms of bias and
other semantic properties of embeddings is not yet understood, although understanding bias in SWE and CWE is a prerequisite
for their ethical use in real-world applications. In this paper, we present an initial analysis of the semantic impact of unsupervised
post-processing. In particular, we analyze changes in the frequency bias when applying the whitening transformation to SWE and
CWE.

Our preliminary analysis indicates that the effect of whitening partially includes the effect of frequency debiasing. Our research
question is thus whether the effect of whitening consists of frequency debiasing only. To increase the granularity of the effect of
whitening, we employ a method whose effect is frequency debiasing only; specifically, we propose a reconstruction-based frequency
debiasing (RFD), which focuses only on removing frequency bias in embeddings. We then compare the behavior of whitening with
that of RFD. Our experimental results indicate that whitening removes word frequency bias in SWE as well as biases other than
word frequency bias in CWE.

2. Background
2.1. Anisotropy in static and contextualized word embeddings

Mu and Viswanath (2018) reported an anisotropy problem that leads to reduce expressiveness of SWE. Ethayarajh (2019) reported
that anisotropy also existed in CWE. Accordingly, there has been much discussion about the causes of anisotropy in embeddings. Mu
and Viswanath (2018) reported that word frequency information is embedded in the first and second principal components of
SWE, and is the cause of anisotropy in SWE. In CWE, frequency bias is the most common issue. Li et al. (2020) empirically
demonstrated that there is a frequency bias in the vectors of the word embedding layer in BERT (Devlin et al., 2019). Specifically,
they demonstrated that vectors of frequent words are embedded closer to the origin, while infrequent words are embedded farther
from the origin. Moreover, they showed that vectors of high-frequency words are densely embedded, while vectors of low-frequency
words sparsely dispersed. Liang et al. (2021) also reported that there is a correlation between the logarithm of word count and the
norm/average cosine similarity of word vectors. In addition to frequency bias, outlier dimensions in CWE have also recently received
attention. Luo et al. (2021) and Kovaleva et al. (2021) identified dimensions in the embeddings of BERT and RoBERTa (Liu et al.,
2019) that were significantly higher than other dimensions, suggesting that they were the cause of anisotropy in the embeddings.

2.2. Isotropization via the whitening transformation

Whitening is a linear transformation that transforms a set of vectors into a new set where the covariance matrix is the identity
matrix. The fact that the covariance matrix is an identity matrix signifies that the transformation makes each dimension uncorrelated
(uncorrelation) and sets the variance to 1 (variance flattening). Through the transformation, the resulting whitened embeddings
become more isotropic (Fig. 1). Let X € R¥* be a set of d-dimensional N vectors such as word embeddings. The transformed
embeddings X’ € RV*? are defined as follows:

X' =X -mUVS-!, (€9)]
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Fig. 2. Plots of the first and second principal components (a; and a,) before and after applying whitening to GloVe embeddings. Colors correspond to word
frequency ranks. Black represents frequent words, while yellow represents infrequent words. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

where m € R? is the mean vector of the vectors in X, and U and S are given by singular value decomposition (SVD) of the covariance
matrix ¥ of X. X € R™“ is calculated as follows:

=X -mT(X —m). (2
U and S satisfy the following equation by the definition of SVD:
r=UsuT, 3

where S is a diagonal matrix having the eigenvalues of ¥ and U is the corresponding orthogonal matrix of eigenvectors.

Whitening is commonly used in machine learning to reduce bias in the training data, and it has been applied to a set of feature
vectors as a feature preprocessing method (Coates et al., 2011; Ranzato et al., 2010). It has been reported that reducing bias helps
deep learning models learn high-quality representation and speeds up model convergence. Since whitening is a general-purpose
algorithm that can be applied to a set of vectors, it can also be applied to sentence vectors obtained by CWE. Huang et al. (2021)
applied whitening to CWE to address the anisotropy problem and demonstrated that it improved the performance of the CWE.
Whitening is mathematically well defined; however, analysis has not yet been performed to clarify what information in SWE and
CWE is processed and how the information is transformed by whitening. In this study, we aim to clarify the mechanism of whitening
(i.e., uncorrelation and variance flatting) in SWE and CWE.

2.3. Other isotropization methods

In addition to whitening, several other methods to address anisotropy have been proposed. One class of isotropization methods
removes the principal components of embeddings. (Mu & Viswanath, 2018) suggested that there is a word frequency bias in SWE,
and reported that the bias negatively affects task performance. Specifically, they observed a frequency bias in the first and second
principal components of GloVe (Pennington et al., 2014) and Word2Vec (Mikolov, Sutskever, et al., 2013) embeddings, and proposed
a method to remove the top-D principal components, denoted the RPC method. They found that the RPC method improves the
performance of tasks and reduces the anisotropy of SWEs. Rajaee and Pilehvar (2021) proposed a cluster-based version of the RPC
method, while (Liang et al., 2021) proposed a weighted version.

Several mathematically-motivated methods have also been proposed to handle anisotropic embeddings. Li et al. (2020) proposed
BERT-f1low, which learns a flow function that projects embeddings obtained from BERT to a standard Gaussian latent space. Their
theoretical motivation was that embeddings with a standard Gaussian distribution are a sufficient condition for isotropy and an
efficiently embedded space, which they described as lacking holes.

3. Preliminaries

Following the work of Mu and Viswanath (2018), we performed an analysis to explore the effect of whitening in preliminary
experiments.Figs. 2 and 3 present plots of the first and second principal components of the embeddings before and after applying
whitening to GloVe and BERT embeddings, respectively. Before applying whitening, we observed a frequency bias, i.e., a correlation
between the principal components of word embeddings and their word frequencies in both GloVe and BERT embeddings. In
particular, GloVe embeddings had a strong frequency bias, which is consistent with the reports from Mu and Viswanath (2018).
However, after applying whitening, we found that there was no bias in the first and second principal components of the embeddings,
which indicates that whitening has the effect of frequency debiasing.
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Fig. 3. Plots of the first and second principal components (¢, and a,) before and after applying whitening to BERT embeddings. Colors correspond to word
frequency ranks. Black represents frequent words, while yellow represents infrequent words. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Based on this analysis, we aim to clarify the effect of whitening. Our research question is whether whitening is equivalent to
frequency debiasing or whether it has effects other than frequency debiasing. To address this question, we conduct an experiment
in which we apply both whitening and a frequency debiasing method, which is introduced in Section 4, to the model at the same
time. When both are applied to the model, if the effects of whitening and frequency debiasing are independent, then respective
gains can be expected, while if there is an overlap between the two effects, then the improvements can be limited.

4. Frequency debiasing method

In this section, we introduce a frequency debiasing method that focuses only on the effect of frequency debiasing without
affecting the original quality of the embeddings. Gong et al. (2018) proposed a method of frequency debiasing for word embeddings
using adversarial training. Given a certain task, such as text classification, their method optimizes each vector in the word
embeddings layer with the debiasing loss simultaneously as learning. With these settings, the resulting word embeddings are task-
specific representations. We aim to obtain general representations rather than task-specific representations; thus, we propose a
reconstruction-based frequency debiasing (RFD) inspired by Gong et al. (2018). Like (Gong et al., 2018), we assume that word
embeddings are trained to fool a discriminator attempting to identify whether the words are rare or popular. Instead of a task-
specific loss, we introduce a reconstruction loss that aims to preserve the pretrained representations such as embeddings from
GloVe or BERT.

First, we present a reconstruction loss for SWE such as GloVe. Let W be a set of words in a vocabulary, e(w) be the pretrained fixed
embeddings of word w and v(w; #°™P) be the learnable embeddings of word w, where 6™ € R?*V is the parameter matrix of the
word embeddings. Here d is the number of dimensions of the embeddings and V' (= |[W)) is the vocabulary size. The reconstruction
loss for SWE is defined as follows:

Ligy W20 = 3 [letw) — viaez 6| @
wew
Regarding the discriminator part for SWE, we follow the settings used by Gong et al. (2018)’s settings. First, we divide the vocabulary
W into two parts: Wy, and Wy,e. Words in W), are the top-1% frequent words, while Wye = W\ Wyop. Let fpp represent a
discriminator with parameters #° that takes word embeddings as input and returns a probability score indicating whether the word
is rare or not. The loss of the discriminator for SWE is defined as follows:

1 1
Lp,, (W;07,6°m) = T wz 1og £y (v(w: 6°™)) + o > log(l = fop (w(w; 65™P))). )

EWPOP WEWrare

Lastly, we optimize 6™ and 6P using the adversarial training procedure with the min-max objective as follows:

argminargmax L (W;6™) — AL, (W; 6P, 6°™D), (6)
gemb 9D swe swe

where 1 is a hyperparameter used as a weight coefficient. Following Gong et al. (2018), we alternate between optimizing the argmin
objective for #°™ and optimizing the argmax objective for 6.
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Table 1

The model parameters of the embeddings we used in the

experiments.

14 d

GloVe840B 2,196,016 300
GloVe6B 40,000 300
Gnews 3,000,000 300
BERT-base 28,996 768
DistilBERT-base 28,996 768
RoBERTa-base 50,265 768

For CWE, we prepare a training corpus C and optimize the embeddings obtained by encoding sentences from C. Let s represent
a sentence from corpus C, W, represent a set of words' in s, and £ be a target set of layers in a CWE model such as BERT. Let
e!(w, s) be the pretrained /th layer embeddings of word w obtained by encoding sentence s. Embeddings v/ (w, s; 0™P) is similar to
e!(w, s) but embeddings from a new CWE model with learnable parameters ™. The reconstruction loss and discriminator loss for
CWE are defined as follows:

Lg,, (0™ =% 30 Y [lelw.s) - v'w,5:6°™)

s€C weWw; leL

Lp, (C;0P,6™) = 3 3" ¥ L), (w.1:6°,6™), ®
seC wew; leL

2
|2’ @

1

Ly w5076 = ——— 3 logfyp @ (w,5:6°™)
e Wi popl e
et log(1 = fyo (¥' (w, 5;6°™)), 9
|Ws,rare| wWeW, rare
where W, o, = W, N Wy, and W, rare = Wy \ W, pop- The objective for CWE is defined as follows:
i . pemb .gD pemb
arggerr:gm arggrl?ax LRCWE(C,Q )— ALDcwe(C,é' , 050, (10)

5. Experiments

We conduct experiments with several models to investigate the effect of whitening. When applied simultaneously, if the
performance of whitening and frequency debiasing is equivalent to that of a single applied model, this indicates that whitening
has the same effect as frequency debiasing.

5.1. Task

Dataset. To evaluate the quality of the embeddings, we adopt a semantic textual similarity (STS) task. Specifically, we use the
STS Benchmark dataset (Cer et al., 2017) created to provide a standard setup of STS for fair comparison.? The dataset consists of
sentence pairs with manually annotated scores as sentence similarities. The scores range from 0 to 5.

Evaluation. Following previous studies (Huang et al.,, 2021; Reimers & Gurevych, 2019), we compute the Spearman rank
correlation between the annotated ground truth scores and the similarities predicted by models. We calculate the cosine similarities
of the sentence vectors as the similarities between sentences.

5.2. Settings

We use two types of GloVe embeddings® (G1oVe840B and GloVe6B) and Google news embeddings* (GNews) as the SWE.
GloVe840B is trained on the Common Crawl dataset containing 840 billion tokens, while G1oVe6B is trained on the Wikipedia
and Gigaward dataset containing 6 billion tokens. GNews is trained by using a CBOW algorithm (Mikolov, Chen, et al., 2013) and
the training corpus is Google news dataset containing 100 billion tokens. We use a BERT-base (Devlin et al., 2019), DistilBERT-
base (Sanh et al., 2019) and RoBERTa-base (Liu et al., 2019) model from Huggingface Transformer Library (Wolf et al., 2020) as
the CWE. The model parameters are summarized in Table 1.

We compare four distinct settings of SWE and CWE:

1 Note that we use “word” to refer to “token” for the sake of clarity even though words are separated into tokens in CWE models; for example, “interferometer”
is separated into “inter”, “##fer” and “##ometer”.

2 https://ixa2.si.ehu.eus/stswiki/index.php/STSbenchmark

3 https://nlp.stanford.edu/projects/glove/

4 https://code.google.com/archive/p/word2vec/
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Fig. 4. The results of the SWE experiments on STS benchmark development (Dev) and test (Test) set. The performance is evaluated by the Spearman rank
correlation between the annotated ground truth scores and the similarities predicted by the models.

1. Vanilla models: models that use raw embeddings without post-processing.

2. Whitening models (wh): models with whitening applied.

3. Frequency debiasing models (Fdeb): models with frequency debiasing applied.

4. Frequency debiasing and whitening models (Fdeb-wh): models with frequency debiasing applied followed by whitening.

For frequency debiasing, we use RFD, which is introduced in Section 4. For the SWE models, the sentence vectors are calculated
by averaging the vectors of all words. For the CWE models, following Huang et al. (2021), we average the vectors of words at the
first and last hidden layers. There are various options as the target layer list £ in Eqgs. (7) and (8). For example, we can set the
target layers to be all layers. In this study, we set £ = [1,12] for BERT and RoBERTa and £ = [, 6] for DistilBERT, which are the
simplest choices among the target layer lists that include the first and last layer. We use ¢ = 10 as the threshold for a set of frequent
words. We simply fix the batch size to 128 because we confirmed the performance is almost same when changing the batch size in
preliminary experiments. We search A in Egs. (6) and (10) from [0.02,0.1],° the learning rate from [le — 3,5e — 3, le — 2], and the
number of epochs from [1, 3,5, 10,20, 30,40, 50] in the development set. We use the sentences from the STS datasets as the training
corpus C for RFD for the CWE models.

5.3. Results

Figs. 4 and 5 show the performance of the models on the STS Benchmarks development and test sets. The results are as follows:

(i) In both the SWE and CWE experiments, whitening improved the performance. In particular, the performance of the CWE
models increased significantly. For example, the performance of ROBERTa improved by 10.7 points on the test set.

(ii) We observed performance improvement by the effect of frequency debiasing in all the models except for GNews. Notably,
the performance of GLoVe840B-Fdeb was 7.7 points higher than that of GLoVe840B on the test set.

5 We search 4 from [0.02,0.1] because the default and recommended setting in Gong’s implementation on the Github (https://github.com/ChengyueGongR/

Frequency-Agnostic) is A = 0.02, while (Gong et al., 2018) used 4 = 0.1 in their experiments.
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Fig. 5. The results of the CWE experiments on STS benchmark development (Dev) and test (Test) set. The performance is evaluated by the Spearman rank
correlation between the annotated ground truth scores and the similarities predicted by the models.

(iii) The Fdeb-wh models for SWE such as GloVe-Fdeb-wh had no significant improvement over the Fdeb models such as
GloVe-Fdeb.

(iv) Unlike the SWE results, the Fdeb—wh models for CWE had significant improvement over the Fdeb models. For example, the
performance of ROBERTa-Fdeb-wh was 9.1 points higher than that of ROBERTa-Fdeb on the test set.

The observation of result (i) is consistent with the results from a previous study (Huang et al., 2021). Regarding result (ii), the
gain from frequency debiasing for GloVe was higher than that for the CWE models. We assumed that this was because GloVe had
a stronger frequency bias, as suggested by the plot of the PCA coefficients in Section 3. To verify this assumption, we present an
analysis in Section 6. Of all the models, only GNews had no improvement by applying frequency debiasing. We suspect the training
algorithms of SWE embeddings affect the performance of frequency debiasing.

Regarding results (iii) and (iv), if the effects of whitening and frequency debiasing are independent, then respective gains can be
expected when both are applied to the model. However, we observed that no significant difference between Fdeb and Fdeb-wh
for SWE (result (iii)). This observation reveals that the effect of whitening on SWE is almost the same as that of frequency debiasing,
or that there is a large overlap between the two. In contrast, result (iv) indicates that on CWE, whitening has effects other than
frequency debiasing, such as the correction of defects inherent in CWE that do not exist in SWE. We speculate that one of these
effects may be the correction of the outlier problems reported by Kovaleva et al. (2021), Luo et al. (2021).

6. Analysis
In Section 5, we assume that whitening has effects on CWE other than frequency debiasing only. In this section, we describe
a more in-depth analysis that we conduct to support this assumption. Specifically, we investigate how the quality of embeddings

in each model varies with the frequency of words in the sentence. Given a sentence pair s; and s, in the STS dataset, we first
combine these two sentences to create a paired sentence p. Then we compute its average word frequency ranks defined as follows:

ReentP) = 5= 3, r0), an

where N is the number of words in p, w represents a word in p, and r(-) is a function that takes a word w and returns the frequency
rank of w in a predefined vocabulary. Based on R, we sort the sentence pairs in the STS evaluation data, and exclude sentence

7
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pairs with the highest Ry, one by one, and then we evaluate the models on each subset of the dataset. By this procedure, we reduce
an average R, across the dataset, which is defined as follows:

1
Riataset = P Z Rsent(p)s (12)
P

where P is the number of pairs in the dataset. A Higher Ry,..se: Signifies that the dataset contains more rare words, while a lower
Ryataser Signifies that the dataset contains more frequent words.

Fig. 6 presents graphs of the STS performance when varying Rg,..s: for the STS-14 dataset. We observed that for GLoVe840B,
the larger the R;,,,,.;» the lower the performance. This indicates that the embeddings of rare words in GloVe had a negative impact
on STS performance. In contrast, we did not observe this tendency for BERT. This suggests that the embeddings of rare words in
BERT had a small effect on the STS performance. This supports the fact that the representation learning of BERT, which separates
infrequent words into subwords, was effective. As mentioned in Section 5, we observed significant improvements when whitening
was applied to CWE, whereas the impact of frequency debiasing was limited. Thus, we conclude that whitening has other effects
other than frequency debiasing.

7. Conclusion

In this study, we investigated the effect of whitening on SWE and CWE. In a preliminary experiment, we confirmed the existence
of a frequency bias in SWE and CWE by visualizing the PCA coefficients of the embeddings and proposed that the application of
whitening can remove the bias in the embeddings. In our main experiment, we empirically examined whether whitening had effects
other than the effect of frequency debiasing. The results indicated that there was a large overlap between the effects of whitening
and the effect of frequency debiasing on SWE. However, on CWE, whitening had effects other than frequency debiasing only. In our
analysis, we investigated how the quality of embeddings in each model varies with the frequency of words in the sentence. We found
that whitening and our frequency debiasing method, namely RFD, improved the quality of GloVe embeddings for low-frequency
words. However, we observed no such trend for BERT embeddings. This result could be caused by the training procedures of the
embeddings, i.e., GloVe embeddings are optimized based on word frequency information and BERT separates words into subword
tokens.

The main contributions of this work are the discovery of differences in the effects of whitening on CWE and SWE, and the
suggestion that whitening has effects on CWE other than the removal of frequency bias, which is the most studied cause of anisotropy
in word embeddings. It remains for future work to identify the remaining effects of whitening on CWE. We speculate that one of
the effects may be the correction of the outlier problems reported by Kovaleva et al. (2021), Luo et al. (2021).°

6 Our codes are available at https://github.com/losyer/whitening_effect
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