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Abstract

Large Language Models (LLMs) have demonstrated remarkable capabilities in
code generation, achieving near-human performance on standard programming
tasks. However, these models still struggle with complex algorithmic problems
found in competitive programming environments like the International Olympiad in
Informatics (IOI), where success requires sophisticated mathematical reasoning and
algorithmic optimization. To address this challenge, we introduce Reinforcement
Learning with Online Judge Feedback (RLOJF), a novel framework that enables
LLMs to learn from rapid execution feedback through a high-performance dis-
tributed evaluation system. RLOJF combines supervised fine-tuning with proximal
policy optimization, utilizing a hierarchical reward mechanism that balances code
correctness, efficiency, and quality. Our framework advances the state-of-the-art
through a two-phase training strategy that establishes strong baseline capabilities
before optimization through feedback, a sophisticated reward design that prevents
policy collapse while encouraging code improvement, and a distributed evaluation
architecture that reduces feedback latency from minutes to seconds. We evaluate
RLOJF on a dataset of 1,280 competitive programming problems, demonstrating a
significant improvement in solution quality, with average pass@1 rate increasing
from 48% to 81%. Comprehensive ablation studies demonstrate the complemen-
tary benefits of supervised fine-tuning and proximal policy optimization, with SFT
excelling at code structure and documentation while PPO significantly improves
runtime accuracy and execution success rates. These results suggest promising di-
rections for applying reinforcement learning to complex algorithmic programming
tasks.

1 Introduction

The advent of Large Language Models (LLMs) has significantly advanced the field of automatic
code generation [1, 2]. Models such as Code Llama [3] and StarCoder [4] have exhibited impressive
performance on a wide range of standard programming challenges. Despite these advancements,
LLMs continue to face substantial hurdles when tackling complex programming tasks that necessitate
advanced algorithmic design and optimization [5]. This performance gap is particularly evident in
competitive programming settings, where solutions often require multiple iterations and fine-tuning
based on rigorous testing and performance evaluations.

Traditional approaches to enhancing code generation have primarily focused on scaling up model size
and expanding training datasets [6]. While successful to an extent, these methods often fail to address
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the crucial aspect of learning from execution feedback, a fundamental component of iterative software
development. This limitation is underscored by the challenges encountered in complex programming
scenarios, where solutions often emerge through a process of trial, error, and refinement [7, 8].

Current training methodologies face several critical challenges. First, supervised fine-tuning (SFT)
alone cannot effectively capture the trial-and-error nature of programming, where developers fre-
quently refine their code based on compilation errors, runtime feedback, and performance metrics
[9]. Second, existing reinforcement learning approaches for code generation often suffer from sparse
rewards and long feedback cycles, making training inefficient and unstable [10]. Third, the lack
of fast, reliable evaluation systems has prevented the effective application of online reinforcement
learning to code generation, a problem highlighted by recent work in this area [11].

To address these challenges, we propose the Reinforcement Learning with Online Judge Feedback
(RLOJF) framework, building upon recent advances in reinforcement learning and code generation
[12]. Our approach introduces several key innovations in applying reinforcement learning to code
generation: (1) A novel two-phase training strategy that combines the advantages of SFT for estab-
lishing baseline capabilities with Proximal Policy Optimization (PPO) [13] for optimization through
feedback; (2) A sophisticated reward mechanism that effectively balances code correctness, efficiency,
and quality, inspired by recent work in reward design [14]; and (3) A high-performance distributed
evaluation system that enables rapid feedback for reinforcement learning.

Our main contributions include the development of an efficient PPO training pipeline tailored for code
generation, featuring dynamic KL divergence adjustment [15] and curriculum learning [16] based on
problem difficulty. We demonstrate through comprehensive experiments that our approach achieves a
33% improvement in pass@1 rate compared to the baseline model, with particularly significant per-
formance gains on problems requiring iterative optimization. The framework’s success in leveraging
real-time execution feedback represents a significant step forward in applying reinforcement learning
to practical code generation tasks, extending recent work in this direction [12, 17].

2 Background

Our work draws upon and contributes to three primary areas of research: large language models for
code generation, reinforcement learning techniques in programming tasks, and recent progress in
reasoning-enhanced models, particularly those designed for Olympiad-level (o1-style) challenges.

2.1 Large Language Models for Code Generation

The field of code generation has witnessed rapid advancements in recent years. Early methods, which
relied on statistical techniques and relatively simple neural architectures, achieved moderate success,
with accuracy rates around 30-40% on basic programming tasks [1]. The advent of the transformer
architecture ushered in a new era, with models like Codex demonstrating significant improvements
and achieving commercial viability, reaching 80% accuracy on a range of standard programming
tasks [2]. More recent models, including Code Llama [3] and StarCoder [4], have further pushed the
boundaries, achieving over 90% accuracy on standard challenges. However, performance on complex
algorithmic tasks, particularly those found in competitive programming, remains considerably lower,
typically ranging from 10-30%.

2.2 Reinforcement Learning in Code Generation

Traditional reinforcement learning approaches have encountered several obstacles when applied to
code generation. Early efforts using REINFORCE algorithms showed some promise but suffered
from issues related to sample inefficiency and training instability [7]. Proximal Policy Optimization
(PPO) [13] has emerged as a more effective technique, largely due to its stability in policy updates
and robustness across a range of hyperparameter settings. A notable recent advancement is the
Reinforcement Learning with Execution Feedback (RLEF) framework proposed by Gehring et al.
[17], which has demonstrated state-of-the-art results on the CodeContests benchmark while also
significantly reducing the number of samples required for training.
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2.3 Recent Progress in o1-style Models

The development of o1-style models represents a focused effort to address complex programming
tasks through enhanced reasoning capabilities.

O1-Coder [18] introduces a hybrid architecture combining reinforcement learning with Monte
Carlo Tree Search (MCTS), employing a three-stage process of structure definition, pseudocode
refinement, and code generation. DeepSeek-R1-Lite [19] presents a lightweight reasoning framework
optimized for computational efficiency. QwQ [20] focuses on competitive programming tasks through
specialized reasoning mechanisms.

Recent training approaches have explored diverse strategies for enhancing model capabilities.
LLaMA-Berry [21] employs pairwise optimization techniques for mathematical reasoning, while
InternThinker [22] integrates reasoning capabilities through novel pretraining methods. Macro-o1
[23] addresses open-ended solution generation through structured reasoning paths.

The field has also seen developments in evaluation methodologies. LLaMA-O1 [24] have introduced
standardized benchmarks and metrics for assessing reasoning capabilities, while g1 [25] proposes
protocols for measuring reasoning chain quality.

These recent works in o1-style models have demonstrated promising results in handling complex
programming tasks through structured reasoning approaches. The combination of architectural
innovations like MCTS-guided generation, specialized training methodologies, and standardized
evaluation frameworks has provided new insights into addressing algorithmic challenges.

Our work builds upon these foundations while leveraging the unique capabilities of online judge
systems for reinforcement learning. By integrating OJ feedback into the training loop, we enable
a comprehensive reward function that considers multiple aspects of code quality, including time
complexity, space efficiency, and correctness across diverse test cases. This approach extends the
RLEF framework[17] with a distributed evaluation system that can provide detailed performance
metrics beyond simple pass/fail outcomes, allowing for more nuanced optimization of code generation
models.

3 Method

The RLOJF framework centers around a high-performance Online Judge (OJ) system. This system
compiles, executes, and rigorously evaluates submitted code against a comprehensive suite of test
cases. It provides real-time feedback, including runtime and memory usage metrics, as well as detailed
test results. We leverage open-source OJ systems as the foundation for our environment1. In addition
to the widely used CodeContests [2] dataset, we introduce a new dataset derived from Chinese high
school Olympiad in Informatics competitions. We evaluate our approach using GLM-4-9B [26]
models, with a particular focus on enhancing the programming capabilities.

3.1 Problem Formulation

We formalize the code generation task as a Markov Decision Process (MDP) characterized by the
tuple (S,A,P,R, γ). Here, S denotes the state space, A the action space, P the transition dynamics,
R the reward function, and γ the discount factor.

The state space S comprises tuples (p, c, h, f), where:

• p ∈ P represents the problem description.

• c ∈ C denotes the current state of the code.

• h ∈ H is the history of the code generation process.

• f ∈ F encompasses the compilation and execution feedback received.

The action space A includes actions related to code generation and modification. Each action at ∈ A
corresponds to a mixture of thought processes and code blocks.

1https://hydro.ac/, https://loj.ac/
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3.2 Training Framework

We deployed QwQ-32B-Preview[20] to generate an initial dataset of 300,000 programming solutions.
From this set, we selected 30,000 high-quality samples that successfully passed all test cases in the
online judge system. These samples, each consisting of a problem description, a reasoning chain,
and a verified solution, form our training set. This rigorous selection process ensures that the model
learns from solutions that meet stringent correctness criteria.

The objective of the SFT phase is to maximize the conditional likelihood:

LSFT(θ) = −E(p,r,c)∼D

[
T∑

t=1

log πθ(ct|c<t, p, r)

]

where πθ is the policy parameterized by θ, and ct represents the t-th token in the code sequence. This
stage aims to equip the model with the fundamental ability to have the ability to think long-term and
do self-reflection.

The PPO objective, augmented with an entropy regularization term, is formulated as:

LPPO(θ) = Êt

[
min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât) + λH(πθ(·|st))

]
where:

• rt(θ) =
πθ(at|st)
πθold (at|st) is the probability ratio.

• Ât is the advantage estimate.

• H(πθ(·|st)) is the entropy bonus, with λ as the coefficient.

• ϵ is the clipping parameter.

We designed a hierarchical reward function that incentivizes both successful compilation and strong
test case performance:

R(s, a) =


0.2, if compilation succeeds
0, if compilation fails or a runtime error occurs
0.2 + 0.8η(s, a), if execution completes successfully

Here, η(s, a) represents the normalized test case pass rate:

η(s, a) =
1

|T |

|T |∑
i=1

⊮[testi(s, a) = pass]

This reward structure serves two crucial purposes:

1. The baseline reward of 0.2 for successful compilation encourages the model to maintain
syntactically valid code.

2. The additional reward component, 0.8η(s, a), which is based on test case performance,
provides a smooth gradient for optimization, guiding the model towards solutions that satisfy
a greater proportion of test cases.

This design effectively mitigates the reward collapse phenomenon, where models might otherwise
degenerate into producing malformed outputs that lack proper code structure when consistently
receiving low rewards. By consistently rewarding successful compilation, the framework maintains
the structural integrity of the generated code throughout the training process.

To ensure stable policy updates, we employ adaptive KL divergence control:
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δt+1 =

{
αδt, if DKL < δtarget/β

δt/α, if DKL > βδtarget

where α > 1 is the adjustment factor, β > 1 is the threshold multiplier, and δtarget is the target KL
divergence.

The value function Vϕ(s) is trained to minimize the following loss:

LV (ϕ) = E(s,r)∼D

[
(Vϕ(s)−

T∑
t=0

γtrt)
2

]

3.3 Distributed Evaluation System

We implemented a distributed Online Judge (OJ) system based on Kubernetes to enable efficient
training through rapid evaluation feedback. Our OJ architecture extends traditional evaluation sys-
tems with several key innovations: parallel execution of multiple submissions through containerized
evaluators, sophisticated test case distribution and result aggregation, and fine-grained resource
control mechanisms. The system achieves significant performance improvements over conventional
OJ implementations through massive concurrent evaluation capability that enables simultaneous
processing of hundreds of problems, substantially exceeding traditional OJ systems’ parallelization
limits. Through data-point level parallelization, we transformed evaluation throughput from 30-60
seconds for a single problem to just 3-10 seconds for processing hundreds of problems simultane-
ously. This architecture incorporates robust resource management through containerization with
comprehensive security policies, alongside automated orchestration of test execution and performance
metric collection. This high-performance OJ infrastructure enables rapid feedback cycles essential
for effective reinforcement learning in code generation tasks.

4 Experiments

4.1 Experimental Setup

We conducted our training using a curated subset of 1,360 problems from the CodeContest dataset
[2]. And we also keep an additional subset of 4,000 questions for an evaluation in figure 1. To
accommodate the constraints of PPO training and ensure stable learning dynamics, we strategically
selected problems where GLM-4-9B-Chat demonstrated reasonable performance at higher pass@k
values. This selection criterion helps maintain sufficiently large average rewards during initial
training phases, preventing reward collapse while still presenting meaningful learning challenges.
The baseline GLM-4-9B-Chat achieved an overall accuracy of approximately 53% on this problem
set. We stratified these problems into three difficulty levels: 30% easy, 40% medium, and 30% hard.
The dataset was divided with 75% (1,020 problems) allocated for training—used exclusively for
SFT and PPO training phases—and 12.5% each (170 problems) for validation and testing sets, both
reserved solely for final model evaluation. This strict separation ensures unbiased assessment of
model generalization capabilities. Our evaluation framework encompasses multiple dimensions of
model performance. We assess solution correctness using pass rate metrics, including single-attempt
success (Pass@1) and multi-attempt success rates (Pass@k, where k ∈ {3,5,8}).

Figure 1 illustrates the significant performance improvements achieved through our training frame-
work across different sampling rates (k). The baseline ChatGLM-4-9B-Chat model, despite being
optimized through prior RL training, achieves relatively modest pass rates ranging from 7.3% at k=1
to 22.7% at k=8. In contrast, our approach, which deliberately utilizes the pre-RL ChatGLM-4-9B-
Instruct model enhanced with SFT and PPO training, demonstrates markedly superior performance,
achieving pass rates of 60.6% at k=1 and 73.1% at k=8.

This substantial performance differential validates our strategic decision to begin with a non-RL-
optimized base model. The choice was motivated by the observation that models previously optimized
through RL often exhibit entrenched response patterns that can lead to format inconsistencies and
performance degradation when subjected to additional RL training. By starting with ChatGLM-4-
9B-Instruct and applying our carefully sequenced SFT+PPO training framework, we successfully
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Figure 1: pass@k performance on the extended CodeContests evaluation set (n=4,000) excluding
training problems

avoid these complications while achieving significantly higher performance levels. The relatively
flat slope of our model’s pass@k curve (compared to the baseline’s steeper trajectory) suggests that
our approach produces more consistent and reliable solutions, requiring fewer sampling attempts to
achieve successful outcomes.

4.2 Main Results

Table 1: Pass@1 Performance Comparison Across Models
Model Train Val Test

(%) (%) (%)
GLM-4-9B-Chat 48.04 48.24 50.59
GLM-4-9B-Chat +SFT 63.33 61.18 67.06
GLM-4-9B-Chat +SFT+PPO 81.47 81.76 78.24
GLM-4-9B-Instruct 62.55 63.53 63.53
GLM-4-9B-Instruct +SFT 75.00 77.65 74.71
GLM-4-9B-Instruct +SFT+PPO 84.61 81.76 85.88

We tested using two models from the GLM-4-9B series, GLM-4-9B-instruct without RL adjustment
and GLM-4-9B-chat, an open source model with RL adjustment. Our experimental results indicate
that both variants of the GLM-4-9B model achieve comparable performance when fully optimized
using our proposed training framework. Interestingly, despite exhibiting different characteristics
during the training process, the models converge to similar levels of performance. The GLM-4-9B-
Instruct model ultimately achieves a marginally higher average success rate of 84%, compared to
82% for the GLM-4-9B-Chat model.

4.3 Training Process Analysis

Table 2: SFT Training Progress for GLM-4-9B-Instruct (Pass@1 %)
Steps Train Validation Test
500 40.98 38.82 40.59
1000 64.51 61.76 63.53
1500 72.45 71.76 73.53
Final 75.00 77.65 74.71

The training process demonstrates effective performance improvements across both phases. Dur-
ing SFT training, the Pass@1 rate improves from 40% to 75% over 1,500 steps, with consistent
performance across training, validation, and test sets in Figure 2.
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Figure 2: Performance progression during SFT training phase for GLM-4-9B-Instruct.

Table 3: PPO Training Progress for GLM-4-9B-Instruct (Pass@1 %)
Steps Train Validation Test
10 60.20 62.94 64.71
30 67.75 67.65 66.47
50 75.29 75.29 74.71
Final 72.55 68.82 71.76

The PPO phase exhibits distinct optimization dynamics, as shown in Table 3. Performance peaks
at step 50 with 75.29% training accuracy and comparable validation (75.29%) and test (74.71%)
metrics, before stabilizing at slightly lower final values (72.55%, 68.82%, and 71.76% respectively).

Figure 4 reveals complementary training patterns: average reward stabilizes between 0.8-0.9 while
response entropy decreases from 0.3 to 0.05, indicating successful policy convergence. This behavior,
combined with consistent cross-set performance, suggests effective generalization without overfitting.

4.4 Ablation Studies

To systematically evaluate the contribution of each component in our framework, we conducted
comprehensive ablation experiments. These experiments examined three distinct training strategies:
supervised fine-tuning (SFT), proximal policy optimization (PPO), and SFT followed by PPO
(SFT+PPO).

Our analysis reveals distinct patterns in model behavior across these different training strategies.
As shown in Table 4, while both single-strategy approaches (SFT-only and PPO-only) achieve
similar performance levels on the Train, Validation, and Test sets, the combined SFT+PPO approach
significantly outperforms both.

Figure 5 demonstrates distinct patterns in response length evolution across training strategies. The
SFT+PPO approach starts with longer responses ( 1100 tokens) and stabilizes around 630 tokens,
while the PPO-only strategy shows a more aggressive reduction, converging to approximately 370
tokens. This difference suggests that the SFT phase, which incorporates chain-of-thought (CoT)
examples during training, helps preserve essential reasoning steps even under PPO optimization.
The more moderate length reduction in SFT+PPO, compared to PPO-only, indicates that the model
maintains a balance between conciseness and comprehensive problem-solving explanation, rather
than optimizing purely for brevity.

We explicitly using o1-style data during SFT, which likely provides the model with a richer under-
standing of not just the code itself, but also the reasoning process required to arrive at a solution.
Consequently, the model learns to generate more comprehensive responses that include valuable
intermediate reasoning steps. While PPO still encourages conciseness in the SFT+PPO approach,
the reduction in length is less drastic compared to the PPO-only strategy. This suggests that the
SFT phase helps anchor the model to retain more of the essential CoT information that it found
useful during supervised training, even when subjected to the length-reducing pressures of PPO
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Figure 3: Performance progression during PPO training phase for GLM-4-9B-Instruct.
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Figure 4: PPO training dynamics showing average reward and response entropy over training steps.
The reward (purple, left axis) increases and stabilizes at a high level while the response entropy
(orange, right axis) gradually decreases, indicating successful policy convergence.

optimization. Thus, the SFT+PPO approach leads to a more favorable balance between conciseness
and the inclusion of valuable explanatory information. In essence, SFT seems to guide the model
towards producing CoT rationales that are more aligned with effective problem-solving, making the
subsequent PPO phase less likely to discard them as unnecessary verbosity.

Cross-validation results shown in Table 4 demonstrate the complementary benefits of combining SFT
and PPO training strategies. The two-phase approach consistently outperforms both single-phase
methods (SFT-only and PPO-only) across all evaluation sets. While the Instruct tuning baseline
establishes fundamental capabilities, SFT enhances the model’s ability to generate structured so-
lutions, and PPO further refines these capabilities through reinforcement learning. The combined
SFT+PPO strategy shows notably stronger generalization performance, maintaining consistent ac-
curacy improvements across train, validation, and test sets. This balanced performance suggests
that the two-phase approach effectively develops robust code generation capabilities while avoiding
overfitting to the training data.

4.5 Code Generation Analysis

To provide empirical evidence of our framework’s impact on code generation quality, we analyze
the evolution of solutions across different training stages. Figures 8, 9, and 10 demonstrate this
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Table 4: Performance Comparison Across Training Strategies
Strategy Train (%) Val (%) Test (%)

Instruct 62.55 63.53 63.53
Instruct SFT Only 72.55 68.82 71.76
Instruct PPO Only 74.02 74.12 77.65
Instruct SFT + PPO 84.61 81.76 85.88
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Figure 5: Evolution of response lengths during training for different strategies.

progression through solutions to a representative problem requiring identification of numbers with
maximum binary divisibility.

The base GLM-4-9B-Chat solution in Figure 8 exhibits significant limitations in both analysis and
implementation. Despite attempting a systematic approach, the model produces an incorrect solution
that fails to properly iterate through the number range, instead defaulting to a fixed power of 2. This
demonstrates the baseline model’s tendency to oversimplify complex problems and make unfounded
assumptions about problem constraints.

Post-SFT solution in Figure 9 show marked improvement in both analytical depth and implementa-
tion quality. The solution structure becomes more comprehensive, incorporating, including detailed
problem analysis with concrete examples, clear algorithmic strategy explanation, step-by-step imple-
mentation breakdown and systematic error handling.

However, the SFT phase also introduces increased verbosity and potentially suboptimal implementa-
tion choices, as evidenced by the inefficient power-of-two calculation approach.

After PPO optimization, the solution in Figure 10 achieve an optimal balance between comprehen-
siveness and efficiency. While maintaining clear documentation structure, the implementation shifts
to a more robust direct iteration approach that correctly handles all test cases. This demonstrates
the PPO phase’s effectiveness in optimizing solution efficiency while preserving the documentation
improvements gained during SFT.

The progression across these stages validates our framework’s design choices, particularly the
complementary roles of SFT and PPO in developing both analytical capabilities and implementation
efficiency. This iterative refinement process consistently produces solutions that combine thorough
documentation with optimal algorithmic implementations, addressing a key challenge in automated
code generation.
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Figure 6: Comparison of average response lengths across different training stages for both model
variants. SFT training increases response length through enhanced documentation and error handling,
while PPO optimization reduces length while maintaining essential features.

The impact of our training stages on solution verbosity is quantitatively demonstrated in Figure 6.
The base GLM-4-9B-Instruct model begins with an average response length of 591 tokens, while
GLM-4-9B-Chat starts at 409 tokens. During the SFT phase, both models converge to similar
verbosity levels (749 and 741 tokens respectively), representing a significant increase in response
length due to enhanced documentation and error handling protocols.

The subsequent PPO phase demonstrates effective optimization, reducing both models’ average
response lengths to 620 tokens. This 17% reduction from the SFT phase represents a more efficient
expression of solution logic while maintaining essential documentation features, contains a long
solution explanation after the answer is given. Notably, despite their different starting points, both
model variants converge to nearly identical response lengths after complete training, suggesting
our framework successfully normalizes output characteristics regardless of the base model’s initial
tendencies.

5 Performance Analysis

5.1 System Performance Metrics

Our distributed online judge system demonstrates significant improvements in key performance met-
rics compared to traditional online judge systems. Figure 7 illustrates the overall system architecture,
highlighting the integration of model inference, cluster management, and performance monitoring
components. The system achieves substantial performance improvements across multiple metrics, as
shown in Table 5.

5.2 Scalability and Resource Efficiency

Our system demonstrates exceptional scalability, leveraging Kubernetes to achieve virtually unlimited
concurrency for evaluation instances. This architecture allows for dynamic resource allocation,
ensuring responsiveness even under heavy load. In rigorous stress tests, we successfully deployed and
managed over 1000 concurrent evaluation instances. Remarkably, even under this extreme load, the
server’s resource utilization remained below 5% CPU and memory usage, highlighting the efficiency
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Figure 7: Distributed evaluation system architecture, showing the interaction between model inference,
Kubernetes cluster management, and performance monitoring components.

Table 5: System Performance Comparison
Metric Baseline Optimized

Evaluation Time (simple) 30-60s 3s
Evaluation Time (complex) >60s 5-10s
Test Case Latency 100ms 20ms
Max Concurrent Evaluations <32 >1000

of our resource management. This near-limitless scalability is enabled by Kubernetes’ ability to
dynamically provision and manage resources, combined with the system’s horizontally scalable
design. Each evaluation is self-contained, allowing for easy scaling by adding more computing
resources to the cluster. This ensures that our system can handle a massive influx of evaluation
requests without performance degradation or resource exhaustion.

5.3 Performance Bottlenecks

Our analysis identified two primary categories of performance bottlenecks: computational constraints
and network limitations. Computational constraints manifest primarily as CPU contention during
parallel compilations, memory pressure from concurrent test executions, and I/O bottlenecks during
high-volume evaluation periods. Network-related challenges include inter-node communication
overhead, test data distribution latency, and result aggregation delays.

To address these limitations, we developed a comprehensive optimization strategy. Our approach
implements compiler optimization caching to reduce CPU load, network-mounted and memory-
mapped test data sharing to minimize memory pressure, batch result processing to optimize network
usage, and dynamic load balancing to maintain system stability under varying workloads.
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5.4 Security and Resource Isolation

Our implementation enforces security through a multi-layered isolation approach. At the system level,
we implement process containment using cgroups, network namespace isolation, and strict resource
quotas. Runtime security measures incorporate comprehensive system call filtering, memory access
restrictions, file system isolation, and network access control. This layered security architecture
ensures robust protection while maintaining system performance.

6 Limitations

The current system, while promising, exhibits certain limitations that warrant further investigation
and improvement:

• Reliance on Single-Round Feedback: The present training methodology, for both Super-
vised Fine-Tuning (SFT) and Proximal Policy Optimization (PPO), is confined to single-
round feedback. This contrasts with the iterative nature of real-world coding, where pro-
grammers typically engage in multiple cycles of feedback and revision to refine their code.
Integrating mechanisms for multi-round feedback could significantly enhance the model’s
ability to learn from its errors and ultimately generate higher-quality code.

• Incomplete Coverage of Code Quality: While the reward function successfully guides
the model toward generating executable code, it does not fully encompass the multifaceted
nature of code quality and maintainability. Key aspects such as code readability, modularity,
and adherence to specific style conventions deserve greater emphasis. Moreover, the
reward design currently exhibits relatively weaker performance on problems that demand
intricate mathematical reasoning or the design of complex algorithms. This indicates a need
for improvement in handling such advanced problem types, thus expanding the system’s
problem-solving capabilities.

Addressing these limitations provides a clear roadmap for future research. Specifically, the following
areas are of paramount importance:

• Incorporating Multi-Round Feedback: Exploring and implementing multi-round feedback
processes within the training pipeline is essential to better mirror the iterative nature of
programmer coding.

• Expanding the Scope of Code Quality Evaluation and Advanced Reasoning: Efforts
should be directed toward broadening the scope of the reward function to encompass a wider
range of code quality metrics. Concurrently, enhancing the model’s capabilities in advanced
reasoning, particularly in mathematical and algorithmic domains, is crucial for tackling
more complex programming tasks.

7 Conclusion

This paper introduces RLOJF, a novel reinforcement learning framework that significantly advances
the state-of-the-art in complex algorithmic code generation. Through rigorous experimentation on
the CodeContest dataset [2], we demonstrate substantial improvements over existing approaches,
achieving pass@1 rate of 81% compared to the baseline of 48%.

Our primary theoretical contribution lies in the development of an effective two-phase training
paradigm that synergistically combines Supervised Fine-Tuning (SFT) and Proximal Policy Opti-
mization (PPO) [13]. Our empirical analysis demonstrates that this hybrid approach successfully
addresses the limitations of existing methods, particularly in handling the intricate reasoning de-
mands of competitive programming tasks. The framework’s success hinges on our innovative reward
mechanism [14], which introduces a hierarchical structure that carefully balances code correctness,
efficiency, and quality metrics.

A key technical achievement of our research is the development of a highly optimized distributed
online judge system based on Kubernetes. Through innovative system architecture design, we
reduced evaluation latency from minutes to seconds while achieving high levels of concurrency.
This allows for large-scale reinforcement learning training by removing the evaluation system as
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a performance bottleneck. Key innovations include distributed task scheduling, dynamic resource
allocation, efficient parallel test case execution, providing crucial infrastructure support for training
complex code generation models.

Our ablation studies provide several important insights for the field. First, we establish that non-RL-
optimized base models can serve as effective starting points for code generation tasks, challenging the
conventional wisdom built on chat-optimized models [1]. Second, we demonstrate that the sequential
application of SFT followed by PPO produces superior results compared to either technique alone.
SFT particularly excels at improving code structure and documentation, while PPO enhances runtime
efficiency [7].

Looking ahead, we believe this work provides valuable insights for improving code generation
systems through the combination of advanced training techniques and optimized system architectures.
Future research may explore enhanced mathematical reasoning capabilities, more efficient training
paradigms, and broader applications in AI-assisted programming.
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Problem: Break Number

Takahashi loves numbers divisible by 2. You are given a positive integer N. Among the
integers between 1 and N (inclusive), find the one that can be divisible by 2 for the most
number of times. The solution is always unique. Here, the number of times an integer can be
divisible by 2, is how many times the integer can be divided by 2 without remainder.

GLM-4-9B-Chat

Step 1: We are given a positive integer N and we need to find the number between 1 and N
that can be divided by 2 the most number of times. This essentially means we need to find
the highest power of 2 less than or equal to N.
Step 2: The highest power of 2 up to a given number can be found by determining the number
of bits required to represent the number in binary and using that to calculate 2 to the power
of that number. Since the problem constraint is N ≤ 100, the maximum number of bits that
would be required is 7 (as 128 is the smallest power of 2 greater than 100). Therefore, we can
get the highest power of 2 by raising 2 to the power of 7.
Step 3: After finding the highest power of 2 less than or equal to N, we will have our answer
since this is the number that can be divided by 2 the most times.
Implementation:
def most_divisible_by_two(N):

# Calculate the highest power of 2 less than or equal to N
# Since the maximum N is 100,
# 2^7 is the highest power of 2 we need to consider
highest_power_of_two = 2 ** 7
return highest_power_of_two

# Read input
N = int(input())

# Output the result
print(most_divisible_by_two(N))

Figure 8: Evolution of code generation quality across training stages (Part 1/3): GLM-4-9B-Chat
provided a long, useless, and erroneous analysis.
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GLM-4-9B-Chat + SFT

To solve this problem, we need to find the number between 1 and N (inclusive) that can be
divided by 2 the most times without leaving a remainder. This number is essentially the
greatest power of 2 less than or equal to N.
Approach
1. Understanding the Problem: We need to determine the largest power of 2 that is less than
or equal to N. For example, if N is 7, the powers of 2 less than or equal to 7 are 1, 2, 4, 8, 16,
but 16 is greater than 7, so the largest power of 2 ≤ 7 is 4.
2. Efficient Calculation: To find the largest power of 2 less than or equal to N, we can use
bit manipulation. Specifically, we can use the property that for any number N, the highest
power of 2 less than or equal to N is N itself if N is a power of 2, otherwise it is N minus 1.
3. Power of 2 Check: A number is a power of 2 if it has exactly one bit set in its binary
representation. We can check this by using the property that N & (N-1) equals 0 for powers
of 2.
Solution Code
def main():

import sys
N = int(sys.stdin.read())
if N == 0:

print(0)
else:

# Find the highest power of 2 less than or equal to N
power = 1
while power <= N:

power *= 2
print(power)

if __name__ == "__main__":
main()

Explanation
1. Reading Input: We read the input value N.
2. Special Case Handling: If N is 0, the only possible number is 0.
3. Finding the Largest Power of 2: - We initialize a variable power to 1. - We loop while
power is less than or equal to N. - In each iteration, we double the value of power (since
doubling the power of 2 gives us the next higher power of 2). - When power becomes greater
than N, we break out of the loop.
4. Output: We print the value of power, which is the largest power of 2 less than or equal to
N.
This approach ensures that we efficiently find the desired number using bit manipulation,
which is both time-efficient and easy to understand.

Figure 9: Evolution of code generation quality across training stages (Part 2/3): The SFT phase
makes the analysis more logical while adding explanations.
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GLM-4-9B-Chat + SFT + PPO

Approach
To solve this problem, we need to find the number between 1 and N (inclusive) that can be
divided by 2 the most times without leaving a remainder. This essentially means finding the
number in this range that has the highest power of 2 as its divisor.
Solution Code
def main():

N = int(input())
max_count = 0
result = 1
for i in range(1, N+1):

count = 0
temp = i
while temp % 2 == 0:

temp //= 2
count += 1

if count > max_count:
max_count = count
result = i

print(result)

if __name__ == "__main__":
main()

Explanation
1. Reading Input: - We read the input integer N which defines the upper limit of the range to
check.
2. Initialization: - We initialize max_count to 0, which will keep track of the highest number
of times a number has been divided by 2. - We initialize result to 1, which will store the
number with the highest division count.
3. Iterate Through Range: - We loop through each number i from 1 to N inclusive.
4. Count Divisions by 2: - For each i, we initialize count to 0 and make a temporary
variable temp set to i. - We use a while loop to divide temp by 2 as long as it’s divisible by
2, incrementing count each time.
5. Update Maximum Count and Result: - If the count for the current i is greater than
max_count, we update max_count to count and set result to i.
6. Output the Result: - After checking all numbers, we print the result, which is the
number with the highest power of 2 within the range.
This approach ensures we efficiently find the number that can be divided by 2 the most times,
leveraging simple iteration and division checks.

Figure 10: Evolution of code generation quality across training stages (Part 3/3): PPO phase optimizes
the implementation while maintaining clarity, lengthy explanations learned in SFT stage are preserved,
but they are not affected in the causal model.
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