
Self-assessment, Exhibition, and Recognition: a Review of Personality in
Large Language Models

Anonymous ACL submission

Abstract

As large language models (LLMs) appear to be-001
have increasingly human-like in text-based in-002
teractions, more and more researchers become003
interested in investigating personality in LLMs.004
However, the diversity of psychological per-005
sonality research and the rapid development of006
LLMs have led to a broad yet fragmented land-007
scape of studies in this interdisciplinary field.008
Extensive studies across different research fo-009
cuses, different personality psychometrics, and010
different LLMs make it challenging to have a011
holistic overview and further pose difficulties012
in applying findings to real-world applications.013
In this paper, we present a comprehensive re-014
view by categorizing current studies into three015
research problems: self-assessment, exhibition,016
and recognition, based on the intrinsic char-017
acteristics and external manifestations of per-018
sonality in LLMs. For each problem, we pro-019
vide a thorough analysis and conduct in-depth020
comparisons of their corresponding solutions.021
Besides, we summarize research findings and022
open challenges from current studies and fur-023
ther discuss their underlying causes. We also024
collect extensive publicly available resources025
to facilitate interested researchers and devel-026
opers. Lastly, we discuss the potential future027
research directions and application scenarios.028
Our paper is the first comprehensive survey of029
up-to-date literature on personality in LLMs.030
By presenting a clear taxonomy, in-depth anal-031
ysis, promising future directions, and extensive032
resource collections, we aim to provide a better033
understanding and facilitate further advance-034
ments in this emerging field.035

1 Introduction036

Large Language Models (LLMs) have exhibited037

impressive language comprehension and genera-038

tion capabilities, enabling them to conduct coher-039

ent, human-like conversations with users. These040

remarkable progress have led to a wide range of041

applications (Chen et al., 2023; Zheng et al., 2023;042

He et al., 2023) and also ignited a growing interest 043

in exploring the personality in LLMs. 044

Personality is described as the enduring charac- 045

teristics that shape an individual’s thoughts, emo- 046

tions, and behaviors (Mischel et al., 2007). In the 047

context of LLMs, researchers are curious about 048

whether LLMs have intrinsic personality traits or 049

how well can LLMs handle personality-related 050

tasks in interaction. These investigations facili- 051

tate understanding the psychological portrayal of 052

LLMs (Huang et al., 2023b) and further construct- 053

ing AI systems that are more transparent, safe, and 054

trustworthy (Safdari et al., 2023). 055

In light of this, numerous studies have emerged 056

in this interdisciplinary field over the past two years, 057

as shown in Appendix A. However, the diversity 058

of psychological personality research (Hodo, 2006) 059

and the rapid development of LLMs make it diffi- 060

cult to not only obtain a comprehensive overview of 061

this research area but also compare different meth- 062

ods, derive general conclusions, and apply findings 063

to real-world applications. Specifically, current 064

studies exhibit a hodgepodge in: 065

• Research Focuses: The topic of personal- 066

ity in LLMs encompasses various aspects, 067

e.g., LLMs’ personality assessment, or LLMs’ 068

awareness of users’ personalities. Despite this 069

breadth, most studies are only interested in 070

particular aspects. 071

• Psychometrics: Different studies focus on 072

different personality models (e.g., Big-five 073

(Digman, 1990) and the Myers-Briggs Type 074

Indicator (MBTI; Myers (1962)). Even for the 075

same personality model, researchers may also 076

adopt different psychometrics in their works. 077

• Investigated LLMs: Over the past two years, 078

numerous LLMs have been released. Despite 079

a common focus on personality in LLMs, dif- 080

ferent researchers investigate different LLMs. 081
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Personality
in LLMs

Self-assessment
(Section 2)

Likert-scale Questionnaires
(Caron and Srivastava, 2022);(Jiang et al., 2023a);(Song et al., 2023);(Miotto et al., 2022b);
(Li et al., 2023);(Cava et al., 2024);(Sorokovikova et al., 2024);(Huang et al., 2023b);
(Safdari et al., 2023); (Pan and Zeng, 2023);(Yu and Kim, 2023);(Ai et al., 2024)
(Barua et al., 2024);(Stöckli et al., 2024);(Salecha et al., 2024);(Pellert et al., 2024);
(Bodroza et al., 2023);(Huang et al., 2023a);(tse Huang et al., 2023);(Romero et al., 2023);
(Dorner et al., 2023);(Shu et al., 2024);(Gupta et al., 2024);(Pan and Zeng, 2023);

Text Analysis for Responses
(Karra et al., 2022); (Hilliard et al., 2024);(Song et al., 2024)

Exhibition
(Section 3)

Editing LLM’s Personality
(Pan and Zeng, 2023);(Karra et al., 2022);(Liu et al., 2024a); (Cui et al., 2023); (Mao et al., 2024);
(Li et al., 2023)

Inducing LLM’s Personality
(Pan and Zeng, 2023);(Ramirez et al., 2023);(Huang et al., 2023a);(Choi and Li, 2024);(Klinkert et al., 2024);
(He and Zhang, 2024);(Petrov et al., 2024);(Xu et al., 2024);(Tan et al., 2024);(Noever and Hyams, 2023);
(Jiang et al., 2024b);(Huang et al., 2023a);(Cava et al., 2024);(Jiang et al., 2023a);(Safdari et al., 2023);
(Shen et al., 2024);(Kovač et al., 2023);(Weng et al., 2024);(Stöckli et al., 2024);
(Frisch and Giulianelli, 2024); (Gu et al., 2023)

Recognition
(Section 4)

Personality Recognition by LLMs
(Peters et al., 2024);(Ganesan et al., 2023);(Amin et al., 2023a);(Ji et al., 2023);(Derner et al., 2023);
(Peters and Matz, 2023);(Zhang et al., 2024);(Rao et al., 2023);(Yang et al., 2023)

LLM-enhanced Personality Recognition
(Hu et al., 2024);(Wen et al., 2024);(Amin et al., 2023b);(Cao and Kosinski, 2024)

Figure 1: Taxonomy of current studies on Personality in LLMs

To fill in the research gap, we present a com-082

prehensive review of up-to-date studies on per-083

sonality in LLMs. We first propose a hierarchi-084

cal taxonomy (at both the research problem level085

and the methodology level) to clearly organize the086

existing research, as shown in Figure 1. Specif-087

ically, we categorize personality in LLMs into088

three research problems based on the intrinsic char-089

acteristics and external manifestations: (1) Self-090

assessment, which measures the intrinsic personali-091

ties of LLMs, (2) Exhibition, which controls LLMs092

to exhibit specified personalities, and (3) Recogni-093

tion, which identifies personality traits from text094

content with LLMs. For each research problem, we095

further subdivide existing solutions based on their096

proposed methodologies.097

In specific sections, we provide a thorough anal-098

ysis of each problem with problem statements, mo-099

tivations, and significance. Then, we conduct in-100

depth investigations and comparisons of the corre-101

sponding methods. Furthermore, we consolidate102

the findings and identify the open challenges re-103

vealed in current research. To facilitate researchers104

and developers, we also collect publicly available105

resources, including personality inventories, code106

repositories, and datasets. Lastly, we discuss poten-107

tial future research directions and practical applica-108

tions of personality in LLMs.109

To summarize, the main contributions of our110

work are summarized as follows:111

• First Comprehensive Survey: To the best of 112

our knowledge, this is the first comprehensive 113

survey of the latest studies on personality in 114

LLMs. 115

• Clear Hierarchical Taxonomy: We propose 116

a hierarchical taxonomy to clearly organize 117

the literature at both the research problem 118

level and the methodology level. 119

• Extensive Resource Collection: We collect 120

and summarize extensive publicly available 121

resources to facilitate researchers and devel- 122

opers, including personality inventories, code 123

repositories, and datasets, as shown in Ap- 124

pendix B. 125

• Promising Future Trends: We summarize re- 126

search findings and open challenges in current 127

studies, and further discuss promising future 128

research trends and potential application sce- 129

narios of personality in LLMs. 130

2 LLM’s Personality Self-assessment 131

Does a LLM possess a stable personality trait? 132

This question arises from LLMs’ impressive 133

human-like conversational experience, which 134

drives researchers to investigate whether LLMs 135

have acquired intrinsic personality traits in pre- 136

training (Pellert et al., 2022). Some studies (Huang 137

et al., 2023a; Pan and Zeng, 2023) suggest that 138
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ChatGPT approximates a consistent ENFJ per-139

sonality type in MBTI, while others argue that140

LLMs’ personalities are unstable (Pellert et al.,141

2022; Miotto et al., 2022a). The discrepancy may142

stem from variations in assessment methodology143

or the adaptability of LLMs to different contexts.144

Understanding LLMs’ personalities not only helps145

foster engaging and empathetic interactions but146

also plays a crucial role in uncovering latent biases,147

mitigating the biases, and thereby enhancing the148

fairness and accuracy of LLMs (Karra et al., 2022).149

2.1 Problem Statement150

LLM’s Personality Self-assessment is stated as:151

How to measure LLMs’ intrinsic personality152

traits from their text responses? Existing studies153

solving this problem are based on two important154

assumptions: (1) Existence: LLMs have acquired155

intrinsic personalities in pre-training, and (2) Mea-156

surability: psychometrics designed for human per-157

sonality analysis are also applicable to LLMs.158

When assessing human personality, researchers159

commonly employ Likert-scale personality ques-160

tionnaires and written material analysis. Similarly,161

existing studies conduct two main approaches to162

investigate the intrinsic personality traits of LLMs:163

(1) prompting LLMs with Likert scale personality164

questionnaires, and (2) analyzing the text responses165

of LLMs under specific tasks. We will introduce166

these methods in the following content.167

2.2 Likert scale questionnaires168

Likert scale personality questionnaires (e.g., Ta-169

ble 1) consist of a series of multiple-choice ques-170

tions (MCQs) that translate respondents’ selections171

into numerical scores to assess personality traits,172

which are commonly used in the social sciences.173

Although MCQs are natural for humans, LLMs174

are designed for open-ended text input and out-175

put, making it difficult to conduct MCQs directly.176

Therefore, current researchers try various methods177

to prompt LLMs with questionnaires and extract178

the selected options from their text responses to179

derive the personality assessment results.180

The most straightforward way is to prompt181

LLMs directly with questionnaire items and op-182

tions (Song et al., 2023; Safdari et al., 2023; Frisch183

and Giulianelli, 2024) for personality test. How-184

ever, it requires additional approaches, such as185

regular expressions analysis (Jiang et al., 2023a),186

designing parsers (Li et al., 2023), or analyzing187

the probability of tokens(Pan and Zeng, 2023) to188

I see myself as someone who is helpful and
unselfish with others.

1 = Disagree strongly
2 = Disagree a little
3 = Neither agree nor disagree
4 = Agree a little
5 = Agree strongly

Please write a number to indicate the extent
to which you agree or disagree with that state-
ment.

Table 1: The 7-th item in the BFI (John et al., 1991).

extract the answer options from the LLMs’ text 189

responses. Faced with this issue, some studies 190

(Cava et al., 2024; Stöckli et al., 2024) found that 191

adding instructive task descriptions and constraints 192

in prompts, such as You will be provided a question 193

... to test your personality, can facilitate obtaining 194

the answer options. 195

Besides, since most LLMs, such as ChatGPT and 196

Llama-chat, are configured to decline queries about 197

personal opinions and experiences, this poses chal- 198

lenges for LLMs responding to personality ques- 199

tionnaires. To eliminate this constraint, researchers 200

attempted to instruct LLMs to respond with only a 201

number within the Likert-scale levels (Huang et al., 202

2023b), rephrase the items into the third person 203

plural (Miotto et al., 2022b), or add the role de- 204

scription (Sorokovikova et al., 2024). 205

In addition to the mainstream generative LLMs, 206

researchers also assessed the personalities of earlier 207

pre-trained large language models by reformulating 208

questionnaires into Natural Language Understand- 209

ing (NLU) tasks. For instance, Caron and Srivas- 210

tava (2022) modifies the questionnaire by incorpo- 211

rating masked positions and prompts BERT to fill 212

the answer options into them. (Pellert et al., 2022) 213

employs the natural language inference (NLI) tech- 214

niques to enable models such as DeBERTa to iden- 215

tify the most appropriate options corresponding to 216

the items in the questionnaires. 217

2.3 Text response analysis 218

Despite most studies utilizing questionnaires to as- 219

sess the personalities of LLMs, some researchers 220

(Dorner et al., 2023; tse Huang et al., 2023) still 221

question whether LLMs, which are primarily de- 222

signed for generating text content, can produce 223
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meaningful options in questionnaires. Therefore,224

reserchers conduct text analysis in semantic or lin-225

guistic perspectives on LLMs’ responses to deter-226

mine their personalities.227

One direct method is to classify personality228

based on LLMs’ responses. (Karra et al., 2022)229

classifies the LLMs’ responses to a personality230

questionnaire into the Big-five personality traits231

using a zero-shot classifier. Similarly, (Pellert et al.,232

2022) prompted the questions from personality in-233

ventories and conducted zero-shot classification on234

LLMs’ responses to obtain their personality scores.235

Besides text responses to questionnaires, answers236

to standard interview questions can also be ana-237

lyzed to measure the Big Five personality traits of238

LLMs (Hilliard et al., 2024).239

Besides end-to-end text classifiers, Linguistic In-240

quiry and Word Count (LIWC, Pennebaker et al.241

(2001)), a text analysis tool for personality analy-242

sis is also adopted for personality self-assessment243

of LLMs (Frisch and Giulianelli, 2024; Gu et al.,244

2023; Jiang et al., 2023b). Vignette tests (Kwantes245

et al., 2016) can also conducted by LLMs for per-246

sonality assessment. In (Jiang et al., 2023a), LLMs247

are prompted with a description of a real-world248

scenario, followed by an open question and instruc-249

tions for a short essay. Then, human participants250

were recruited to assess LLMs’ responses for per-251

sonality reflection.252

2.4 Assessment Results Analysis253

Based on the various assessment methods intro-254

duced above, researchers have obtained various255

results on the personality of LLMs. These differ-256

ences depend on a variety of factors: assessment257

approaches, prompting settings, model versions,258

hyperparameters, and so on. Nevertheless, several259

studies (Li et al., 2023; Huang et al., 2023b) agree260

on a tendency towards the Dark Triad traits in mul-261

tiple LLMs, necessitating more rigorous research262

on the safety of these models.263

The diversity of the assessment results also264

encourages researchers to investigate the robust-265

ness of the assessments. Although multiple terms266

are used and interpreted, such as reliability (tse267

Huang et al., 2023), stability (Shu et al., 2024),268

self-consistency (Pellert et al., 2022), and validity269

(Romero et al., 2023), we summarize these terms270

into two perspectives: Reliability, which refers271

to the consistency and stability of assessment re-272

sults over multiple repetitions; and Validity, which273

refers to the extent to which a test measures what 274

it claims to measure, in other words, whether the 275

personality assessment approaches used are indeed 276

applicable to LLMs (Dorner et al., 2023). 277

2.4.1 Reliability 278

Several studies have reported a high reliability in 279

LLMs’ personality self-assessments. (tse Huang 280

et al., 2023) conducted a comprehensive analy- 281

sis across 2,500 experiments in different settings, 282

demonstrating that GPT-3.5-turbo exhibits consis- 283

tent behavior in responses to the Big Five Inventory. 284

Similarly, (Huang et al., 2023a) shows that Chat- 285

GPT consistently exhibits the ENFJ personality 286

type across diverse languages, prompts, question 287

orders, and rephrased inquiries in assessments. 288

However, not all findings are in agreement. (Li 289

et al., 2023) identified instances of conflicting an- 290

swers and discrepancies in the responses gener- 291

ated by LLMs attributable to variations in the order 292

of questionnaire options within prompts. Simi- 293

larly, (Gupta et al., 2024) identified inconsistent 294

results of ChatGPT and Llama-2 across equivalent 295

prompts in differing option presentations. Besides, 296

(Song et al., 2023) observed an inherent bias within 297

LLMs, leading to a tendency to produce identical 298

answers irrespective of the context. 299

Besides the differences in assessment ap- 300

proaches, LLMs’ personalities are also observed to 301

fluctuate with the temperature values (Miotto et al., 302

2022b; Huang et al., 2023b; Barua et al., 2024). 303

Larger parameter volumes and Supervised Fine- 304

Tuning (SFT) can enhance the LLMs’ assessment 305

reliability (Serapio-García et al., 2023). 306

2.4.2 Validity 307

Apart from reliability, there’s also no consen- 308

sus on the validity of personality assessment for 309

LLMs.(Jiang et al., 2023a) incorporated a valid- 310

ity test by prompting LLMs to explain the reason 311

for selecting particular options in questionnaires. 312

The results indicated that LLMs displayed a strong 313

understanding of the questionnaire items, highlight- 314

ing their assessment validity. Nonetheless, upon 315

exhaustive analysis, (Dorner et al., 2023) found 316

that the LLMs’ personality assessment results did 317

not exhibit the intended patterns similar to those 318

observed in human answers. Therefore, the as- 319

sumption of Measurability might be questionable. 320
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2.5 Findings and Open Challenges321

Finding 1: How do people assess LLMs’ person-322

alities? Although some studies use text classifica-323

tion or linguistic tools to infer LLMs’ personali-324

ties from text responses, most work still relies on325

prompt engineering for instructing LLMs to com-326

plete questionnaires for personality assessment.327

Finding 2: What are the assessment results?328

Due to the diversity in assessment methods, even329

for the same LLM, there is no consensus on per-330

sonality assessment results. Nonetheless, multiple331

studies agree that LLMs often exhibit darker traits332

than humans.333

Finding 3: Are the assessments meaningful? Al-334

though existing work conducts multiple repetitions335

of experiments in different settings to obtain more336

reliable results, the validity of measuring LLM’s337

personality with psychometrics designed for hu-338

mans has not yet been verified.339

Challenge 1: Unified assessment approach Due340

to the differences in different LLMs handling in-341

puts and outputs, it’s difficult to have a unified342

assessment approach (i.e., with the same inputs343

and answer extraction methods) that yields valid344

results across different LLMs.345

Challenge 2: Dark traits elimination in LLMs:346

LLMs are uncovered to often exhibit darker or347

more negative traits compared to the human av-348

erage. This may cause misinformation, ethical con-349

cerns, and potential harm to users’ mental health.350

Effectively eliminating these traits while retaining351

the interactive capabilities of LLMs remains an352

open question.353

3 LLM’s Personality Exhibition354

The capacity to exhibit diverse personalities is cru-355

cial for LLMs to satisfy users’ needs in various356

application scenarios (Jiang et al., 2023a). Be-357

sides, enabling LLMs to adapt their personality358

traits to changing environmental factors contributes359

to dynamic AI systems that better align with users’360

changing needs and preferences (Karra et al., 2022).361

More importantly, pioneering studies (Gehman362

et al., 2020; Bender et al., 2021; Bommasani et al.,363

2021; Tamkin et al., 2021) observe that LLMs are364

prone to generate potentially harmful content due365

to unavoidable toxic data in pre-training. Adjusting366

the personality traits of LLMs effectively reduces367

the chance of toxic content by influencing the text’s368

tone, style, and substance (Li et al., 2023).369

3.1 Problem Statement 370

LLM’s personality exhibition can be stated as: 371

How to control LLMs to reflect the specified 372

personality traits in the generated text content? 373

Current approaches to solving this problem are 374

mainly categorized into: Editing, which modifies 375

the model parameters of LLMs to alter the poten- 376

tial intrinsic personality of LLMs acquired from 377

pre-training; and Inducing, which fixes the LLM 378

but utilizes prompt engineering to induce LLMs to 379

exhibit specific personalities. 380

3.2 Editing LLM’s Personality 381

One straightforward method for shaping person- 382

alities of LLMs is altering the model parame- 383

ters through continual pre-training or fine-tuning 384

on specific corpora. (Pan and Zeng, 2023) con- 385

duct continual pre-training on LLMs, finding that 386

the type of training corpus (e.g., wiki, question- 387

answering, or examination materials) can affect the 388

MBTI type exhibited by LLMs, especially in the di- 389

mensions of T/F and J/P. While (Karra et al., 2022) 390

shows that the personalities of LLMs (GPT-2) can 391

be altered by fine-tuning on auxiliary classification 392

or generation tasks. Similarly, (Liu et al., 2024a) 393

constructed a personality-dialogue dataset to fine- 394

tune LLMs on generating dialogue content aligned 395

with specified personality traits, assessed by GPT-4. 396

Although these methods show effectiveness, it is 397

also suggested that traits unintended to change may 398

also be modified inadvertently, leading to undesired 399

personality exhibition (Karra et al., 2022). 400

Besides continual pre-training and traditional 401

fine-tuning, instruction fine-tuning (Ouyang et al., 402

2022), originally designed to boost LLMs to fol- 403

low human instructions to perform various tasks, 404

also gains a lot of attention in editing LLM’s per- 405

sonality. (Li et al., 2023) conducted instruction 406

fine-tuning to GPT-3 using items from the BFI and 407

their corresponding answers in higher agreeable- 408

ness and lower neuroticism, leading to a more posi- 409

tive and emotionally stable personality exhibition. 410

Besides questionnaires, (Cui et al., 2023) construct 411

the Behavior dataset by employing ChatGPT to 412

classify question-answering (QA) pairs in the orig- 413

inal Alpaca dataset (Taori et al., 2023) by MBTI 414

dimensions. Similarly, (Mao et al., 2024) leveraged 415

GPT-4 to generate QA pairs in specific scenarios fa- 416

cilitated by psychology domain knowledge. These 417

dataset facilitate instruction fine-tuning LLMs ex- 418

hibiting specific personalities. 419
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It is noteworthy that most of the aforementioned420

fine-tuning methods employ parameter-efficient421

fine-tuning techniques, utilizing either LoRA (Mao422

et al., 2024; Cui et al., 2023; Liu et al., 2024a) or423

adapter modules (Liu et al., 2024a). These methods424

allow for adjustments to a small subset of LLMs’425

parameters to attain the desired results.426

3.3 Inducing LLM’s Personality427

While the editing methods have demonstrated par-428

tial effectiveness, an alternative method that is more429

widely applied is to employ prompting techniques430

to induce LLMs to exhibit specific personalities.431

Following existing research (Pan and Zeng, 2023),432

we categorize the inducing methods into Explicit433

Prompting, which utilizes the explicit description434

or definition of personality as the prompt; and Im-435

plicit Prompting, which leverages demonstrative ex-436

amples of how the specified personality is implied437

in real scenarios as the prompts in an in-context438

learning manner.439

Explicit Prompting: According to the lexical hy-440

pothesis of personality (Cutler and Condon, 2022),441

personality is defined by the descriptive words of442

humans. Numerous researchers (Jiang et al., 2023a;443

Safdari et al., 2023; Weng et al., 2024; Stöckli et al.,444

2024) adopt descriptive adjectives of personality445

from psychological findings as the prompt content446

to elicit personality exhibition in LLMs. Although447

these adjectives can precisely describe specified448

personality traits, they struggle to provide detailed449

guidance on exhibiting specific personalities.450

Concurrently, there are also studies prompting451

LLMs with descriptions of personalities (Pan and452

Zeng, 2023; Tan et al., 2024; Huang et al., 2023a;453

Cava et al., 2024; Jiang et al., 2023b; Kovač et al.,454

2023) or interpretations of personality from psycho-455

logical questionnaires (Noever and Hyams, 2023).456

Nevertheless, due to the sensitivity of LLMs to457

prompts, the efficacy of such methods is also af-458

fected by the content quality and the phrasings.459

Implicit Prompting: Although explicit prompting460

provides clear personality descriptions, it lacks pre-461

cise guidance on how personalities are manifested462

in specific scenarios. In implicit prompting, QA463

pairs in personality questionnaires encapsulate the464

manifestations or preferences of personality across465

a variety of potential scenarios, which are natu-466

ral demonstrative examples for LLMs (Pan and467

Zeng, 2023; Huang et al., 2023a; Klinkert et al.,468

2024). Besides, demographics or profiles of typi-469

cal individuals with specific personalities are also 470

utilized to guide LLMs in exhibiting the inherent 471

personalities (Huang et al., 2023a; He and Zhang, 472

2024; Petrov et al., 2024). Moreover, some studies 473

use concrete examples, such as restaurant reviews 474

(Ramirez et al., 2023) or social network behaviors 475

(He and Zhang, 2024) in specific personalities, to 476

induce LLMs exhibiting behaviors that align with 477

the examples. 478

3.4 Findings and Open Challenges 479

Finding 1: Which method is more effective in 480

LLM’s personality exhibition? Given the diverse 481

methods and datasets for different LLMs, it is chal- 482

lenging to deduce a universal conclusion. However, 483

faced with extensive parameters in LLMs, inducing 484

with prompts appears to be a more practical way. 485

Moreover, some studies (e.g., Mao et al. (2024)) 486

have demonstrated that inducing methods outper- 487

form the editing methods across most metrics on 488

the same LLMs. 489

Finding 2: What is the performance of LLMs’ 490

personality exhibition in current studies? In 491

current studies, precisely controlling an LLM to 492

exhibit a composite personality is still a relatively 493

challenging task (Cava et al., 2024; Safdari et al., 494

2023). However, researchers (Huang et al., 2023a; 495

Pan and Zeng, 2023; Jiang et al., 2023b) show that 496

modifying certain dimensions or facets of person- 497

ality is more feasible. 498

Challenge 1: Inconsistency Despite existing stud- 499

ies have validated partial effectiveness of their per- 500

sonality exhibition approaches, some studies (Ai 501

et al., 2024; Song et al., 2024) indicate a misalign- 502

ment between the exhibited personalities in evalua- 503

tion and those in real-world scenarios. This high- 504

lights the need for context-aware evaluations and 505

persistent controlling methods to ensure consistent 506

personality exhibition. 507

Challenge 2: Stability Since inducing with 508

prompts is proven effective in influencing LLM’s 509

personality exhibition, the personality exhibited by 510

the LLM may also be affected by the context during 511

interactions. Despite many LLMs using system- 512

level prompts or safeguards to prevent user input 513

effects, ensuring stable personality exhibitions dur- 514

ing interactions remains an open challenge. 515

4 Personality Recognition in LLM 516

Personality recognition is crucial and a longstand- 517

ing research problem in both social science and 518

6



computer science. Due to privacy concerns and519

the professional nature of personality analysis, ob-520

taining sufficient annotated data for model training521

has always been a significant challenge (Wen et al.,522

2023). LLMs’ exceptional zero-shot ability have,523

to some extent, mitigated the issue of limited avail-524

ability of labeled data. Besides, as LLMs can gener-525

ate explanations to their output (Jiang et al., 2023a),526

the interpretability of the personality recognition re-527

sults is also substantially enhanced. Consequently,528

researchers have become curious about Personality529

Recognition in LLM.530

4.1 Problem Statement531

Personality Recognition in LLMs is stated as How532

to utilize LLMs recognize the personality traits533

from the given text content? Current related re-534

search is primarily divided into two aspects: Per-535

sonality Recognition by LLMs, which explores536

the zero-shot capabilities of LLMs for personal-537

ity recognition; and LLM-enhanced Personal-538

ity Recognition, which utilizes LLMs to enhance539

other personality recognition models.540

4.2 Personality Recognition by LLMs541

Inspired by the LLMs’ zero-shot capabilities in542

NLP tasks, researchers directly input text content,543

such as social media posts (Ganesan et al., 2023;544

Peters and Matz, 2023), human written documents545

(Ji et al., 2023; Derner et al., 2023), or daily conver-546

sation (Peters et al., 2024) as the prompts to LLMs547

for personality recognition. Their results show that548

though without additional training or fine-tuning,549

LLMs indeed perform well and can also provide550

natural language explanations of the results through551

text-based logical reasoning (Ji et al., 2023). Be-552

yond traditional text-based personality recognition,553

researchers also use video transcripts as inputs for554

LLMs to enable personality recognition in more555

diverse contexts (Amin et al., 2023a; Zhang et al.,556

2024). Interestingly, it is also suggested that mim-557

icking a user’s acquaintance can enhance LLMs’558

personality recognition performance in the conver-559

sation scenarios (Peters et al., 2024).560

Some researchers also explored LLMs’ com-561

prehension of personality questionnaires for per-562

sonality recognition. (Rao et al., 2023) investi-563

gate the ability of LLMs in personality recogni-564

tion based on MBTI questionnaires by observing565

how LLMs correlate the answers with underly-566

ing personality traits. They showed that LLMs567

undergone Reinforcement Learning from Human568

Feedback (RLHF) have better performance in per- 569

sonality recognition. Besides, researchers (Yang 570

et al., 2023) proposed to prompt LLMs with the 571

items from the personality questionnaire in a chain- 572

of-thought manner, emulating the way individu- 573

als complete psychological questionnaires. Their 574

method is validated to significantly improve the per- 575

formance and robustness of GPT-3.5 in personality 576

recognition. 577

4.3 LLM-enhanced Personality Recognition 578

Although most LLMs can easily outperform tradi- 579

tional NN models and pre-trained language models 580

on personality recognition in the zero-shot setting, 581

they still underperform state-of-the-art (SOTA) 582

models that are specially trained for personality 583

recognition (Ji et al., 2023; Ganesan et al., 2023; 584

Amin et al., 2023a). Therefore, researchers also 585

attempt to use LLMs to enhance existing person- 586

ality recognition models by augmenting the input 587

data (Hu et al., 2024; Wen et al., 2024; Amin et al., 588

2023b) or providing additional features (Cao and 589

Kosinski, 2024). 590

For example, when using traditional NN mod- 591

els to identify personality traits from social media 592

posts, LLMs can generate additional analysis on 593

these posts in the aspects of semantic, sentiment, 594

and linguistic as augmentation (Hu et al., 2024). 595

Moreover, LLMs can also generate semantic inter- 596

pretations of personality classification labels in the 597

study above. In the context of personality recog- 598

nition in conversations, LLMs can be engaged in 599

affective analysis of the utterances to provide addi- 600

tional cues for personality recognition (Wen et al., 601

2024). Besides, the personality analysis from Chat- 602

GPT about the given text can serve as features 603

to assist machine learning models in personality 604

recognition (Amin et al., 2023b). Due to the rich 605

information acquired during pre-training, even the 606

word embeddings from GPT-3 for names of well- 607

known figures can contribute to analyzing their 608

personality traits (Cao and Kosinski, 2024). 609

4.4 Findings and Open Challenges 610

Finding 1: Can we directly apply LLMs for per- 611

sonality recognition? LLMs exhibit superior per- 612

formance but still underperform the SOTA models 613

in personality recognition. So, in practical appli- 614

cations, LLMs without specialized training or fine- 615

tuning are not suitable for directly obtaining results 616

of personality recognition. 617
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Finding 2: How can LLMs facilitate existing618

personality recognition models? LLMs can be619

utilized to provide additional information, such as620

explanations of the input, auxillary features, and621

description of labels, to facilitate traditional person-622

ality recognition models.623

Challenge 1: Demographic Biases Despite the624

impressive performance in personality recogni-625

tion, LLMs are observed to exhibit potential bi-626

ases towards certain demographic attributes (i.e.,627

the recognition performance of certain genders and628

ages is better than others) (Ji et al., 2023; Peters and629

Matz, 2023). Investigating the causes of this bias630

and eliminating it to achieve more fair personality631

recognition results is an open challenge.632

Challenge 2: Positivity Biases As most LLMs633

are refined by RLHF to align with human prefer-634

ences, they tend to assign socially desirable scores635

across key personality dimensions to the input.636

This propensity may render the results less authen-637

tic and convincing (Derner et al., 2023). Correcting638

these positivity biases for more accurate results is639

also an open challenge.640

5 Future Directions641

Beyond addressing the open challenges in each642

problem, we also discuss some other promising643

future directions to provide insights for researchers644

to further advance this field.645

Psychometrics Tailored to LLM: The use of psy-646

chometrics designed for humans on LLMs has been647

questioned in existing studies (Dorner et al., 2023;648

Shu et al., 2024). Personalities exhibited by LLMs649

are determined by the pre-training process and the650

mechanism of response generation. To better assess651

and control the personalities exhibited in LLMs, it652

is necessary to adapt traditional psychometrics tak-653

ing into account the understanding of LLMs.654

Life-long Monitoring of Personality in LLM:655

One significant motivation for investigating Per-656

sonality in LLMs is to create LLM-based conver-657

sational agents (CAs) that have long-term engage-658

ment with us. So, it’s crucial to have life-long659

monitoring to ensure the LLM-based CAs consis-660

tently maintain a personality that aligns with our ex-661

pectations. This monitoring might include LLM’s662

personality self-assessment based on the conver-663

sation history, as well as the regulation of LLM’s664

personality exhibition according to user feedback665

in interactions.666

Multi-modal Personality in LLM-based Digital667

Human: Personality exhibition is not limited to 668

text. As the evolving of LLM-based digital hu- 669

mans, enabling them to recognize user personality 670

through multimodal interactions and exhibit the 671

specified personality through facial expressions or 672

gestures can greatly enhance user experience. 673

6 Applications 674

Besides academic research, personality in LLMs 675

has a wide range of practical applications. Effec- 676

tive personality self-assessment methods can help 677

verify whether the developed LLM-based agents 678

accurately play their assigned roles (Wang et al., 679

2024; de Winter et al., 2024). Enabling LLMs 680

to exhibit specific personalities can simulate data 681

generation by different annotators (Kaszyca et al., 682

2023) or assist in developing intelligent tutoring 683

systems (Liu et al., 2024b). Moreover, personal- 684

ity recognition based on LLMs can be beneficial in 685

psychiatric clinics (Cheng et al., 2023) and in credit 686

services (Yu et al., 2023) for identifying user risks. 687

In addition, LLM’s personality exhibition can be 688

applied to other scenarios beyond text, such as hav- 689

ing multiple agents play different personalities for 690

efficient multi-agent collaboration (Sun et al., 2024) 691

or designing LLM-based personae in HCI scenarios 692

(Prpa et al., 2024). Lastly, the personality in LLM 693

can also serve as a gateway to exploring other ca- 694

pabilities of LLMs, such as decision-making (Shen 695

et al., 2024; Sreedhar and Chilton, 2024), negoti- 696

ation skills (Noh and Chang, 2024), and cultural 697

perspectives (Kovač et al., 2023). 698

7 Conclusion 699

This paper comprehensively reviews the latest 700

studies of personality in LLM by systematically 701

examining the three core research problems of 702

self-assessment, exhibition, and recognition. We 703

present an exhaustive analysis of each problem. 704

Subsequently, we carry out detailed analyses and 705

comparisons of the relevant methods. Lastly, we 706

also collect publicly available resources, discuss 707

potential future research directions, and summarize 708

practical applications of personality in LLMs. 709

As the first comprehensive survey on personality 710

in LLMs, we cover the latest literature and aim to 711

provide a good reference resource on this topic for 712

both researchers and engineers. Additionally, we 713

hope this survey can enhance mutual understand- 714

ing between social sciences and computer science, 715

fostering more valuable interdisciplinary research. 716
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Limitations717

Personality in Large Language Models (LLMs) is718

an interdisciplinary research area situated between719

computer science and social science. However,720

most of the studies we reviewed are from the per-721

spective of computer science, which has also led722

to our taxonomy being more based on a computer723

science viewpoint. In our survey, we highlighted724

that some of the reviewed methods do not have a725

solid grounding in the social sciences. We have726

tried to find work on Personality in LLMs within727

the social science domain but with limited success.728

At present, there appears to be a research gap in this729

area. We hope our survey can attract researchers730

from the social sciences to contribute more rational731

research methodologies from social science per-732

spectives to Personality in LLMs.733

References734

Yiming Ai, Zhiwei He, Ziyin Zhang, Wenhong Zhu,735
Hongkun Hao, Kai Yu, Lingjun Chen, and Rui Wang.736
2024. Is cognition and action consistent or not: In-737
vestigating large language model’s personality.738

Mostafa M Amin, Erik Cambria, and Björn W Schuller.739
2023a. Will affective computing emerge from foun-740
dation models and general artificial intelligence? a741
first evaluation of chatgpt. IEEE Intelligent Systems,742
38(2):15–23.743

Mostafa M. Amin, Erik Cambria, and Björn W. Schuller.744
2023b. Can chatgpt’s responses boost traditional745
natural language processing?746

Michael C Ashton and Kibeom Lee. 2009. The747
hexaco–60: A short measure of the major dimensions748
of personality. Journal of personality assessment,749
91(4):340–345.750

Adrita Barua, Gary Brase, Ke Dong, Pascal Hitzler, and751
Eugene Vasserman. 2024. On the psychology of gpt-752
4: Moderately anxious, slightly masculine, honest,753
and humble. arXiv preprint arXiv:2402.01777.754

Emily M Bender, Timnit Gebru, Angelina McMillan-755
Major, and Shmargaret Shmitchell. 2021. On the756
dangers of stochastic parrots: Can language models757
be too big? In Proceedings of the 2021 ACM confer-758
ence on fairness, accountability, and transparency,759
pages 610–623.760

Bojana Bodroza, Bojana M. Dinic, and Ljubisa Bojic.761
2023. Personality testing of gpt-3: Limited temporal762
reliability, but highlighted social desirability of gpt-763
3’s personality instruments results.764

Rishi Bommasani, Drew A Hudson, Ehsan Adeli,765
Russ Altman, Simran Arora, Sydney von Arx,766

Michael S Bernstein, Jeannette Bohg, Antoine Bosse- 767
lut, Emma Brunskill, et al. 2021. On the opportuni- 768
ties and risks of foundation models. arXiv preprint 769
arXiv:2108.07258. 770

Tom Brown, Benjamin Mann, Nick Ryder, Melanie 771
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind 772
Neelakantan, Pranav Shyam, Girish Sastry, Amanda 773
Askell, et al. 2020. Language models are few-shot 774
learners. Advances in neural information processing 775
systems, 33:1877–1901. 776

Xubo Cao and Michal Kosinski. 2024. Large language 777
models know how the personality of public figures is 778
perceived by the general public. Scientific Reports, 779
14(1):6735. 780

Graham Caron and Shashank Srivastava. 2022. Identi- 781
fying and manipulating the personality traits of lan- 782
guage models. 783

Lucio La Cava, Davide Costa, and Andrea Tagarelli. 784
2024. Open models, closed minds? on agents ca- 785
pabilities in mimicking human personalities through 786
open large language models. 787

Jiangjie Chen, Xintao Wang, Rui Xu, Siyu Yuan, Yikai 788
Zhang, Wei Shi, Jian Xie, Shuang Li, Ruihan Yang, 789
Tinghui Zhu, et al. 2024. From persona to person- 790
alization: A survey on role-playing language agents. 791
arXiv preprint arXiv:2404.18231. 792

Nuo Chen, Yan Wang, Haiyun Jiang, Deng Cai, Yuhan 793
Li, Ziyang Chen, Longyue Wang, and Jia Li. 2023. 794
Large language models meet harry potter: A dataset 795
for aligning dialogue agents with characters. In Find- 796
ings of the Association for Computational Linguistics: 797
EMNLP 2023, pages 8506–8520. 798

Szu-Wei Cheng, Chung-Wen Chang, Wan-Jung Chang, 799
Hao-Wei Wang, Chih-Sung Liang, Taishiro Kishi- 800
moto, Jane Pei-Chen Chang, John S Kuo, and Kuan- 801
Pin Su. 2023. The now and future of chatgpt and gpt 802
in psychiatry. Psychiatry and clinical neurosciences, 803
77(11):592–596. 804

Hyeong Kyu Choi and Yixuan Li. 2024. Picle: Eliciting 805
diverse behaviors from large language models with 806
persona in-context learning. 807

Jiaxi Cui, Liuzhenghao Lv, Jing Wen, Jing Tang, 808
YongHong Tian, and Li Yuan. 2023. Machine mind- 809
set: An mbti exploration of large language models. 810
arXiv preprint arXiv:2312.12999. 811

Andrew Cutler and David M Condon. 2022. Deep lex- 812
ical hypothesis: Identifying personality structure in 813
natural language. Journal of Personality and Social 814
Psychology. 815

Boele De Raad. 2000. The big five personality factors: 816
the psycholexical approach to personality. Hogrefe 817
& Huber Publishers. 818

9

http://arxiv.org/abs/2402.14679
http://arxiv.org/abs/2402.14679
http://arxiv.org/abs/2402.14679
http://arxiv.org/abs/2307.04648
http://arxiv.org/abs/2307.04648
http://arxiv.org/abs/2307.04648
http://arxiv.org/abs/2306.04308
http://arxiv.org/abs/2306.04308
http://arxiv.org/abs/2306.04308
http://arxiv.org/abs/2306.04308
http://arxiv.org/abs/2306.04308
http://arxiv.org/abs/2212.10276
http://arxiv.org/abs/2212.10276
http://arxiv.org/abs/2212.10276
http://arxiv.org/abs/2212.10276
http://arxiv.org/abs/2212.10276
http://arxiv.org/abs/2401.07115
http://arxiv.org/abs/2401.07115
http://arxiv.org/abs/2401.07115
http://arxiv.org/abs/2401.07115
http://arxiv.org/abs/2401.07115
http://arxiv.org/abs/2405.02501
http://arxiv.org/abs/2405.02501
http://arxiv.org/abs/2405.02501
http://arxiv.org/abs/2405.02501
http://arxiv.org/abs/2405.02501


Joost CF de Winter, Tom Driessen, and Dimitra Dodou.819
2024. The use of chatgpt for personality research:820
Administering questionnaires using generated per-821
sonas. Personality and Individual Differences,822
228:112729.823
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Figure 2: Trends of Personality in LLMs

A Overview 1191

We present a holistic overview of the latest stud- 1192

ies based on statistical results on our taxonomy. 1193

We have collected a total of 72 released scientific 1194

papers on personality in LLMs since 2022, encom- 1195

passing investigations, methodologies, and appli- 1196

cations. We clarify that the papers we reviewed 1197

are about psychological personality in LLMs. Al- 1198

though we are aware there are also extensive studies 1199

focusing on LLM-based role-playing agents (Chen 1200

et al., 2024), we exclude them from this survey. 1201

The number of papers in this emerging domain 1202

has been increasing annually, as shown in Figure 1203

2. Even as of June 2024, the volume of publi- 1204

cations has already surpassed that of the entire 1205

2023. This indicates a growing interest in the field. 1206

Concurrently, we observe a substantial growth of 1207

work on LLMs’ personality exhibition, underscor- 1208

ing the increasing focus on LLM-based interac- 1209

tions in various scenarios. Following closely is 1210

research on LLMs’ personality self-assessment, re- 1211

flecting a sustained interest in exploring the intrin- 1212

sic characteristics of LLMs. Compared to the two 1213

new research problems, there is a relatively less 1214

increase of personality recognition in LLM. This 1215

may be attributed to the fact that personality recog- 1216

nition, as a classical text classification problem, has 1217

been already widely studied with traditional meth- 1218

ods. Nevertheless, personality recognition based on 1219

LLMs remains crucial in LLM-based interactions. 1220

The number of studies on this topic also continues 1221

to grow annually. 1222

A.1 Personality Models 1223

In reviewed literature, researchers commonly adopt 1224

personality models based on the trait theory (Flee- 1225

son and Jayawickreme, 2015), where the personali- 1226

ties of individuals are defined as several aspects of 1227

stable and consistent patterns of behavior, emotion, 1228

13
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Figure 3: Personality Models in existing studies

and cognition.1229

As shown in Figure 3, the most commonly1230

adopted personality model among the existing1231

three research problems is the Big-five model1232

(De Raad, 2000), which includes five core dimen-1233

sions: openness, conscientiousness, extraversion,1234

agreeableness, and neuroticism. These dimen-1235

sions capture various aspects of an individual’s1236

personality, ranging from their inclination towards1237

new experiences to their level of emotional stabil-1238

ity. Another widely recognized personality assess-1239

ment model is the Myers-Briggs Type Indicator1240

(MBTI) (Myers, 1962), which categorizes indi-1241

viduals into one of 16 personality types based on1242

their preferences in four dichotomous dimensions:1243

extraversion/introversion, sensing/intuition, think-1244

ing/feeling, and judging/perceiving.1245

Besides the comprehensive personality models,1246

researchers are also interested in the potential dark1247

personality traits of LLMs, such as the Short Dark1248

Triad-3 (SD-3, Jones and Paulhus (2014)), or Dark1249

Triad Dirty Dozen (DTDD, Jonason and Web-1250

ster (2010)) which measures Machiavellianism (a1251

manipulative attitude), narcissism (excessive self-1252

love), and psychopathy (lack of empathy), captur-1253

ing the darker aspects of human nature.1254

In addition to the aforementioned personality1255

models, researchers are also interested in (1) their1256

variant models, such as the Eysenck Personality1257

Questionnaire-Revised (EPQ-R) (Eysenck et al.,1258

1985) assessing the dimensions of extraversion,1259

neuroticism, and psychoticism, or the HEXACO1260

model (Ashton and Lee, 2009) measuring honesty-1261

humility in addition to the Big-five traits; or (2)1262

other psychological aspects in LLMs, such as moti-1263

vations or interpersonal relationships (Huang et al.,1264

2023b; Bodroza et al., 2023).1265

A.2 Large Language Models 1266

In existing studies, there is a significant interest 1267

in the performance of various LLMs on the three 1268

research problems, as shown in Figure 4. Among 1269

all the LLMs, the GPT series models have gar- 1270

nered the most attention from researchers. Though 1271

most of them are not directly open-sourced, ex- 1272

tensive researchers (e.g., (Xu et al., 2024; Karra 1273

et al., 2022; Jiang et al., 2023a)) have explored their 1274

performance in personality understanding through 1275

API. Additionally, several well-known open-source 1276

LLMs, such as the Llama series (Touvron et al., 1277

2023), Mixtral (Jiang et al., 2024a), and Falcon1, 1278

have also attracted a lot of attention. 1279

Among all LLMs, the task that researchers have 1280

focused on the most is personality self-assessment. 1281

Despite LLMs typically referring to models after 1282

the occurrence of GPT-3 (Brown et al., 2020), we 1283

also found that some pioneering work has already 1284

attempted to measure potential personality traits 1285

exhibited by BERT (Devlin et al., 2018) and GPT-2 1286

(Radford et al., 2019). 1287

B Open-sourced Resources 1288

B.1 Personality Inventories 1289

We have collected the personality inventories 1290

adopted in the papers we’ve reviewed (i.e., Likert- 1291

scale questionnaires) and listed them in Table 2. 1292

We can see that the most commonly used inven- 1293

tory is the BFI. Similar to Figure 3, most works 1294

focus on the Big-five personality model and its 1295

variants, such as HEXACO. Although many stud- 1296

ies also focus on MBTI, we have not found many 1297

scales proposed in academic papers about MBTI. 1298

Therefore, current studies generally use question- 1299

naires from 16Personalities2, a popular personality 1300

questionnaire website. Besides, many works also 1301

investigate the dark personality of LLMs. 1302

It is evident that even when studying the same 1303

personality model, e.g, Big-five, Dark Triad, differ- 1304

ent works will use a variety of personality inven- 1305

tories, and even some scales measure variants of 1306

these personality models. This reflects the diversity 1307

of psychometrics we mentioned in Introduction. 1308

B.2 Code Repositories of LLM’s Personality 1309

Self-assessment 1310

Table 3 shows the publicly available code reposito- 1311

ries in existing LLM’s Personality Self-assessment 1312

1https://huggingface.co/docs/transformers/model_doc/falcon
2https://www.16personalities.com/
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Figure 4: Investigated LLMs in existing studies

works. Since the majority of studies focus on1313

prompting engineering, which don’t need much1314

custom data or code, few have made their works1315

publicly accessible. Among studies in Table 3,1316

apart from (Pellert et al., 2023) using NLI to assess1317

the personalities of LLMs based on questionnaire1318

questions and answers, all other works prompt1319

LLMs with questionnaire items for personality as-1320

sessment. We can also see that researchers exhibit1321

interests in a wide range of LLMs, yet the majority1322

still focus on LLMs in the GPT series.1323

B.3 Code Repositories of LLM’s Personality1324

Exhibition1325

Table 4 shows the publicly available code repos-1326

itories in existing LLM’s Personality Exhibi-1327

tion works. Similar to LLM’s personality self-1328

assessment, most works in LLM’s Personality Exhi-1329

bition are prompting engineering in techniques, few1330

have made their codes and data publicly accessible.1331

In Table 4, while the majority of the work involves1332

inducing the personality of LLMs with prompts, the1333

evaluation to the induced results vary widely, en-1334

compassing Social Intelligence psychometric (Xu1335

et al., 2024), Theory-of-Mind reasoning tasks (Tan1336

et al., 2024), response content analysis (Mao et al.,1337

2024; Jiang et al., 2023b; Frisch and Giulianelli,1338

2024; tse Huang et al., 2023; Wang et al., 2024),1339

and questionnaires (Jiang et al., 2023b; Cui et al.,1340

2023; tse Huang et al., 2023; Klinkert et al., 2024).1341

B.4 Datasets for Personality Recognition in1342

LLM1343

Table 5 contains the open-source datasets adopted1344

in existing studies on Personality Recognition in1345

LLMs. Some datasets, such as Essays (Pennebaker1346

and King, 1999), PAN, and FriendsPersona, are1347

classic text-based Personality Recognition datasets1348

that have been explored by many studies before1349

the emergence of LLMs. However, there are also 1350

some new datasets (Peters et al., 2024) that were 1351

constructed facilitated by LLMs. 1352
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Personality Inventories Measured Facets # Questions Adopted in

Big Five Inventory
(BFI) (John et al., 1991) Big-five 44

(tse Huang et al., 2023); (Saf-
dari et al., 2023); (Ai et al.,
2024);(Pellert et al., 2022);
(Huang et al., 2023b); (Li et al.,
2023);

BFI-2
(Soto and John, 2017) Big-five 60

(Li et al., 2023); (Huang et al.,
2023b); (Dorner et al., 2023);
(Safdari et al., 2023);

BFI-S (Lang et al., 2011) Big-five 15 (Jiang et al., 2023a);
IPIP-NEO-120
(Johnson, 2014) Big-five (30 facets) 120 (Jiang et al., 2023a)

IPIP-NEO
(Goldberg et al., 1999) Big-five 300 (Safdari et al., 2023);

IPIP-50 (Link) Big-five 50 (Dorner et al., 2023);
Ten Item Personality Measure
(TIPI) (Gosling et al., 2003) Big-five 10 (Romero et al., 2023)

HEXACO
(Ashton and Lee, 2009) Honesty-humility and Big-five 60 (Miotto et al., 2022a)

HEXACO-100
(Lee and Ashton, 2018) Honesty-humility and Big-five 100 (Bodroza et al., 2023);

16Personalities (Link) MBTI 60 (Huang et al., 2023a); (Ai et al.,
2024); (Rao et al., 2023)

Eysenck Personality
Questionnaire-Revised
(EPQ-R) (Eysenck et al., 1985)

Extraversion, Neuroticism, Psy-
choticism, and Lying 100 (Huang et al., 2023b)

Dark Triad Dirty Dozen
(Jonason and Webster, 2010)

Machiavellianism , Narcissism,
and Psychopathy (Dark Triad) 12 (Li et al., 2023), (Huang et al.,

2023b);
Short Dark Triad
(Jones and Paulhus, 2014) Dark Triad 27 (Bodroza et al., 2023)

Short Dark Tetrad
(SD4) (Paulhus et al., 2020) Dark Triad and Sadism 28 (Pellert et al., 2022)

Self-Consciousness Scales–Revised
(SCS-R) (Scheier and Carver, 1985)

Private self-consciousness, Pub-
lic self-consciousness, and So-
cial anxiety

22 (Bodroza et al., 2023)

Table 2: Personality inventories adopted by existing studies
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Methods Personality Models Assessed LLMs Download Links
PsychoBench
(Huang et al., 2023b)

Big-five, EPQ-R, Short Dark
Triad

GPT-3 (text-davinci-003);
GPT-3.5-turbo,4;
Llama-2-7B,13B

https://github.com/CUHK-
ARISE/PsychoBench

(Shu et al., 2024) MODEL-PERSONAS
39 instruments in 115 axis

GPT-2,3.5,4; Falcon-7B;
BLOOMZ (all series); Llama2-
7B,7B-chat,13B,13B-chat;
RedPajama-7B; and FLAN-T5
(all series)

https://github.com/orange0629/llm-
personas

(Miotto et al., 2022a) HEXACO GPT-3 https://github.com/ben-
aaron188/who_is_gpt3

(Romero et al., 2023) Big-five GPT-3 https://osf.io/bf5c4/

(Pellert et al., 2023) Big-five multilingualDeBERTa;
DistilRoBERTa; BART;
XLMRoBERTa; DeBERTa;
DistilBART

https://github.com/maxpel/psyai_materials

(Stöckli et al., 2024) Big-five, MBTI GPT4 https://github.com/AdritaBarua/2024-
Psychology-of-GPT-4

(Jiang et al., 2023a) Big-five GPT-3.5 https://github.com/jianggy/MPI

(Safdari et al., 2023) Big-five PaLM-62B;
Flan-PaLM-8B,62B,540B;
Flan-PaLMChilla-62B

https://github.com/google-
research/google-
research/tree/master/psyborgs

(tse Huang et al., 2023) Big-five GPT-3.5-turbo https://github.com/CUHK-
ARISE/LLMPersonality

(Pan and Zeng, 2023) MBTI ChatGPT; GPT-4; Bloom-7B;
Baichuan- 7B,13B;
OpenLlama-7B-v2

https://github.com/HarderThenHarder/
transform-
ers_tasks/tree/main/LLM/llms_mbti

(Bodroza et al., 2023) Big-five, HEXACO, SCS-R GPT-3 (text-davinci-003) https://osf.io/2k458

Table 3: Open source code repositories for LLM’s personality self-assessment
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Dataset Personality Model Descriptions Download Links
Situational Evaluation
of Social Intelligence
SESI (Xu et al., 2024)

Big-five Prompt LLMs with personality
descriptions with extents,
evaluated by the proposed SESI

https://github.com/RossiXu/social_in
telligence_of_llms

PHAnToM
(Tan et al., 2024)

Big-five, Dark Triad Prompt LLMs with personality
descriptions, evaluated by
Theory-of-Mind reasoning tasks

https://anonymous.4open.science/r/P
HAnToM/

PersonalityEdit
(Mao et al., 2024)

Big-five (A, E, and N) Utilize various methods in
QA-based SFT and prompting
for LLMs, evaluated by
response content analysis

https://github.com/zjunlp/EasyEdit/blob/mai
n/examples/PersonalityEdit.md

PersonaLLM
(Jiang et al., 2023b)

Big-five Prompt LLMs with personality
descriptions, evaluated by
questionnaires and story
generation analysis

https://github.com/hjian42/PersonaLLM

MachineMindset
(Cui et al., 2023)

MBTI Conduct two-phase SFT with
QA datasets and DPO to LLMs,
evaluated by questionnaires

https://github.com/PKU-
YuanGroup/Machine-Mindset

(Wang et al., 2024) Big-five, MBTI Prompt personality descriptions
and profiles to role-playing
agents, assessed by interview
analysis

https://github.com/Neph0s/InCharacter/

(tse Huang et al., 2023) Big-five Assign personalities via QA
pairs, biography, and
CoT-based portrayals, assessed
with questionnaires in multiple
formats and story generation
analysis.

https://github.com/CUHK-
ARISE/LLMPersonality

(Klinkert et al., 2024) Big-five Prompt LLMs with personality
descriptions and numeric
extents, assessed by a
personality questionnaire

https://gitlab.com/humin-game-
lab/artificial-psychosocial-framework/-
/tree/master/LLM_Personality

(Frisch and Giulianelli,
2024)

Big-five Instruct LLMs with creative and
analytical personalities to
generate stories, evaluated by
LIWC.

https://github.com/ivarfresh/
Interaction_LLMs

Table 4: Open source code repositories for LLM’s personality exhibition
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Datasets Personality Models Descriptions Download Links
(Rao et al., 2023) MBTI Questionnaires with 60

questions
https://github.com/Kali-Hac/ChatGPT-
MBTI

Essays
(Pennebaker and King,
1999)

Big-five 2,468 self-report essays from
more than 1,200 students

https://github.com/preke/DesPrompt/t
ree/main/data/Essay
*non-official download link

PAN Big-five 294 users’ tweets and their
Big-Five personality scores
obtained by the BFI-10
questionnaire

https://pan.webis.de/clef15/pan15-
web/author-profiling.html

Kaggle MBTI 8,675 users, with each user
contributing 45-50 posts

https://www.kaggle.com/datasets
/datasnaek/mbti-type

Pandora MBTI Dozens to hundreds of posts
from each of the 9,067 Reddit
users

https://psy.takelab.fer.hr/datasets/all/

FriendsPersona Big-five 711 short conversations are
extracted and annotated from
the first four seasons of Friends
TV Show transcripts

https://github.com/emorynlp/personality-
detection

CPED Big-five 12K dialogues in multi-modal
context from 40+ TV shows

https://github.com/scutcyr/CPED

First Impression Big-five 10,000 Youtube video clips of
people facing and speaking

https://chalearnlap.cvc.uab.cat/dataset/
24/description/

(Peters et al., 2024) Big-five Dialogues of 566 participants
with a chatbot built on the
ChatGPT

https://osf.io/edn3g/

(Cao and Kosinski,
2024)

Big-five Demographics of 11,341 public
figures from Pantheon 1.0 with
manually rated personality
traits.

https://osf.io/854w2/

Table 5: Open source datasets for personality recognition in LLM
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