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Abstract

Large language models (LLMs) demonstrate
strong potential as agents for tool invocation
due to their advanced comprehension and plan-
ning capabilities. Users increasingly rely on
LLM-based agents to solve complex missions
through iterative interactions. However, exist-
ing benchmarks predominantly access agents
in single-mission scenarios, failing to capture
real-world complexity. To bridge this gap, we
propose the Multi-Mission Tool Bench. In
the benchmark, each test case comprises multi-
ple interrelated missions. This design requires
agents to dynamically adapt to evolving de-
mands. Moreover, the proposed benchmark ex-
plores all possible mission-switching patterns
within a fixed mission number. Specifically, we
propose a multi-agent data generation frame-
work to construct the benchmark. We also pro-
pose a novel method to evaluate the accuracy
and efficiency of agent decisions with dynamic
decision trees. Experiments on diverse open-
source and closed-source LLMs reveal critical
factors influencing agent robustness and pro-
vide actionable insights to the tool invocation
society. This benchmark is available in XXX.

1 Introduction

In recent years, large language models (LLMs)
have achieved significant progress in natural lan-
guage processing. These models demonstrate
strong capabilities to understand contextual infor-
mation and user instructions, making them effective
agents for mission completion.

Real-world applications require agents to handle
dynamic user demands. As users frequently ad-
just their requests during conversations (Figure 1),
agents must complete sequential missions with
evolving requirements. This situation challenges
the robustness of an agent’s decision-making. How-
ever, existing benchmarks focus primarily on
single-mission scenarios.

This paper presents the Multi-Mission Tool
Bench. This benchmark evaluates agent robustness
in related and dynamic multi-mission scenarios.
The benchmark addresses three core challenges:
1) it contains more mission-types than others, i.e.
four major categories and six subcategories; 2) it
includes all mission-type transition patterns in pre-
fixed mission number; 3) all successive missions
have strong relations with prior dialogues, agents
are forced to extract information from previous mis-
sions. Therefore, it closely mirrors the complexity
of real-world.

To simulate all mission-type switching patterns,
we first define the mission-types by their corre-
sponding agent action-types. Agent actions are
divided into four main types: using a single tool,
using multiple tools, chatting with users, and us-
ing tools after clarifying parameters. An agent
accomplishes a single mission by performing one
of these actions. Therefore, we define four types
of missions. For sequential missions, agents com-
bine multiple action-types to reach the objectives.
Figure 2 a) displays that the agent employs the com-
bination of four action-types to complete the four
sequential missions in Figure 1. Thus, we introduce
the mission switching space to describe the trans-
formations of mission types. Figure 2 b) shows that
our benchmark thoroughly explores the proposed
space with a prefixed mission number. This indi-
cates that our benchmark includes all mission-type
transition patterns. In contrast, other benchmarks
have a more limited range of action diversity.

To construct the multi-mission benchmark, we
propose a controllable data generation framework
with multiple characters. The framework simulates
the mission execution process through dialogic in-
teractions among five agents: user, planner, tool,
Al and checker. In each generation process, we
assign the desirable mission type and mission rela-
tionship to guide the framework. Ultimately, our
benchmark encompasses all potential combinations
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Figure 1: A multi-mission example. It contains four related missions, and the mission types are changing
dynamically. This figure presents the conversation between a user and an Al. The inter-dialogues are hided.

in the mission switching space for a set number of
missions. Notably, a complete mission involves
multiple rounds of dialogues.

To evaluate the proposed benchmark, we intro-
duce a novel evaluation method. It assesses the
accuracy and efficiency of agents decisions, by em-
ploying dynamic decision trees.

Eventually, we evaluate a range of open-source
and closed-source LLMs, encompassing both spe-
cific and general LLMs. Our comprehensive exper-
iments reveal numerous factors influencing the ro-
bustness of agent decision-making. These findings
offer valuable insights for guiding future research
on the development of LLM-agents.

The main contributions of this paper are:

* To the best of our knowledge, this is the first
benchmark that assesses agent robustness in
related and dynamic multi-mission scenarios.

* We introduce a controllable multi-role data
generation framework to explore the action-
type space in multi-mission contexts.

* A novel testing method is proposed to evaluate
the accuracy and efficiency of dynamic path
planning.

» Comprehensive testing of open-source and
closed-source LLMs is conducted, revealing
various factors that affect the robustness of
agent decision making.

Section 4 explains how we build the benchmark.
It covers how to create related missions, predefine

mission-types, and explore the mission switching
space. Section 5 describes the evaluation methods
we use for this benchmark. Section 6 shows the
test results of LL.Ms and presents our analysis of
these findings.

2 Related Work

2.1 Evaluation of LLMs

Recent benchmarks evaluate the capabilities of
LLM-based agents from various point of views.
Some research evaluates the generalizability of
agents in various scenarios (Li et al., 2024; Trivedi
et al., 2024; Liu et al., 2024c). Others(Du et al.,
2024; Qin et al., 2024; Ye et al., 2024; Li et al.,
2023) collected massive tools to investigate the
impact of tool diversity on agent performance. Cer-
tain research (Zhuang et al., 2023; Guo et al., 2024;
Xie et al., 2024) examines agents within specific
domains. While some works (Shen et al., 2024b;
Chen et al., 2024; Huang et al., 2024a) provide a
comprehensive assessment of multiple agent abili-
ties, others (Huang et al., 2024b; Tang et al., 2023;
Qiao et al., 2024a) address specific issues like the
illusion problem (Patil et al., 2023) and multistep
execution capabilities (Shen et al., 2024a; Yao et al.,
2024).

Our benchmark assesses agents’ overall capa-
bilities, emphasizing challenges of related and dy-
namic multi-missions. Importantly, the multistep
tasks discussed in previous studies align with our
approach of employing multiple tools to complete
a single mission.
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Figure 2: Visualization of mission switching space. a) Four distinct colors represents four different action-types. The
green dot indicates the agent sequentially selects four type of actions to execute four missions. b) The distribution
of the proposed benchmark within the mission switching space. Each row corresponds to a different number of
missions. Each dot indicates a specific combination of the current and preceding action-types. Colored dots indicate
combinations included in the benchmark, while gray dots indicate their absence. c) Distribution of four other agent

benchmarks in the space.

The work most similar to ours is BFCL V3 (Char-
lie Cheng-Jie Ji, a). It also involves four types
of agent actions and various user missions in one
test case. However, BFCL V3 only covers a small
part of the mission switching space. In contrast,
our work simulates all possible mission transitions
within a predefined set of missions. In most test
data of BFCL V3, missions have no information
dependencies. Agents can complete any given mis-
sion autonomously without relying on information
from previous dialogues. In our case, all data con-
tain related missions.

Other studies, WorfBench and TaskBench (Qiao
et al., 2024a; Shen et al., 2024b), also introduce a
graph-based evaluation method for multi-tool invo-
cation. However, they only compute the similarity
between the agent’s planned path and the annota-
tion through graph matching, unable to explicitly
determine its correctness or calculate the optimal
probability of the agent’s plan, as our work does.

Table 1 compares the mentioned benchmarks
with our proposed one in various aspects.

2.2 LLM-as-Agent

User mission automation is a significant research
area for large LLMs. General (Achiam et al., 2023;
Sun et al., 2024; Yang et al., 2024; Team et al.,

2024; GLM et al., 2024; Srivastava and Dames,
2024) LLMs with larger scale primarily integrate it
within multi-task learning process. While there are
also many smaller specialized LLLMs based agents.

We categorize agent research into various ap-
proaches. Some studies (Xu et al., 2024; Qiao
et al., 2024b; Zhang et al., 2024b) equip agents
with self-reflection and self-correction capabilities
to improve their understanding of environmental
feedback. Others (Zhang et al., 2024a; Han et al.,
2024; Islam et al., 2024) introduce heuristic deci-
sion frameworks to solve complex problems. Fur-
ther research (Shi et al., 2024; Schick et al., 2023;
Liu et al., 2024b) focuses on strengthening agents’
core skills. Concurrently, some work (meetkai;
Lin et al., 2024; Liu et al., 2024b) generate more
diverse training data with proposed frameworks.
Our study also introduces a novel data generation
framework. Unlike previous works, our framework
uniquely specifies desired agent action-types.

The proposed benchmark simulates real-world
application scenarios, and evaluates the core abili-
ties of agents and tests various general LL.Ms and
specialized agent LL.Ms.
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Benchmark MutMiss RelMiss' MSSS}E1 Aoimate Ao Aotarity ’I};K:nultl, Aiu“i Ai:f;i
Ours v 100 100 v v v v 4 v
BFCL v3(Charlie Cheng-Jie Ji, a) v 157 39.7 v v v X v X
BFCL v1(Patil et al., 2023) X 0.0 0.9 v v X X v X
BFCL v2(Charlie Cheng-Jie Ji, b) X 0.0 0.9 v v X X v X
ToolBench(Qin et al., 2024) X 0.0 0.0 v X X v X X
AnyToolBench(Du et al., 2024) X 0.0 0.0 v X X v X X
7-bench(Yao et al., 2024) X 0.0 0.0 v X X v X X
T-EVAL(Chen et al., 2024) X 0.0 0.0 v X X v X X
UltraTool(Huang et al., 2024a) X 0.0 0.0 v X X v X X

Table 1: Comparative Analysis of the Multi-Mission Tool Bench against other benchmarks in the field. The symbol
** indicates Multi-Mission, while *§” denotes Related Missions. Moreover, in the four-mission action-type space,
the Mission Switching Space Scale ( MSSS, ) represents the proportion of combination coverage for each dataset

relative to all possible combinations.
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Figure 3: The multi-agent framework.

3 Terminologies

We use agent action-type to describe the mission-
type switching patterns. In this section, we intro-
duce the concepts of agent action-type and mission
switching space.

As stated above, agents use four types of action
to accomplish user missions: invoking a single tool,
invoking multiple tools, chatting with the user, and
invoking tools after clarifying their parameters. We
denote these action-types as Agingie, Amuitir Achat
and Agjqr; ry respectively. As inter-tool dependen-
cies cause diverse execution sequences, we further
divide A, into the following categories: serial
execution, parallel execution, and a combination of
both, represented as A% . AP . and AT

Furthermore, we define the concept of mission
switching space to describe the combination of
action-types corresponding to serially related mis-
sions, labeled Ay = {Ao, 41,..., An}. Here,
N is the total number of missions and A; is the
action-type corresponding to the i-th mission.

4 Benchmark Construction

To construct multi-mission test data, and thor-
oughly explore the mission switching space, we

proposed a novel data generation framework. In
this section, we explain the proposed framework
and how to construct the benchmark. Subsection
4.1 presents the five roles in the framework and
their interaction mechanism. Subsection 4.2 de-
scribes how these roles complete a mission. It
includes specifying mission-types and setting up
dependencies with earlier missions for later ones.
Subsection 4.3 we expand the scope from gener-
ating a single mission to creating a test data with
multiple related missions. Subsequently, we thor-
oughly explore the mission switching space to con-
struct the entire benchmark. Furthermore, Ap-
pendixes A and B present the method for collecting
tools and the distribution of the test set.

4.1 Data Generation Framework

We employ five agents to generate multi-mission
test data. We simulate this process with a sin-
gle LLM. For each dialogue, we assign different
roles and specific tasks to the LLM, denoted R.
We define five roles: User, Planner, Al, Checker,
and Tool, represented as Ryser, Rpianner, AT
Renecker, and Ry respectively. The Planner is
the key to analyzing the mission, planning tool in-
vocation paths, and deciding action-types. Figure
3 shows the interaction among these five roles.

In this framework, only R,4; communicates
with Ryser, and Rpyjanner gets instructions from
Ruser- When Rplanner starts Asingle or Amulti,
Ry simulates tool feedback. For Agqpipy OF
Acnhat, Rar asks about tool parameters or summa-
rizes responses. Rcpecker checks the format and
sequence of Rpjgnner’s plans, ensuring accurate
planning. Note that R pecker 1S only involved in
data generation. Moreover, R, has different
tasks at different stages. RSM responses to gener-

ate a new mission, while R responses to answer



Figure 4: The dependencies among tools.

the questions of R 47.
We provide the prompts for the roles mentioned
above in Appendix E.

4.2 Generate Single Mission

We first introduce how to construct a single mission
using the proposed multi-agent framework.

In the generation process, we first generate user
missions. When generating user missions, we first
sample a tool list for the missions.

To achieve a desirable mission type, we insert
the predefine action-type A; into the role prompt
RICJ?SGT'

To generate related missions, we generate sev-
eral candidate missions, then employ expert refine-
ment to get the final successive mission. We catego-
rize mission relationships into three types: implicit
understanding, ellipsis, and long-term memory, and
insert the relationship types into R;jscr to generate
three candidate missions. The R%er also contains
the previous user-Al dialogues. Finally, we man-
ually select and refine the candidate missions to
achieve the final one.

With the user missions, we use the five roles
mentioned above to complete the entire execution.

4.3 Construct the Whole Benchmark

In Subsection 4.2, we obtain the ability to gener-
ate a specific type of mission and create related
missions. Subsequently, we apply this ability to
construct the benchmark. This benchmark aims to
fully demonstrate the diversity of mission switch-
ing in the test data. To achieve this goal, we employ
the proposed method to explore the entire mission
switching space in prefixed mission number.

First, we identify all combinations of action-
types for the given number of missions, represented
as A = Al A2 . A%". Here, A/ indicates the
j-th combination for ¢ missions. For ¢ missions,
there exist 4’ combinations.

Subsequently, we generate test data indepen-
dently for each action-type combination. If the
action-type combination contains N elements, we
use the aforementioned generation framework N

times to construct the test data. It is important to
note that the generation results from both Ry,,; and
R 41 are crucial information provided to the agents
during our testing process.

5 Dynamic Evaluation Method

The dependencies among tools lead to multiple
possible execution sequences. This challenge be-
comes more pronounced in multi-mission scenar-
ios. To address this, we propose a novel evaluation
framework. This framework accurately verifies the
correctness and optimality of agent actions. The
method follows three steps: dependency analysis,
decision tree construction, and path validation.

First, we manually identify tool dependencies.
We then implement a topological sorting algorithm
with depth-first search to generate all possible exe-
cution paths. Unlike previous methods (Qiao et al.,
2024a; Shen et al., 2024b) that produce limited sub-
optimal paths, our algorithm constructs complete
optimal and suboptimal sequences.

During agent testing, we perform incremental
path matching against the decision tree. Each agent
action triggers either: 1) Path termination for mis-
matched actions. 2) Subtree pruning for valid ac-
tions, narrowing subsequent options.

To illustrate the process clearly, take a simplified
toy example. Consider a user aiming to create a
PowerPoint presentation about the year’s most pop-
ular movie. This task requires four tools: Tool 0
for creating the presentation, Tool 1 for retrieving
the popular movie ranking, Tool 2 for gathering
detailed movie information, and Tool 3 for trans-
forming this information into slides, labeled as [0],
[1], [2], and [3] respectively.

Analysis shows [2] needs parameters from [1],
and [3] depends on parameters from [0] and [2].
Figure 4 shows this dependency.Figure 5 a) shows
the initial decision tree based on tool dependencies.
Here, [0, 1] means tools [0] and [1] are called in
parallel. This tree reveals five candidate paths to
complete the task with three to four tool calls.

When the agent calls Tool [1] in the first step,
check if this action is among the first-step candi-
date actions. Then, prune the sub-decision trees
related to operations [0] and [0,1], getting an up-
dated decision tree as in Figure 5 b). In the second
step, when the agent calls Tool [0], confirm the ac-
tion’s correctness and prune the sub-decision trees
for candidate actions [0] and [0,2] in the second
layer, as in Figure 5 c). At this point, only one
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Figure 5: Visualization of the dynamic decision tree during evaluation.

candidate path remains, and verify its correctness
by sequential path matching.

Additionally, we calculate two metrics. Success
rate: percentage of valid paths completed. Optimal-
ity rate: percentage of paths that match minimal
tool invocations. Appendix C provides formal al-
gorithm specifications.

6 Experiments

The Multi-Mission Tool Bench consists of 1,024
test entries, each containing one to four missions.
We divide the test set into four subsets based on the
number of missions, with each subset containing
256 entries.

We evaluated 24 state-of-the-art models on the
test set, including closed-source general mod-
els, open-source general models, and special-
ized models. Specifically, the closed-source gen-
eral models are: 01-2024-12-17(OpenAl), GPT-
40-2024-11-20(Achiam et al., 2023), Gemini-
1.5-Pro-002(Team et al., 2024), Mistral-Large-
2411(Mistral), and doubao-1.5-pro-32k(Doubao).
The open-source general models include: Qwen2.5-
Instruction-Series(Yang et al., 2024), GLM-4-
9B-Chat(GLM et al., 2024), DeepSeek-R1(Guo
et al., 2025), DeepSeek-V3(Liu et al., 2024a),
and Llama-3.3-70B-Instruct(Dubey et al., 2024).
The specialized models are: Toolace (Liu
et al.,, 2024b), Hammer2.1-Series(Lin et al.,
2024), watt-tool-8b(Shi et al., 2024), xLAM-7b-fc-
r(Zhang et al., 2024a), and gorilla-openfunctions-
v2(Charlie Cheng-Jie Ji, a). Model sizes range
from several hundred billions to 70b, 30b, and the
smallest at 0.5b.

This section details the test results and analy-
sis. Subsection 6.1 shows the overall performances.
Subsection 6.2 analyzes effects of the number of
missions, mission action-types, and mission switch-
ing. Subsection 6.3 explores the impact of inter-

mission relationship types. Further error analysis
is detailed in Appendix D.

6.1 Overview

This subsection analyzes the accuracy of models
on the whole dataset, with Figure 6 showing the
accuracy of 15 models. The models are arranged
from low to high accuracy, with different colored
dots indicating model types and varying dot sizes
representing model sizes.

From the analysis of Figure 6, we draw the fol-
lowing conclusions. The ol model, with strong
reasoning capabilities, shows a significant accuracy
advantage. Open-source models, such as Qwen-
72b, are narrowing the gap with the top close-
source models. General models like DeepSeek-
V3 and doubao-1.5-pro perform well in other mis-
sions but have a clear weakness in tool utilization.
Notably, small specialized models like ToolACE
achieve comparable performance to large-scale gen-
eral models.

Figure 7 illustrates the performance of different
scale models in the Qwen2.5-Instruction-Series and
Hammer2.1-Series. As shown, there is a positive
correlation between model scale and accuracy. In-
terestingly, specialized models experience a faster
decline in accuracy. To explain this phenomenon,
more research is needed.

6.2 Impact of Mission Switching

This study examines the impact of mission quan-
tity, mission-type, and mission transition on agent
robustness.

Seven models with better overall performance
were selected for detailed analysis, including four
general models and three specialized models. Fig-
ure 8 presents the performance of these models in
various subsets of mission quantities. The results
indicate that specialized models perform compa-
rably to stronger general models on single mis-
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Model Performance in Various Size

—e— Qwen2.5 Series

= Hammer Series 44,43 002

Performance Score
w
o

0.5b 1.5b 3b 7b 14b 32b 72b
Model Size

Figure 7: The performance of two series agents.

Model Performance in Various Missions

80 Agent Model: Hammer2.1-7b

—A— Agent Model: ToolACE-8B
—#— Agent Model: watt-tool-8b
General Model: GPT-40-2024-11-20
General Model: Gemini-1.5-Pro-002
General Model: Qwen2.5-72b-Instruct
General Model: 01-2024-12-17

70

+4

Model Performance
fu
o

40

30
1 2 3 4

Mission Numbers
Figure 8: The impact of various mission number on the
agents.

sions but experience a rapid decline in accuracy
in multi-mission scenarios. This confirms our hy-
pothesis that current research overlooks the influ-
ence of multi-mission. Furthermore, even the most
advanced ol model demonstrates a noticeable de-
crease in capability when handling multiple mis-
sions.

We further analyze the performance of the seven
models across different action-type combinations.

Following the structure of Figure 2 b), in Figure 9,
we visualize the models’ performance in the action-
type space with heatmaps. Each heatmap pyramid
represents a model’s performance, with each layer
corresponding to a sub-testset and its action-type
combinations. Deeper colors signify higher accu-
racy. Greater color contrast within the same layer,
with a larger proportion of lighter areas, indicates
poorer robustness of the model. The findings reveal
that the best performing o1 model also exhibits the
highest robustness. In contrast, the three special-
ized models show less stability than the general
models.

6.3 Impact of Mission Types

Moreover, we divide the test set by mission action-
type and analyze the performance of all models,
as shown in Table 2. The heatmap reveals several
observations: models exhibit varying strengths and
weaknesses across different action-types. For in-
stance, most models struggle to determine whether
the necessary parameters are missing(Aqrity). Al-
though many models have the ability to handle
Ajnui; missions, they still face challenges in han-
dling complex scenarios such as tackling A

4P multi
and Ay, missions.

For multi-tool invocation, we introduce two new
metrics, with results displayed on the far right of
Table 2. The first is the optimal path rate, where the
general models perform notably well. Additionally,
instead of using hard labels to indicate mission
success, we propose accomplished progress metric
to assess model capability.
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Optimal Accomplished
Agent Asingle Achat Aclarity Arljmlti Ariulti Aiulltjl Paf)h Rate Progll)'ess
01-2024-12-17F 6328 O 4570 5032 12.50 19.05 30.15 39.42
GPT-40-2024-11-20 ¥ 54.69 74.61 35.94 51.59 18.75 2381 45.56 41.08
Gemini-1.5-Pro-002 49.61 77.73 35.94 3758 6.25 8.33 16.58 26.14
Qwen2.5-72b-Tnstruct¥ 56.25 74.61 2734 45.22 18.75 7.14 19.43 30.29
Tool ACE-8B* 4375 [USTIIN 2266 35.67 0.00 357 9.55 24.07
Mistral-Large-2411 7 57.03 55.86 31.64 41.40 12.50 16.67 37.69 29.88
Hammer2.1-7b* 28.13 3125 28.03 625 3.57 9.72 19.67
watt-tool-8b* 40.63 23.05 29.94 0.00 0.00 8.38 19.50
GLM-4-9B-Chat* 30.08 10.16 12.10 12.50 0.00 12.23 0.00
DeepSeek-R17 2750 68.27 13.39 44.19 33.33 6.06 39.17 33.61
doubao-1.5-pro-32k 60.16 2578 5.86 36.94 18.75 9.52 38.53 539
XLAM-7b-fe-r* 14.45 5.08 7.64 0.00 119 9.55 456
gorilla-openfunctions-v2* 234 - 4.30 5.73 0.00 0.00 4.86 3.73
DeepSeek-V3+ 22.09 41.58 7.51 481 0.00 455 24.13 4.05
Llama-3.3-70B-Instruct¥ 2930 19.92 0.00 0.64 0.00 0.00 12.40 0.00

Table 2: The performance of agents in various type of missions, and the quantitative evaluation results on A,
missions. Here, t and I represent close-source and open-source general model, x represents specific model.

6.4 Impact of Related Mission

This subsection examines how mission relation-
ship types affect agent performance. As men-
tioned, all subsequent missions in our benchmark
are closely relate to preceding missions, and we
have abstracted three types of mission relation-
ships.

Table 3 presents the accuracy of all models in
the three types of mission relationship. Long-term
memory has the most significant impact on model
performance, followed by the absence of core com-
ponents in the problem( ellipsis ).

7 Conclusion

This paper introduces a novel multi-mission bench-
mark to evaluate the robustness of LLM-based
agents. Evaluations reveal that current agents ex-
hibit varying degrees of limitations when address-
ing multi-mission scenarios. Notably, while spe-
cialized agents achieve comparable overall accu-
racy and single-mission performance to general

Agent Implicit  Ellipsis Long-Term
01-2024-12-17F 57.31 54.17 43.58
GPT-40-2024-11-20" 42.69 52.92 34.64
Gemini-1.5-Pro-002 46.99 42.08 31.84
Qwen2.5-72b-Instruct* 40.11 47.08 28.49
Tool ACE-8B* 38.68 35.83 27.93
Mistral-Large-2411 t 35.24 39.17 30.17
Hammer2.1-7b* 43.55 34.58 27.93
watt-tool-8b* 40.97 32.92 26.26
GLM-4-9B-Chat* 35.82 26.25 21.23
DeepSeck-R1¥ 30.06 32.28 18.67
doubao-1.5-pro-32k " 25.79 28.33 2291
XxLAM-7b-fc-r* 30.37 22.92 19.55
gorilla-openfunctions-v2* 29.80 21.67 16.20
DeepSeck-V3+ 17.28 18.07 13.39
Llama-3.3-70B-Instruct* 9.17 13.33 11.17

Table 3: The impact of mission relation types on agent
performance.

agents, a significant robustness gap emerges in
multi-mission contexts. Moreover, all agents strug-
gle with complex multi-tool invocation missions
and have shortcomings in related mission handling.
We believe that these findings offer valuable in-
sights for guiding future research on the develop-
ment of LLM-agents.



Limitations

In evaluating LLM-based agents from a multi-
mission perspective, we identify specific limita-
tions in both mission duration and the data genera-
tion framework.

Firstly, our study aims to enhance the diversity
of test data in terms of mission variation, yet the
diversity in the number of missions remains lim-
ited. Specifically, our test data comprises up to four
missions. This limitation arises because the mis-
sion switching space expands exponentially with
an increase in the number of missions, leading to a
rapid enlargement of the test set size and additional
workload. Moreover, we observe a swift decline in
the precision of the model’s output as the number
of missions increases, indicating that there is no im-
mediate need to explore the model’s performance
across a larger number of missions.

Secondly, the proposed data generation frame-
work employs multiple iterations and human inter-
vention to ensure the quality of multi-turn dialogue
production. This approach suffers the limitations
of LLMs in accurately following instructions.

In summary, these limitations emphasize the
need for ongoing development in the field of LLM
based evaluations.
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A Diverse Toolset Construction

We generate the toolset based on tool descriptions
from public-apis, following the ToolAlpaca ap-
proch. This API repository contains 400 tool lists,
corresponding to 1600 tools in 50 categories.

In contrast to ToolAlpaca, our approach includes
three strategies to enhance tool accuracy and pa-
rameter variety. Initially, we utilize LLMs like GPT
to refine tool descriptions, addressing the common
issue of the absence of constraint parameters in
generated tools. For instance, a tool description for
querying Spanish weather does not mention Spain
in any of its three specific functions, leading to
the generated tool cannot validate the query loca-
tion. Second, we expand parameter types to include
complex data structures such as enumerations, ar-
rays, and objects, aligning better with real-world
scenarios. Finally, five LLM agent experts review
the generated tools. These steps ensure the tools’
accuracy and parameter diversity.

B Analysis of the Test Data

Figure 10, 11 and 12 present the proposed dataset
from the following three perspectives.
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Figure 11: Distribution of action-types.

B.1 Data Examples

We present two more examples of mission execu-
tion corresponding to the examples in Section 5.
Figure 13 illustrates the execution of the optimal
path, while Figure 14 shows a non-optimal path
execution.

C Details of Proposed Evaluation Method

1. Initialize graph G, indegree table, visitation table,
current path, and all paths.

2. Perform topological sorting and depth-first
traversal based on parallel combination and permu-
tation.

2.1 For each search, find all nodes with an in-
degree of 0 and arrange all possible combinations
based on the number of nodes. Specifically, since
nodes with an indegree of O are independent, they
can be combined arbitrarily. When the number of
nodes in a combination is greater than 1, it indi-
cates that these nodes can be called in parallel. It
is this method that allows our algorithm to enu-
merate all possible paths, including parallel and
serial-parallel calls, as opposed to being limited
to serial calls only, compared to naive topological
sorting.

2.2 Traverse each combination, add the combi-
nation to the current path, and update the indegree
and visitation tables.

2.3 Continue with depth-first traversal until the
number of nodes in the path matches the number
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Figure 12: Distribution of three mission relationship
types.

of nodes in the annotated answer, completing the
generation of one path, and add it to all paths.

2.4 Repeat the above steps until the traversal is
complete.

3. Based on the path length, divide into the
optimal path and the suboptimal path.

D Further Analysis of Agent Performance

In addition to the analytical perspectives mentioned
in the main text, we analyze the error types of the
agents.

We categorize errors into tool errors and parame-
ter errors. Specifically, we further divide parameter
errors into parameter name hallucinations, parame-
ter value hallucinations, and parameter value errors.
Table 4 lists these error classifications. Stronger
agents show a relatively lower proportion of tool
errors. Although parameter name hallucinations oc-
cur less frequently, they are serious and widespread.
The most common parameter error occurs when the
agent extracts parameter values.

Table 4: The distribution of agent errors. Here, ‘Hallu.’
is short for hallucination.

Tool Parameter Errors
Agent Errors Name Value Value
Hallu. Hallu. Err
01-2024-12-17 83.33 0.24 5.07 11.36
GPT-40-2024-11-20 75.87 0.20 8.05 15.49
Gemini-1.5-Pro-002 85.15 0.19 3.34 11.32
Qwen2.5-72b-Instruct 80.90 0.37 6.31 12.43
ToolACE-8B 90.56 0.17 1.75 7.52
Mistral-Large-2411 78.19 0.35 6.46 15.01
watt-tool-8b 90.68 0.17 3.63 5.53
GLM-4-9B-Chat 92.99 0.15 2.99 3.88
DeepSeek-R1 95.77 0.00 2.11 2.11
doubao-1.5-pro-32k 82.35 0.28 10.69 6.67
xLAM-7b-fc-r 96.36 0.27 1.35 1.89
gorilla-openfunctions-v2 98.83 0.00 0.26 0.90
DeepSeek-V3 96.57 0.00 0.90 2.53
Llama-3.3-70B-Instruct 90.53 0.33 2.45 6.69
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E Part Roles Prompt of Agents

E.1 Role Prompt of Mission Generation

We show the role prompt of single mission genera-
tion in Figure 15.

E.2 Role Prompt of Planner

We show the role prompt of Planner in Figures 16,
17,18, 19, 20, 21 and 22.

E.3 Role Prompt of Tool
We show the role prompt of Tool in Figures 23.

E.4 Role Prompt of Al
We show the role prompt of Al in Figures 24.
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Single Tool Invocation Mission Generation Prompt.

Please act as a user interacting with a super intelligent agent.

This super intelligent agent has access to a range of external tools and can use these tools to solve
the missions you propose.

Next, please propose 5 missions that you need the super intelligent agent to solve based on the

All 5 missions must require the use of {{{tool}}} from the [Tool List] to be completed, and each
mission should only require a single call to {{{tool}}}.

The missions should be specific and diverse.
Finally, please output the final result according to the [Format] without generating any extra text.

The required parameters for tool {{{tool}}} are: {{{tool_required}}}, and the optional parame-
ters are: {{{tool_no_required}}}.

[Requirements]=
1. The description of the user’s mission must include information on all the required parameters
needed to call {{{tool}}}. For other optional parameters, please add them as you see fit, using
natural language.

2. The user’s missions should use different types of sentence structures: imperative, declarative,
interrogative, etc.

3. The user’s missions should include different tones: colloquial, formal, polite, direct, etc.

4. Ensure that the length of the user’s missions varies, gradually increasing from short to long.

5. Ensure that the user’s missions involve different themes/instances, different scenarios, and
different roles.

6. Extract common entities that appear in all descriptions from the [Tool List] and ensure that these
entities appear in the user’s missions.

7. Do not explicitly specify the tool {{{tool}}} in the user’s missions.

[Tool List]="""

{{{tool}}}

nmn

—_nnn

[Format]=
{
"mission 1": "xxx",
"mission 2": "xxx",
"mission 3": "xxx",
"mission 4": "xxx",
"mission 5": "xxx",

}

nmn

Figure 15: Single Tool Invocation Mission Generation Prompt.
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Planner Decision Generation Prompt Part-1.

Please act as a Planner within a super intelligent agent.

You have access to a series of external tools, and you can solve user missions by invoking these
external tools, as detailed in the [Tool List].

You are responsible for assessing the completion status of the current user mission and providing
thoughts, plans, and actions to be executed.

If the Checker_Planner indicates ‘no’ for correct, it means there is an issue with the decision you
made in the previous round. In this case, you should regenerate your decision based on the analysis
provided by the Checker_Planner.

However, please be mindful not to include explanations of previously generated incorrect results in
your Thoughts!

In your Plan, be sure not to mention the use of the prepare_to_answer tool and the
ask_user_for_required_parameters tool. Instead, describe these actions in natural language, as the
prepare_to_answer and ask_user_for_required_parameters tools are not to be exposed.

Refer to the [Planner Output Format] for the output format.

_nnn

[Environmental Information]=
{{{env_info}}}

nmn

Figure 16: Planner Decision Generation Prompt Part-1.
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Planner Decision Generation Prompt Part-2.

[Planner Output Format]=
Planner:
{

"Mission_Finish": "Whether the user mission is completed, fill in ‘yes’ if completed, ‘no’ if
not completed",

"Thought": "Based on the [Requirements] and [Environmental Information], follow the steps
below to give the internal thought process when solving the user mission. You must provide an
analysis of the required and optional parameters for each tool that needs to be called.

First step, decompose the mission, first analyze whether a tool needs to be called to complete
it, and whether there is a suitable tool in the [Tool List].

If a tool needs to be called, which tool(s) should be used to complete the user mission, whether
one or multiple tools should be called.

If multiple tools are involved, please provide an analysis of the serial and parallel nature of
multiple tools.

Second step, provide an analysis of the required and optional parameters for the first tool that
needs to be called (now), in the following order.

1. First, list the required and optional parameters for each tool that needs to be called.

2. Based on the context and user mission, analyze the required parameters, check which
information for each tool’s required parameters is provided, and explain which are provided and
which are missing to ask the user.

3. Finally, analyze the optional parameters. If the user has provided information for optional
parameters, briefly explain the situation; otherwise, there is no need to explain.

Note:

1. The analysis process should not be too lengthy; it needs to be concise and clear.

2. Do not have too much redundant content that is repetitive of the Plan.",

"Plan": "Based on the [Requirements], [Environmental Information], Thought, context, and
user mission, provide a planning scheme.

Note:

1. When involving multiple tool calls, provide the overall plan and the plan for the first action
during the first Plan, and provide the plan for the current step in subsequent dialogues.

2. The Plan is a general explanation of the Thought. The Plan does not need to set the values
of the tool parameters; it only needs to explain which tools should be called to complete what
missions, only the purpose of calling the tools.

3. The format of the Plan needs to be consistent with the example given in the [Requirements].

4. Do not have too much redundant content that is repetitive of the Thought.",

"Action_List": [

{

"name": "Based on the [Requirements], provide the action to be taken, i.e., the
selected tool name",

"arguments": "Based on the [Requirements], [Environmental Information], and
[Tool List], provide the input parameters for the action to be taken, i.e., the tool’s input parameters.
Note: 1. Optional parameters not specified by the user do not need to be provided. 2. Use the
JSON format in terms of format, use a dictionary object, do not use strings, and there is no need to
provide comments for the parameters”,

"tool_call_purpose": "The purpose of the tool call"

}
}

mn

Figure 17: Planner Decision Generation Prompt Part-2.
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Planner Decision Generation Prompt Part-3.

[Requirements]=
*** Special Attention ***

1. When making a decision, please ensure that the tool you invoke from the [Tool List] is suitable
for solving the user’s mission based on the definition of the tools in the list. Do not force the use of
inappropriate tools to solve the user’s mission; instead, call the appropriate tool from the [Tool
List] according to the user’s mission.

2. Ensure that the Action_List you provide does not contradict the Plan you have set out. The
order of tools in the given Action_List should be consistent with the sequence planned in the Plan.

3. For optional parameters, you only need to fill them in if the user has provided a value that is
different from the default or if there is no default value. Otherwise, there is no need to include
them in the arguments.

*** The prepare_to_answer tool needs to be called in the following two scenarios: ***
1. If you believe that the user’s mission can be completed, then call the prepare_to_answer tool to
provide a summary response, with the answer_type parameter set to ‘tool’.

2. If you believe that the user’s mission does not require the use of any tools from the [Tool List]
or that there is no suitable tool to solve the user’s mission and it can be answered directly, then call
the prepare_to_answer tool, with the answer_type parameter set to ‘chat’.

Note:

1) The absence of a suitable tool in the [Tool List] to solve the user’s mission does not mean
that you lack the ability to answer. Please respond based on the context information and the
knowledge you possess. Do not excessively refuse to answer, nor imagine knowledge you do not
have. Only refuse to answer when you cannot respond based on the context information and your
own knowledge.

2) The absence of a suitable tool in the [Tool List] to solve the user’s mission also includes the
following situation:

First, analyze the common entities that appear in each tool. For example, some tools can only
query data related to a certain entity A. If the user asks about entity B, it also means that there is
no suitable tool.

For instance:
- If the tools in the [Tool List] can only query and analyze population data for Denmark, and the
user asks for population data for Sweden, then you should also call the prepare_to_answer tool.

- If the tools in the [Tool List] can only query weather data for China, including current and
historical weather, and the user asks for weather data for the United States, then you should also
call the prepare_to_answer tool.

Figure 18: Planner Decision Generation Prompt Part-3.
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*** There are four scenarios in which the ask_user_for_required_parameters tool needs to be
invoked: ***

1. If you believe that a user’s mission requires the use of a tool from the [Tool List], but the user’s
mission is missing some required parameters from the tool, and the user needs to provide the
necessary information, then invoke the ask_user_for_required_parameters tool. Please do not
hallucinate parameters.

2. Please note that you are unable to deduce the values of some tool parameters on your own
and will need to invoke the ask_user_for_required_parameters tool to ask the user. Please do not
hallucinate parameters.

For example:

1) For the timestamp parameter, you do not have the ability to deduce the timestamp based
on time. However, you can deduce other time-related parameters (start_time, end_time,
etc.) on your own based on [Environmental Information], without needing to invoke the
ask_user_for_required_parameters tool.

2) For ID-type parameters (station_id, product_id, etc.), you do not have the ability to deduce the
corresponding ID based on the name.

3. Based on the context of the conversation, if you have already asked the user once to provide the
necessary information but the user still has not provided all the required parameters, then please
continue to invoke the ask_user_for_required_parameters tool.

4. If the user provides incomplete parameter values, such as the tool parameter being an IP address
(ip_address), but the user provides an incomplete IP address (e.g., 192.22), please continue to use
the ask_user_for_required_parameters tool to ask the user for the complete IP address.

Finally, if you confirm the need to invoke the ask_user_for_required_parameters tool, provide the
inquiry plan in the format: "Ask the user to provide xxx, in order to invoke the xxx tool to xxx" in
the Plan.

Figure 19: Planner Decision Generation Prompt Part-4.
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*** There are eight scenarios in which multiple tools need to be invoked: ***

If a user mission involves invoking multiple tools, please first analyze the dependency relation-
ships between the multiple invocation tools. For tools that do not have invocation dependencies,
perform concurrent invocations, and for tools that do have invocation dependencies, perform serial
invocations. Specifically, you can handle each of the following eight scenarios separately:

Concurrent invocation scenarios:

1. If you determine that the user mission requires multiple invocations of the same tool A, but
with different parameters for each invocation of tool A, then please invoke tool A concurrently and
provide the concurrent invocation plan in the Plan in the format: "Concurrently invoke tool A N
times for xxx."

2. If you determine that the user mission requires the invocation of different tools, such as tools
A and B, and there is no dependency between tool A and B, then please invoke tools A and B
concurrently, and provide the concurrent invocation plan in the Plan in the format: "Concurrently
invoke tool A for xxx, while invoking tool B for xxx."

Serial invocation scenarios:

3. If you determine that the user mission requires the invocation of different tools, such as tools A,
B, and C, and there are dependencies between these tools, then please invoke tools A, B, and C
serially, and provide the serial invocation plan in the Plan in the format: "First, invoke tool A for
xxx. Then, invoke tool B for xxx. Next, invoke tool C for xxx. Now, I will invoke tool A for xxx."

Serial invocation has the following two dependency scenarios:

3.1. Parameter dependency: For example, before invoking tool C, it is necessary to first invoke
tool B to obtain the result as an input parameter, and before invoking tool B, it is necessary to first
invoke tool A to obtain the result as an input parameter. Therefore, you need to first complete the
invocation of tool A to obtain the result, use it as the input parameter for invoking tool B, and
after obtaining the result from tool B, use it as the input parameter for invoking tool C, i.e., please
invoke tools A, B, and C serially.

3.2. Logical dependency: Even if there is no parameter dependency between the invocation of
tools A, B, and C, but there is a logical dependency, such as logically needing to invoke tool B
before tool C, and tool A before tool B, then please also invoke tools A, B, and C serially.

Figure 20: Planner Decision Prompt Generation Part-5.
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Combined serial and concurrent invocation scenarios:

4. If you determine that the user mission requires the invocation of different tools, such as tools
A, B, and C, and tool C depends on the invocation of tools A and B, but there is no dependency
between tools A and B, then please invoke tools A and B concurrently, followed by the serial
invocation of tool C, and provide the combined serial and concurrent invocation plan in the Plan in
the format: "Concurrently invoke tools A and B for xxx and xxx, respectively. Then, invoke tool C
for xxx. Now, I will concurrently invoke tools A and B for xxx and xxx."

5. If you determine that the user mission requires the invocation of different tools, such as tools A,
B, and C, and tools B and C depend on the invocation of tool A, but there is no dependency between
tools B and C, then please first invoke tool A serially, followed by the concurrent invocation of
tools B and C, and provide the combined serial and concurrent invocation plan in the Plan in the
format: "First, invoke tool A for xxx. Then, concurrently invoke tools B and C for xxx and xxx,
respectively. Now, I will invoke tool A for xxx."

6. If you determine that the user mission requires the invocation of different tools, such as tools A
and B, and there is a dependency between tools A and B, and tool A needs to be invoked multiple
times, then please first invoke tool A concurrently multiple times, followed by the serial invocation
of tool B, and provide the combined serial and concurrent invocation plan in the Plan in the format:
"First, concurrently invoke tool A N times for xxx. Then, invoke tool B for xxx. Now, I will
concurrently invoke tool A N times for xxx."

7. If you determine that the user mission requires the invocation of different tools, such as tools A
and B, and there is a dependency between tools A and B, and tool B needs to be invoked multiple
times, then please first invoke tool A serially, followed by the concurrent invocation of tool B
multiple times, and provide the combined serial and concurrent invocation plan in the Plan in the
format: "First, invoke tool A for xxx. Then, concurrently invoke tool B N times for xxx. Now, I
will invoke tool A for xxx."

Special scenarios:

8. The tools prepare_to_answer and ask_user_for_required_parameters cannot be invoked concur-
rently with other tools and need to be invoked serially.

Figure 21: Planner Decision Generation Prompt Part-6.

20



Planner Decision Generation Prompt Part-7.

Please also note:

1. The dependency relationship between tool invocations refers to the necessity of completing the
call to Tool A before running the call to Tool B.

2. For multiple invocations of the same tool, it is necessary to carefully analyze the dependency
relationship of each call, noting that even two calls to the same tool may be interdependent.

3. If you state in your Thought and Plan that tools need to be called in sequence, then the number
of tools to be called in your given Action_List cannot exceed one, otherwise, there will be a logical
contradiction!

4. If you cannot ensure that parallel calls to multiple tools A, B, C will not have parameter
dependencies and logical dependencies, then please call multiple tools A, B, C in sequence!

*** Special Circumstances ***
In the following three cases, there is no need to call the ask_user_for_required_parameters tool:

1. If a tool’s parameter is a country’s ISO code, and the user’s mission mentions a specific country,
such as China, you can directly deduce China’s ISO code and fill it in.

2. If a tool’s parameter is a longitude or latitude value, and the user’s mission mentions a specific
location, such as Beijing, you can directly deduce the approximate longitude and latitude values
for Beijing and fill them in.

3. If a tool’s parameter is a time-related parameter (such as start_time, end_time, or other
parameters that include year, month, and day) and not a timestamp type, you can deduce it based
on the current time in the [Environmental Information] and fill it in. At the same time, you need to
explain in your Thought how you deduced the value of the time-related parameter based on the
current time.

**% Other Notes: ***

1. Be sure not to provide comments for parameters, as providing parameter comments will cause
JSON to fail to parse.

nn

{{{all_tool_required_info}}}

[Tool List]="""
{{{tools}}}

nmn

Figure 22: Planner Decision Generation Prompt Part-7.
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Please act as an external tool, Tool, within a super intelligent agent. These external tools can be
used to solve user missions, as detailed in the [Tool List].

Based on the tool name and input parameters output by the super intelligent agent’s Planner,
simulate the execution results of the tool.

If there are multiple tools in the Action_List provided by the Planner, please simulate each one sep-
arately, ensuring the number matches the Action_List, and store the results in the Observation_List.
Refer to the [Tool Output Format] for the output format.

_nnn

[Environmental Information]=
{{{env_info}}}

nmn

—_nnn

[Tool Invocation Result Requirements]=
1. Validate the HTTP method and parameters in the request according to the OpenAPI specification.
2. Generate a response that strictly follows the format specified in the OpenAPI specification and
ensure it is in JSON format.

3. The response should contain real data, avoiding the use of placeholders.

4. Handle edge cases by providing appropriate error responses.

5. For requests without length limitations, such as the GET method, ensure the response returns
3 to 5 samples, and be careful not to use ellipses like // xxx, ... to omit sample information, as it
must conform to JSON format, otherwise it will cause JSON parsing errors!

6. Try to simulate responses in English.

nmn

[Tool List]="""
{{{tools}}}

[Tool Output Format]="""
Tool:
{

"Observation_List": [
{

"status_code": "Refer to [Tool Invocation Result Requirements] for the HTTP
response status code",

"response”: "Refer to [Tool Invocation Result Requirements] to simulate the result
of the action execution. Ensure your response is in JSON format, contains real data, and complies
with the OpenAPI specification format."

}
]
}

nn

Figure 23: Tool Feedback Generation Prompt.
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Please act as an Agent assistant within a super intelligent agent, which has a series of external
tools. The Planner within the super intelligent agent can solve user missions by calling external
tools, as detailed in the [Tool List].

You are responsible for interacting with the user. Based on the results returned by the Planner and
Tool, combined with the user mission and the context of the conversation, you provide answers,
and only your answers will be displayed to the user.

Refer to the [Agent Assistant Output Format] for the output format.

_nnn

[Environmental Information]=
{{{env_info}}}

[Agent Assistant Output Format]="""
Agent Assistant: According to the [Requirements], reply to the most recent round of content
starting with "User:" in the context conversation information (do not repeat this sentence).

nmn

[Requirements]=
1. The reply must start with "Agent Assistant:".

2. Summarize the user mission from the most recent round starting with "User:" based on the
context conversation information.

3. Use markdown format, and be sure to pay attention to the layout to make it look neat, with two
line breaks between paragraphs.

4. Pay special attention! If the Observation given by the Tool is a list, and each item in the list has
its own ID, such as xxx_id or xxxId, then when summarizing the reply, please retain these IDs for
each item and inform the user!

5. Reply in English.

nn

{{{all_tool_required_info}}}

[Tool List]="""
{{{tools}}}

nmn

Figure 24: Al Feedback Generation Prompt.
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