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Abstract

While chain-of-thoughts (CoT) prompting has001
revolutionized how LLMs perform reasoning002
tasks, its current methods and variations (e.g,003
Self-consistency, ReACT, Reflexion, Tree-of-004
Thoughts (ToT), Cumulative Reasoning (CR)005
etc.,) suffer from limitations like limited con-006
text grounding, hallucination/inconsistent out-007
put generation, and iterative sluggishness. To008
overcome these challenges, we introduce a009
novel mono/dual-step prompting framework010
built upon two unique strategies Chain of Ev-011
idences (COE) and Evidence to Generate012
(E2G). Instead of unverified reasoning claims,013
our innovative approaches leverage the power014
of "evidence for decision making" by first fo-015
cusing exclusively on the thought sequences016
explicitly mentioned in the context which then017
serve as extracted evidence, guiding the LLM’s018
output generation process with greater preci-019
sion and efficiency. This simple yet potent020
approach unlocks the full potential of chain-021
of-thoughts prompting, facilitating faster, more022
reliable, and contextually aware reasoning in023
LLMs. Our framework consistently achieves024
remarkable results across various knowledge-025
intensive reasoning and generation tasks, sur-026
passing baseline approaches with state-of-the-027
art LLMs. For instance, (i) on the LogiQA028
benchmark using GPT-4, COE achieves a new029
state-of-the-art accuracy of 53.8%, surpassing030
CoT by 18%, ToT by 11%, and CR by 9%; (ii)031
COE with PaLM-2 outperforms the variable-032
shot performance of Gemini Ultra by 0.9 F1033
points, achieving an F1 score of 83.3 on DROP.034

1 Introduction035

Retrieval-augmented or context-based generation036

serves as a mean for leveraging relevant informa-037

tion, empowering large language models (LLMs)038

to reduce the factual errors in their generation (Asai039

et al., 2023a,b). However, despite the expansion in040

model and data size, LLMs struggle in contextual041

reasoning. This challenge is further amplified when042

Figure 1: CoT & variants falter in context-aware rea-
soning. Top: Overwhelming long-text complexity leads
models’ failure even when it generates partially/fully
correct reasoning (in green). Bottom: Ungrounded in-
ternal reasoning fails to grasp context, confusing "DoD"
(ungroundeded private org in red) vs Walmart (in green).

dealing with retrieved information that are often 043

long and imperfect text with distractive contents. 044

To bolster LLM’s reasoning capabilities, the 045

Chain-of-Thought (CoT) prompting paradigm has 046

emerged as a potent tool (Wei et al., 2022). By sim- 047

ulating step-by-step thinking, CoT aids in breaking 048

down complex problems into manageable chunks. 049

Subsequent methods, including Self-consistency 050

(SC; (Wang et al., 2022)), ReACT (Yao et al., 051

2022), Reflexion (Shinn et al., 2023), Tree of 052

Thoughts (ToT; (Yao et al., 2023)), and Cumulative 053

Reasoning (CR; (Zhang et al., 2023b)), general- 054

ize CoT with various multi-objective, ensemble- 055

based, or tool-augmented, and trial & error ap- 056

proaches but do not address the complexities of 057

context-grounded or retrieval augmented genera- 058

tions (RAG). We highlight two of their pivotal bot- 059
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tlenecks: (i) CoT focuses solely on expanding steps060

without verifying hypotheses; (ii) excessively long061

retrieved text can lead to incorrect conclusions even062

with valid CoT reasonings. We depict an example063

in Figure 1. Additionally, challenges in finding suit-064

able prompts or in-context exemplars for each ob-065

jective, the requirement of external evaluation tools,066

and dependence on iterative prompting constrain067

their real-time document reasoning applicability.068

Therefore, unlocking CoT’s true potential for RAG069

and context-aware reasoning remains unanswered.070

This paper delves into these challenges, exploring071

the limitations of existing approaches and propos-072

ing a novel prompting framework.073

Ours framework consists of two unique and real-074

time prompting strategies particularly tailored for075

context-aware reasoning. First, single-step Chain-076

of-Evidences (COE): to address the problem of077

ungrounded reasoning hypotheses, our designed078

prompt asks for specific thought sequences that are079

explicitly mentioned in the context. We call these080

series of intermediate reasoning steps w/ directly081

extracted rationales from the given context as ev-082

idence (as in human decision making). Our key083

distinction from existing CoT approaches is that084

instead of mere "thinking step-by-step" (Kojima085

et al., 2022) our prompt instruction asks for "step-086

by-step reasoning w/ evidence & explanation".087

Second, dual-step Evidence to Generate088

(E2G): to facilitate LLMs’ answering the query089

properly even w/ retrieval augmented long-text con-090

texts, we split the task into steps. In the first step091

(E), we adopt prompts similar to COE and generate092

both the Answer & Evidence . Then in next step093

(G), we pass only the Evidence as context for a094

second round of COE to LLM. G Step Answer is095

predicted as the final answer. In contrast to com-096

plex long original context in E step, the Evidence097

is a concise short text that directly answer the input098

query, G step is very fast, and simpler for the model099

to generate answer. Additionally, in contrast to ex-100

isting multi-step multi-objective CoT methods (e.g.,101

Creswell et al. (2022); Li et al. (2023)) that employ102

different intermediate prompts (e.g., rationale se-103

lection & inference/premise derivation) method w/104

k-shot annotated examples, using the same prompt105

twice in above manner, we eradicate the hurdle of106

choosing multiple prompts or in-context exemplars.107

In experiments with multiple LLMs, we show108

that our prompts consistently outperform existing109

approaches in a diverse set of eight context-driven110

tasks, including natural QA, complex multi-hop,111

long-form QA, fact checking, dialog generation, 112

and reading comprehension tasks. Since, even with 113

such techniques, it is non-trivial to comprehend 114

why and how this works and how to setup the 115

prompt to function correctly, cost-effectively, and 116

robustly. To this end, we perform case studies, ana- 117

lyze different alternatives and reveal the strengths 118

and weaknesses of our approach. We will release 119

the collection of our prompts and outputs on these 120

benchmarks as a new instruction tuning dataset for 121

future research. 122

2 Related Works and Preliminaries 123

2.1 Prompting LLMs 124

Various prompting paradigms have been studied 125

in literature toward enhancing reasoning in LLMs. 126

In Section 1, we provide a (non-exhaustive) list 127

of CoT approaches. Among others, search-based 128

(Pryzant et al., 2023; Lu et al., 2021), Program- 129

aided LLM generation (Liu et al., 2023a; Gao et al., 130

2023; Jung et al., 2022; Zhu et al., 2022), self gen- 131

eration of prompts (He et al., 2023; Yasunaga et al., 132

2023; Sun et al., 2022; Kim et al., 2022; Li et al., 133

2022), self evaluation based approaches (Madaan 134

et al., 2023; Xie et al., 2023; Kim et al., 2023; Paul 135

et al., 2023) have been studied. Other works have 136

also been extended w/ more complex multi-step 137

reasoning procedure (e.g., using a different fine- 138

tuned model (Zelikman et al., 2022; Nye et al., 139

2021; Lester et al., 2021)) or for domain specific 140

applications (Parvez et al., 2023, 2021; Ouyang 141

et al., 2022; Sanh et al., 2021; Wei et al., 2021). 142

2.2 Chain-of-Thoughts (CoT) Prompting 143

Chain-of-thoughts (CoT; (Wei et al., 2022)) is a 144

prompting framework that guides LLMs to pro- 145

duce intermediate reasoning steps towards the fi- 146

nal answer, enhancing its reasoning. Original ver- 147

sion of CoT employs a few-shot version by pro- 148

viding multiple exemplars of the reasoning process 149

(question–reasoning–answer), leveraging LLMs’ 150

in-context learning abilities. However, due to the re- 151

quirement of labeled exemplars, it quickly evolved 152

with a 0-shot instance (Kojima et al., 2022). 0- 153

shot CoT prompts LLMs with a general instruction 154

like “think step by step” to produce intermediate 155

reasoning steps (See Figure 2). 156

3 Our Prompting Framework 157

In this section, we develop our prompting frame- 158

work for context-grounding and retrieval aug- 159
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Figure 2: (left) CoT and generic view of its (iterative) variants, (right) The E2G pipeline: In E-step our "generate
ans w/ evidence and explanation" instruction extracts the rationales, coupled with the ans, grounded in the original
context, then in G step we use the same instruction to derive the final answer from the "evidence and explanation".

mented long-text reasoning. We design two unique160

(mono/dual-step) prompts that does not require161

any exemplars and removes the hurdles of choos-162

ing multi-objective instructions. Below we first163

present the prompt instruction for defining the ob-164

jective for the target task (a.k.a system prompt),165

next the single-step prompting technique Chain of166

Evidences (COE) and finally dual-step Evidence167

to Generate (E2G) that uses COE twice.168

3.1 System/Objective Instruction169

Our proposed framework is a single-intent only,170

has only one target task to solve. Given a target171

task T, our objective/system prompt is:172

,,
# You are a/an [T] agent. Given a context
and a [T [x]] as input, please give a
[T [y]] output based on the context.

173

T[x] and T[y] depends on the task T. Exam-174

ples of T, T[x] and T[y] are (QA, fact verification,175

dialogue generation), (question, claim, previous176

dialogue), and (answer, judgement, next turn dia- 177

logue) respectively. An example for fact checking: 178

,,

# You are a text classification agent.
Given a context and a claim, please give
a judgement to the claim (’SUPPORTS’ or
’REFUTES’) based on the context.

179

3.2 Chain of Evidences (COE) 180

While the 0-shot CoT instruction (i.e., Answer the 181

question. Think step-by-step.) expands the query 182

answer generation into small reasoning steps, it 183

does not focus on context-grounding and generate 184

imaginary hypotheses. To address, our prompt asks 185

for answering the query specifically with evidence 186

and explanation from context. We design two alter- 187

natives CoE-1 & CoE-2. 188

,,
# Objective Instruction from Section 3.1
# Generate the answer with evidence and
explanation.

189
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,,
# Objective Instruction from Section 3.1
# Think step-by-step and generate the
answer with evidence and explanation.

190

An overview is in Figure 2. However, depend-191

ing on the task T, we add one or two additional192

instructions to clarify how the answer should be193

generated, and what should be the output format:194

,,

# Your answer must be the either of
(’SUPPORTS’ or ’REFUTES’) based on the
claim and the context.
# Generate your response in a json
output format with an ’answer’ tag and
an ’evidence and explanation’ tag

195

196

While both COE prompts generates more197

context-driven reasonings which are often very198

concise w.r.t the original context, COE-2 prompt,199

which includes "step-by-step" command, instructs200

the model to generate more verbose and expanded201

reasoning paths in compare to COE-1. Hence, typ-202

ically COE-2 tends to be more accurate (e.g., for203

commonsense, multi-step reasoning, or arithmetic204

cases) while COE-1 is more cost-effective.205

3.3 Evidence to Generate (E2G)206

RAG contexts features an additional challenge of207

processing the very long top-k retrieved documents208

to LLMs. In such cases, single-step COE prompts209

often suffer from failure to answer the query ap-210

propriately even when the reasonings are valid.211

We break down the complex task into two steps212

and simplify its complexity. Each of the steps213

are simply the COE w/ modification in the in-214

puts. In the first step E, using the original long215

retrieved as input context, we prompt the LLM us-216

ing COE. Being prompted, the model outputs a217

temporary answer Atemp and the "evidence and ex-218

planation" Evidence. In the second step G, using219

the Evidence as the input context, we prompt the220

LLM for second time using COE. Model output221

answer from this prompt is used as the final answer.222

Figure 2 shows an overview of E2G.223

3.4 Adaptation224

In this section, we outline how our framework225

adapts to various tasks and objectives. Our226

framework offers choices between mono/dual step227

prompting, COE alternatives, and context inputs.228

Considering task complexity, we examine the na-229

ture of the task (context-aware or context-free),230

context length, and query complexity (single or231

|Context| 
(>200)

Multi 
Query

Context 
aware

Goal 
(Cost)

E-step 
(Prompt)

E-step 
(Context)

G-step 
(Prompt)

G-step 
(Context)

✗ ✗ ✗ ✗ CoE-2 - - -
✗ ✗ ✗ ✔ CoE-1 - - -
✗ ✗ ✔ ✗ CoE-2 OC - -
✗ ✗ ✔ ✔ CoE-1 OC - -
✗ ✔ ✗ ✗ CoE-2 - - -
✗ ✔ ✗ ✔ CoE-1 - - -
✗ ✔ ✔ ✗ CoE-2 OC CoE-2 E + OC
✗ ✔ ✔ ✔ CoE-1 OC CoE-1 E + OC
✔ ✗ ✔ ✗ CoE-2 OC CoE-2 E
✔ ✗ ✔ ✔ CoE-1 OC CoE-1 E
✔ ✔ ✔ ✗ CoE-2 OC CoE-2 E + OC
✔ ✔ ✔ ✔ CoE-1 OC CoE-1 E + OC

Table 1: Recommend Choices of COE alternatives,
mono/dual-step prompts, and context in each step. OC,
E refer to original context, and Evidence respectively.

multi-question). Regarding objectives, we priori- 232

tize cost optimization or performance triggering. 233

Our design principles are mainly three-folds: 234

1. Single-step COE is generally sufficient, except for 235
longer contexts where E2Gis employed. 236

2. Cost-effectiveness is tied to the number of steps or LLM 237
API calls. Thus, for E2G, COE-1 is more cost-effective 238
in each step, while COE-2 offers granular reasoning 239
steps, enhancing performance, particularly in context- 240
less reasoning tasks like arithmetic and commonsense. 241

3. The G-step context is typically derived from Evidence 242
from the E-step. However, for queries involving mul- 243
tiple sub-queries or answers, a brief Evidence may 244
provide only partial answers. In such cases, the G-step 245
context should include Evidence concatenated with the 246
original context. Table 1 summarizes these principles. 247

Another objective, we consider is inference time. 248

While the worst-case runtime of our approach is ap- 249

proximately double that of CoT, shorter Evidence 250

reduces runtime (e.g., 1.5s vs CoT’s 1s on average), 251

making it suitable for practical use cases. However, 252

more constrained inference time can be achieved 253

via single-step COE. 254

4 Experimental Setup 255

We evaluate our prompting framework across eight 256

context-intensive language tasks, requiring reason- 257

ing over given contexts, including those with dis- 258

tracting documents and retrieval augmentation for 259

generation. Using three LLMs (ChatGPT, GPT- 260

4, PaLM-2 (540B)) via APIs, we conduct com- 261

prehensive experiments. Due to the size of the 262

datasets, we employ sampling and dev splits for 263

evaluation, following established practices. We 264

compare our results with CoT baselines and other 265

frameworks from the literature, reproducing 0-shot 266

CoT where necessary. For retrieval tasks, we uti- 267

lize datasets from Wang et al. (2023), compris- 268

ing DPR (Karpukhin et al., 2020) retrieved top-5 269
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Dataset Size Reasoning ∣Context∣ Task Metric
LogiQA 651 MRC 77 Logical Reasoning Acc
DROP 500 196 Arithmetic Reasoning F1
HotpotQA 7.41KCG/1.5KP Distarctor 1106 Multi-hop QA

EM, F1NQ 500

RAG 650-675

Open-domain QATQA 1.5K
WOW 500 Know. Grounded Dialouge Gen. F1ELI5 300 Long Form QA
FEVER 10.1KCG/1.5KP Fact Verification Acc

Table 2: Evaluation Datasets. MRC, and distractor denote machine reading comprehension, and context with
distracting documents. |Context| denotes avg token length. CG/P denotes w/ ChatGPT and PALM-2 respectively.

Backbone Method Acc Steps

GPT-4

CoTa 38.55% 1
ToTa 43.02% 19.87
CRa 45.25% 17

COE-2 53.76% 1

PaLM-2
CoT 35.0% 1

COE-2 37.0% 2
PREVIOUS SOTAb - 45.8 -

Table 3: Performance on LogiQA. a−b refer to Zhang
et al. (2023b) and Ouyang et al. (2021) respectively.

context documents from Wikipedia. Benchmark270

summaries are in Table 2. By default, we use271

the single-step CoE for LogiQA and DROP, and272

two-step E2G for other tasks. In particular, we273

utilize CoE-2 for single-step prompts, and CoE-1274

for two-step prompts. G-step contexts are sourced275

from Evidence, unless otherwise specified. We276

use Dalvi et al. (2024) for the implementation.277

5 Arithmetic/Logical Context Reasoning278

We evaluate our approach on the MRC tasks279

LogiQA and DROP, known for heavy arithmetic280

and logical reasoning complexities. LogiQA tasks281

involve choosing among four options inferred from282

a small context, while DROP tasks require answer-283

ing questions with complex arithmetic computa-284

tions from the context. Although reasoning in both285

tasks is largely independent, LLMs still need to286

align their reasoning with the context. Our method,287

presented in Table 3 for LogiQA and Table 4 for288

DROP, robustly enhances real-time contextual rea-289

soning in both benchmarks, achieving new state-of-290

the-art 0-shot results. In both benchmarks, CoE-2291

significantly outperformed existing approaches.292

For instance, in Table 3 using GPT-4 as backbone293

CoE-2 achieves 9% and 11% higher Acc than CR294

and ToT respectively on LogiQA while their itera-295

tions are much higher in number. This reveals that296

Figure 3: CoT distracted by focusing on numerical pre-
cision only. CoE-2 provides superior reasoning by con-
sidering both arithmetic and validity of rationales.

Backbone Method EM F1

GPT-4
CoT 56.2 71.3

COE-2 56.4 73.7

PaLM-2
CoT - 82.0a

COE-2 79.6 83.3
FEW-SHOT SOTA - 82.4a/83.0b

Table 4: Performance on DROP. a−b refer to Gemini
Technical Report and Huang et al. (2022).

variants built on CoT also suffer from generating 297

outputs inconsistent to context, and guiding their 298

reasoning paths w/ grounding precision can en- 299

hance CoT approaches broadly. We find that while 300

CoT prompts give decisions for MCQ options di- 301

rectly in every step, COE-2 explains how the option 302

can/not be inferred from the context (example: Ap- 303

pendix Fig 13). Similarly, Figure 3 shows an exam- 304

ple how COEprovides superior reasoning w.r.t CoT 305

(more in Appendix). On DROP, PaLM-2 achieves 306

higher performances than GPT-4 in general, and 307

w/ CoE-2 it outperforms the few-shot F1 scores of 308

recent performer LLM Gemini Ultra. Besides, in 309

compare to the best performances of E2G-2 in these 310
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two tasks, F1 performances of CoE-1 are (LogiQA311

53.76 vs 51.77) and (83.3 vs 82.68) which vali-312

dates our intuition that CoE-2 excels more when313

the task is based on arithmetic and logical reason-314

ing. In addition, replacing the COE-2 w/ COE-1,315

we observe a performance drop of around 2% &316

0.6% in LogiQA amd DROP respectively– which317

validates our intuition that CoE-2 reasoning is both318

more context-driven and modular combining both319

the COE-1 and CoT.320

6 Multi-hop QA w/ Distracting Contexts321

We tackle more complex QA challenges, evalu-322

ating on the distractor split of HotpotQA (Yang323

et al., 2018), where each query faces a large context324

with two relevant and eight irrelevant documents,325

with only 2-5 far-apart sentences serving as ratio-326

nales. Results in Table 5 show that E2G , using327

both ChatGPT and PaLM-2, outperforms CoT and328

other variants by a large margin. With ChatGPT,329

E2G achieves a 4% gain in both EM and F1 scores330

over CoT, while with PaLM-2, the gains are even331

more significant, reaching 17%. Other iterative332

baselines like ReACT and Reflexion find the rel-333

evant texts one by one, leading to longer trials or334

failure to utilize all relevant hops effectively. In335

contrast, both E and G steps of E2G address the336

entire problem in each step, demonstrating greater337

efficiency. As connecting the relevant texts dis-338

tant apart is one of the key challenges in multi-hop339

QA, to understand the advantages of extracting340

Evidence along w/ the answer (i.e., single objec-341

tive in both steps), we perform an additional ex-342

periment towards a multi-agent or multi-objective343

approach. We employ ChatGPT to establish one344

agent tasked with co-reference resolution, another345

as a retriever model for sentence ranking, and a346

third as a QA agent for generating the final an-347

swer. However, this approach lags behind by 10EM348

points compared to ours. We identify multiple is-349

sues, including each agent contributing to propagat-350

ing its own errors such as imperfect co-reference351

resolution and ranking. Additionally, we find that352

the agents are overly sensitive to input objective353

instructions. However, a key bottleneck arises354

from the retriever agent as it is unaware of how its355

outputs will be combined by the later QA agent,356

leading to sub-optimal ranking. For instance, when357

queried about two persons, all top-k sentences per-358

taining to one same person may be ranked higher359

than those about the other, adding complexity to the360

Backbone Method HotpotQA FEVER
EM F1 Acc

ChatGPT
CoT 43.4 55.3 76.7

Rct+Rfl6 (t=2) 42 - -
E2G 47.1 59.6 80.7

PaLM-2

CoT1 29.4 - 56.3
CoT-SC2 33.4 - 60.4

Rct+CoT-SC3 35.1 - 62.0
E2G 46.8 57.9 81.3

SOTA - 72.74 85.04 94.2 5

Table 5: Performance on HotpotQA. 1−6 refers to Wei
et al. (2022), Wang et al. (2022), Yao et al. (2022),
Zhang et al. (2023a), Wang et al. (2023), Shinn et al.
(2023) respectively. t=2 refers to our equivalent 2 trials.
Rct, Rfl denote ReACT, and Reflexion respectively.

Figure 4: CoT reasoning does not account for
grounding–even overrides the contextual fact w/ its pre-
trained knowledge (or hallucinates). Finding Evidence,
E2G enables more factually verified reasoning.

task. In addition, we observe some interesting hal- 361

lucination trends w/ CoT when the context contains 362

distractions: LLMs’ hallucination even override the 363

factual information in the context. Figure 4 illus- 364

trates this w/ an example where E2G constructively 365

emphasizes on evidences and tackles this. 366

7 Retrieval Augmented Generation 367

In addition to the MRC and Distractor, we eval- 368

uate our framework on the following five RAG 369

tasks in the KILT benchmark (Petroni et al., 2021). 370

Fact Verification We adopt the Fact Extraction 371

and VERification (FEVER) dataset (Thorne et al., 372

2018). The task involves determining whether a 373

claim aligns with facts in a Wikipedia reference 374

("SUPPORTS") or contradicts them ("REFUTES"). 375

As shown in Table 5, E2G outperforms strong base- 376

lines like CoT-SC, ReACT and achieves a new 0- 377

shot SoTA accuracy of 81. Our Evidence cap- 378

tures essential rationales for claim evaluation, and 379

akin to HotpotQA, our global problem-solving ap- 380

proach provides advantages over iterative CoT vari- 381

ants (FEVER reasoning examples are in Appendix). 382

Open-Domain Question Answering We adopt the 383
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Backbone Method NQ TQA WOW ELI5
EM F1 EM F1 F1 F1

ChatGPT CoT 41.6 51.9 68.3 75.4 13.4 27.0
E2G 42.8 53.0 69.5 76.9 15.0 25.1

PaLM-2 CoT 28.4 36.6. 46.9 51.9 12.2 15.3
E2G 31.2 39.5 46.7 52.1 12.4 17.4

SUP. SOTA1 61.8 - 71.1 68.3 73.9

Table 6: Performance on NQ, TQA, WOW, and ELI5. 1 & Red refer to Wang et al. (2023) & an inferior performance.

Figure 5: E-step may focus on answering partially when
asked joint questions or multiple named entity answers.
Hence, to increase our chances, in second step (G) Con-
text we use the Evidence + Original Context.

41.6

51.75

42.8

53.02

43.2

53.25

35

40

45

50

55

EM F1

Context in G-step Vs Performance

Evidence Evidence+Orginal Context Adaptive

Figure 6: Reasoning w/ different "Context" in G-step.
Adaptive means selecting them dynamically on the fly.

Natural Questions (NQ) (Kwiatkowski et al., 2019)384

and TriviaQA (TQA) (Joshi et al., 2017) bench-385

mark to analyze our prompting framework. For386

each example, there is a short associated answers387

(less than five tokens) to generate. We present388

model performances w/ E2G in Table 6. We note389

that questions in NQ are often joint or has multi-390

ple named entity answers, and hence we choose391

to the analyze the affect of different alternatives392

for the G-Step context. As shown in Figure 5,393

LLMs outputs can answer partially in E-step and394

using Evidence + Original Context as G-step395

context provides additional chances to the model396

for answering the query fully - consequently en-397

hances model enhances. To grasp more on im-398

Figure 7: Dialogue by ChatGPT using CoT and E2G.

proving E2G, investigating the dataset more, we 399

further develop an adaptive G-step context with a 400

heuristic that the well formed questions (starts with 401

wh words or "be/do/have/modal" words) are often 402

from this multi-query type. Hence using Evidence 403

+ Original Context for them and using only 404

Evidence) for ill-formed others (e.g., my age is 405

what?)–leading to even better performances. Fig- 406

ure 6 compares them. 407

Open-ended Long Form Generation Though, 408

our focus is toward the reasoning tasks, we also 409

explore its potential in open-ended generation 410

tasks. We examine two verbose QA tasks: (i) 411

Knowledge-Grounded Dialog Generation using the 412

WoW dataset (Dinan et al., 2019), where short dia- 413

log histories are provided as context for generating 414

next-turn responses; (ii) Long Form QA on the 415

ELI5 dataset (Fan et al., 2019), requiring detailed 416

answers to open-ended questions. Table 6 com- 417

pares E2G with CoT baseline. Although the per- 418

formance difference is marginal due to verbosity, 419

E2G shows a slight gain over CoT in WoW. A 420

small-scale human evaluation also favored E2G re- 421

sponses by 71% for factual correctness, similar- 422

ity to gold responses, and naturalness. Figure 7 423

illustrates a dialogue example, where the overall 424

responses are similar despite verbosity. However, 425

our results in both benchmarks lag behind recent 426

Supervised SOTA models. 427
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Figure 8: Overemphasising on grounding can hinder
model from leveraging world knowledge, common
sense, etc., (e.g., Man. U. is a team in premier league)

8 Self-Reflection: Why COE Works?428

Along with statistical motivation, to further under-429

stand why it works, we consider the self-reflection430

(Shinn et al., 2023) approach–deliberately asking431

two different SoTA LLMs (ChapGPT and Gem-432

ini Pro) the internal advantages of our designed433

instruction over CoT. Below we summarize them.434

1. Logical Reasoning: promotes more structured and log-435
ical thought process, reducing unsupported statements.436

2. Factual Basis: Explicitly asking to focus on justifying437
its answer by providing evidence & explanation encour-438
ages the LLM to ground its reasoning in the context and439
relevant facts, making it less likely to resort to imaginary440
or unsupported claims.441

3. Reduced Speculation: Prompting for evidence encour-442
ages to rely on what is known or can be reasonably443
inferred from existing information.444

4. Accountability: When prompted to provide evidence,445
models are held accountable for the accuracy and relia-446
bility of their responses.447

9 Case Study: Contexts w/ Distraction448

To understand more on why and how COE and449

E2G enhance CoT like reasoning in RAG or w/450

long context, we conduct a case study on CoT rea-451

soning on complex multihop HotpotQA w/ a set452

of 50 examples. We observe 4 types of errors: (a)453

when the question is very hard in reasoning (even454

for human) (b) when relevant text lies in the middle455

or at bottom of retrieved context, as noted in (Liu456

et al., 2023b). (c) linguistically or logically chal-457

lenging questions with long contexts (d) reasoning458

is not mentioned in the context. We focus on c,459

and d. For problem c, among the erroneous wh460

questions, in 23% of them, the gold answer span461

is actually present in the reasoning, and for the er-462

roneous yes/no questions, 75% of their reasoning463

actually hypotheses opposite of the predicted an-464

swer (e.g., "yes" should be derived from reasoning465

but the predicted answer is "no"). This indicates466

that just using the reasoning to answer the question467

can achieve quite some improvements–justifying 468

our intuition for two-step E2G prompt. For prob- 469

lem d, in our analyses, 23% of erroneous wh and 470

25% of yes/no questions are of this category. This 471

suggests a root change in the prompting strategy 472

to focus on verification of the reasoning rationales 473

and to verify, COE shows an 8% lower error rate. 474

Figure 9: F1 scores w/ E2G & CoT vs (sorted) recall.

10 Error Analysis and Challenges 475

Apart from persisted hallucination to some extent, 476

our experiments and ablations reveal two main 477

limitations of our framework. Overemphasis in 478

context-grounding Some overemphasis on ground- 479

ing leading to the model’s failure to infer simple 480

common sense, leverage generic world knowledge, 481

arithmetic, logic, and principles (See Figure 8), 482

and in many cases, it causing the model to gener- 483

ate responses such as "unknown," or "cannot be 484

determined". Specific examples of categorical mis- 485

takes are provided in the Appendix. Low perfor- 486

mance in long form generation We find that the 487

retrieval recalls in WoW and ELI5 are lower than 488

our other RAG tasks (See Figure 9) which may 489

cause this. Upon investigating more on a perfor- 490

mance drop in ELI5: while the task is to generate 491

verbose answers, ours are still short (Word length 492

130 vs <100) and may actually not fulfilling the 493

target requirements–suggesting a future work of 494

model fine-tuning/domain adaptation. 495

11 Conclusion 496

In this paper, we address the limitations of exist- 497

ing prompting frameworks for context-aware and 498

retrieval augmented reasoning. We highlight the 499

challenge of ungrounded reasoning rationales lead- 500

ing to potential hallucinations in LLMs. Our novel 501

framework introduces two new prompting methods 502

to identify evidences in the context and generate 503

answers based on that evidence. Across various 504

tasks, our approach empowers LLMs to deliver 505

robust, and accurate. Future work involves LLM 506

instruction fine-tuning using our prompted outputs. 507
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12 Appendix508

13 Limitations509

Our proposed inference framework has achieved510

significant gains over baseline approaches across511

various tasks, and in English. However, in cer-512

tain data domains (e.g., bio-medical domain (Nen-513

tidis et al., 2023)), or language (e.g., low-resource514

languages (Parvez and Chang, 2021)), under auto-515

matic evaluation metrics, and with sufficient com-516

putational resources or LLMs, it may not exhibit517

such trends. Another thing the performance scale518

in RAG tasksm may also vary if the retrieval ac-519

curacy is quite different than ours. Our evaluation520

considers the EM, F1, Accuracy, and such matrices521

for method comparisons, and a different compari-522

son outcomes may be found while using different523

sets of matrices. For RAG tasks, we use top-5 re-524

trieved documents w/o any context filtering and for525

all tasks, we did not adopt any model fine-tuning.526

Under these change in settings, a different kind of527

results may be obtained regarding which we do not528

conduct any experiments on.529

Ethics530

In this paper, we conduct a small scale human evalu-531

ation. All our participants were pre-informed about532

the voluntary nature of our survey, approximated533

required time, criteria of the feedback. An example534

human evaluation screen-shot can be found: https:535

//forms.gle/h6WJtC7TrDj9LUNc6. The partici-536

pants span different continents, and asked through537

author’s research channels.538
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HotpotQA

Q1: What ancestries were self-identified by fewer than 7% of the population?
A: ["English", "Polish", "French", "English", "Polish", "French"]
(CoT) Step by step reasoning: The context states that the top ancestries self-identified by people on the census are talian (13.6%), Guyanese (12.3%), Irish (12.1%), 
Puerto Rican (10.1%), German (8.7%), English (6.0%), Polish (5.4%), French (4.4%). Therefore, the ancestries that were self-identified by fewer than 7% of the 
population are Race (United States Census), two or more races, Asian (U.S. Census), Native American (U.S.Census), and Pacific Islander (U.S. Census).
(CoT) Output: Asian (U.S. Census), Native American (U.S.Census), and Pacific Islander (U.S. Census).
E2G) Evidence & explanation: The context states that the top ancestries self-identified by people on the census are Italian (13.6%), Guyanese (12.3%), Irish (12.1%), 
Puerto Rican (10.1%), German (8.7%), English (6.0%), Polish (5.4%), French (4.4%). (E2G) Output: English, Polish, French

Q2: How many years was it in between when Ava ceded to Mohny in all northern Avan territory down to present-day Shwebo and the confederation wiping out Ava's 
defences in Shwebo? A: [17, 20]
(CoT) Step by step reasoning: n 1507, Ava ceded to Mohnyin all northern Avan territory down to present-day Shwebo. he confederation wiped out Ava's defences in 
Shwebo in 1524. 1524-1507=7 (CoT) Output: 7
(E2G) Evidence & explanation: In 1507, Ava ceded to Mohnyin all northern Avan territory down to present-day Shwebo in the vain hope that the raids would stop. It 
did not. The confederation wiped out Ava's defences in Shwebo in 1524. (E2G) Output: 17

DROP

WoW

WoW

Q: There is not a computer game that goes by the name of Firefox. A: SUPPORTS
(CoT) Step by step reasoning: The context states that Firefox is a web browser. The context does not mention anything about a computer game that goes by the 
name of Firefox. (CoT) output: REFUTES. (E2G) Evidence & explanation: The context states that Firefox is a web browser, not a computer game. (E2G) Output: 
SUPPORTS
Q: There exists a punk band called The Times.
True answer and e2g answer:  REFUTES
(CoT) Step by step reasoning: The first context states that The Times are a British indie band. Therefore, the claim is supported. (CoT) output: SUPPORTS
(E2G) Evidence & explanation: The first context states that The Times are a British indie band. (E2G) Output: REFUTES
Q:  The English Wikipedia is definitely not an edition of a free online almanac.
True answer and e2g answer:  SUPPORTS
(CoT) Step by step reasoning: English Wikipedia is not an edition of a free online almanac. The English Wikipedia is a free encyclopedia. An almanac is a reference 
book that contains information about the year, such as weather forecasts, astronomical events, and sports schedules. The English Wikipedia does not contain 
information about the year, such as weather forecasts, astronomical events, and sports schedules. (CoT) output: REFUTES
(E2G) Evidence & explanation: The context states that the English Wikipedia is not an edition of a free online almanac. This supports the claim that the English 
Wikipedia is definitely not  an edition of a free online almanac. (E2G) Output: SUPPORTS

FEVER

Q: Target always felt like the slightly classier walmart.
A: They have certainly always seemed to have a better reputation, considering all the protest from small-town advocates, labor unions, and the like.
(CoT) Step by step reasoning: Based on the context, Target is known for offering more upscale, trend-forward merchandise at lower costs, which differentiates it from its 
competitors like Walmart. This concept attracts younger customers than Walmart, and the median Target shopper is 40, the youngest of all major discount retailers that 
Target competes directly against. Additionally, the median household income of Target's customer base is roughly $64,000. It is also worth noting that roughly 76% of 
Target customers are female. Lastly, Target has acquired the San Francisco-based jeweler Shreve & Co., which it merged with previously acquired J.B. Hudson & Son to 
become Dayton Jewelers.
(CoT) Output: Target is known for offering more upscale, trend-forward merchandise at lower costs, which attracts younger customers than Walmart. The median Target 
shopper is 40, the youngest of all major discount retailers that Target competes directly against. The median household income of Target's customer base is roughly 
$64,000. Roughly 76% of Target customers are female, and more than 43% have acquired the San Francisco-based jeweler Shreve & Co., which it merged with previously 
acquired J.B. Hudson & Son to become Dayton Jewelers.
(E2G) Evidence & explanation: As mentioned in the context, Target has intended to differentiate its stores from its competitors by offering what it believes is more upscale, 
trend-forward merchandise at lower costs, rather than the traditional concept of focusing on low-priced goods. This has resulted in Target stores attracting younger 
customers than Walmart, among other competitors. Additionally, the median household income of Target's customer base is roughly $64,000, which is higher than 
Walmart's customer base. While Walmart is a discount department store that carries general merchandise and limited groceries, Target is often considered a slightly 
classier version of Walmart due to its focus on more upscale merchandise and attracting a slightly more affluent customer base.
(E2G) Output: Yes, Target is often considered a slightly classier version of Walmart.

Q1:  Are both Dafeng District and Dazhou located in the same province?   A: No
(CoT) Step by step reasoning: Dafeng District and Dazhou are both located in the same province, which is Sichuan province. False information is given in the context that 
Dafeng and Dazhou are located in different provinces. (CoT) Output: Yes. 

(E2G) Evidence & explanation: Dafeng District and Dazhou are not located in the same province. Dafeng District is in Jiangsu province while Dazhou is in Sichuan province. 
(E2G) Output: No.

Q2: This Celtic ruler who was born in AD 43 ruled southeastern Britain prior to conquest by which empire?  A: Roman
(CoT) Step by step reasoning: The Celtic ruler who was born in AD 43 ruled southeastern Britain prior to conquest by the Catuvellauni tribe, as mentioned in the context. 
(CoT) Output: Catuvellauni
(E2G) Evidence & explanation: The context mentions that the Celtic ruler ruled southeastern Britain prior to conquest by the Roman Empire, so the answer is Roman. 
(E2G) Output: Roman

Q: I am a retired computer programmer. I enjoyed my life as a person who creates computer software.\nThat sounds interesting, what kind of software did you create?\nI
create all sort of software as long as long it is an executable code consisting of machine language instructions\nThat sounds complicated. How long did it take you to learn 
to do that?
A: It depends on how fast you can learn the languages such as COBOL, C, C++, C#, Java, Lisp, Python, etc
(CoT) Step by step reasoning: The context provided discusses various topics such as game programming, software maintenance, and computer-aided maintenance. The 
user's claim does not relate to any of these topics. However, it is interesting to know that the user enjoyed creating all sorts of software as a retired computer programmer.
(CoT) Output: I am sorry, but your claim does not relate to the context provided. However, it is interesting to know that you enjoyed creating all sorts of software as a 
retired computer programmer.

(E2G) Evidence & explanation: Based on the context, it is mentioned that software development takes weeks or months to complete, but it depends on the complexity of 
the software. Some complex software may require more than a year of work, while others are never considered 'complete' but rather are continuously improved as long as
they stay in use. Therefore, the time it takes to learn to create software may vary depending on the complexity of the software and the individual's learning ability.
(E2G) Output: Learning to create software can take varying amounts of time depending on the complexity of the software and the individual's learning ability.

Figure 10: Example Model I/O (E2G vs CoT)
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Q:  when does not going out series 9 start? A: ['8 March 2018']
(CoT) Step by step reasoning: The eighth series of 'Not Going Out' began airing on 13 January 2017 and ended on 3 March 2017. Therefore, the ninth series did
not start before 8 January 2017 (CoT) output: 8 January 2017 (E2G) Evidence & explanation: Series 9 of 'Not Going Out' began on 8 March 2018. (E2G) Output: 8 
March 2018

Q: when did honolulu become the capital of Hawaii? A: ['1845’]
(CoT) Step by step reasoning: In 1850, Kamehameha III declared Honolulu to be the official capital of the Kingdom of Hawaiʻi. (CoT) output: 1850 (E2G) Evidence 
& explanation: In 1845, Kamehameha III moved the permanent capital of the Hawaiian Kingdom from Lahaina on Maui to Honolulu. (E2G) Output: 1845

NQ

Q:  In which Formula One team did Damon Hill replace Nigel Mansell? A:  ['Williams (disambiguation)', 'Williams (company)', 'Williams']
(CoT) Step by step reasoning: "Damon Hill replaced Alain Prost in Williams team in 1994. In the previous season, Nigel Mansell was the driver for Williams. So, 
Damon Hill replaced Nigel Mansell in Williams team."
(CoT) output: "Nigel Mansell
(E2G) Evidence & explanation: Damon Hill replaced Nigel Mansell in the Williams team." ", (E2G) output: Williams",

Q: Before breaking up, how was the Union of Soviet Socialist Rebublics abbreviated in Russian, using the Russian Cyrillic alphabet? A: ['C C C P', 'The C. C. C. P.', 
'The C–C–C–P', 'U.-S.-S.-R.', 'СССР', 'The U.–S.–S.–R.', 'Советской Социалистической Республикаослэн Союззы', 'Совет, Ушем', 'The Soviet–Union', 'The Soviet-
Union’, ]
(CoT) Step by step reasoning: The abbreviation for the Russian Soviet Federative Socialist Republic (Russian SFSR) was commonly used as RSFSR. This abbreviation 
was used until the Soviet Union officially ceased to exist on December 26, 1991. During 1992, it was allowed to use the old name of the RSFSR for official business 
(forms, seals and stamps).
(CoT) output: RSFSR (E2G) Evidence & explanation:  The abbreviation for the Union of Soviet Socialist Republics (USSR) in Russian Cyrillic alphabet was 'CCCP’.  
(E2G) output: CCCP

TQA

Q: who has the most trophies in the premier league?
A: ['Manchester United]
(CoT) Step by step reasoning: Manchester United has won more trophies than any other club in English football, with a record 20 League titles, 12 FA Cups, 5 
League Cups and a
(CoT) output: 'Manchester United (E2G) Evidence & explanation: Former Blackburn Rovers and Newcastle United striker Alan Shearer holds the record for most 
Premier League goals with 260.. (E2G) Output: Alan Shearer

Negative Results NQ 
(Gen knowledge)

Negative Results HotpotQA
(Low conf. and hallucinate)Q: who is younger Keith Bostic or Jerry Glanville ?

A: [Keith Bostic]
(CoT) Step by step reasoning: We do not have any information about the age of Jerry Glanville or Keith Bostic in the given context except for their 
birth years. Therefore, we cannot determine who is younger based on the given context.
(CoT) output: Keith Bostic (E2G) Evidence & explanation: The context does not provide information about who is younger between Keith Bostic 
and Jerry Glanville. (E2G) Output: Unknown
Q: Which Australian city founded in 1838 contains a boarding school opened by a Prime Minister of Australia and named after a school in London of the same name.
A: [Marion, South Australia]
(CoT) Step by step reasoning: The only city mentioned in the context that can fit the query is Marion. 
(CoT) output: Marion (E2G) Evidence & explanation: The Australian city founded in 1838 that contains a boarding school opened by a Prime Minister of Australia and 
named after a school in London of the same name is Melbourne. The boarding school is called Melbourne Grammar School and was opened by Prime Minister James H. 
Scullin in 1930. It was named after the prestigious school in London, Westminster School. E2G) Output: Melbourne

Negative Results FEVER 
(Commonsense)Q: Brian De Palma is a writer.

A: ['SUPPORTS']
(CoT) Step by step reasoning: The context states that Brian De Palma is a director. The context also states that Brian De Palma is a graduate student in their 
theater department. The context also states that Brian De Palma is a composer. Therefore, the claim that Brian De Palma is a writer is supported by the 
context.'(CoT) output: SUPPORTS (E2G) Evidence & explanation: The context does not mention that Brian De Palma is a writer. (E2G) Output: REFUTES

Negative Results DROP 
(Arithmetic)Q: How many percent combined did the smallest three racial groups have?

A: 3.45
(CoT) Step by step reasoning: the smallest three racial groups are Asian, Native American, and Pacific Islander.', 'The percentage of Asian people in the city is 
2.62%.', 'The percentage of Native American people in the city is 0.69%.', 'The percentage of Pacific Islander people in the city is 0.14%.', 'Adding these three 
percentages together, we get 3.45%. CoT) output: 3.45 (E2G) Evidence & explanation: The smallest three racial groups are Asian, Native American, and Pacific 
Islander. The percentage of people in these groups combined is 3.55%. (E2G) Output: 3.55%

Q: How many points did the Ravens have at the half? A: 17
(CoT) Step by step reasoning: The game was tied 3-3 with 4:32 remaining in the first half. Quarterback Joe Flacco struck quickly, however, completing touchdown 
passes of 65 yards and 10 yards, to Todd Heap and Derrick Mason respectively, just before half time.', 'So the Ravens had 3 + 7 + 7 = 17 points at the half.
CoT) output: 3.17 (E2G) Evidence & explanation: The Ravens scored two touchdowns just before half time, giving them 10 points. (E2G) Output: 10

Figure 11: Example Model I/O (correct and incorrect outcome)
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context: July 16, 2013, Snowden, the whistleblower of the US "Prism Gate" incident, formally submitted an application for asylum to 
Russia. The United States has been hunting for Snowden. If Russia accepts Snowden\'s application, it will surely lead to the 
deterioration of Russia-US relations. However, there are high voices in Russia and other countries in the world that Snowden is a 
defender of the rights of the people of the world. If he refuses his application, Russia will suffer moral and national
 dignity.
Q: If the above statement is true, which of the following statements must be true?
Gold answer:  3
Options : ['Russia does not want the Snowden incident to harm Russia-US relations.', 'Russia will not give Snowden to the United 
States, but may send him to a third country.', "If Snowden's asylum application is accepted, Russia will not be compromised morally or 
nationally.", 'If Russia does not want to worsen relations between Russia and the United States, it will suffer morally and national 
dignity.’], 
cot ans:  {
  "answer": 0,
  "step_by_step_reasoning": [
    "The context states that if Russia accepts Snowden's application, it will lead to the deterioration of Russia-US relations.",
    "The context also mentions that if Russia refuses his application, it will suffer moral and national dignity.",
    "Option 0 states that Russia does not want the Snowden incident to harm Russia-US relations, which aligns with the context.",
    "Option 1 is not supported by the context.",
    "Option 2 is not supported by the context.",
    "Option 3 is partially true but does not fully capture the situation described in the context.",
    "Therefore, the best answer is option 0."
  ]
}
E2G:  {
  "answer": 3,
  "step_by_step_reasoning_with_evidence_and_explanation": [
    "Step 1: Identify the key points in the context. The context states that if Russia accepts Snowden's application, it will lead to the 
deterioration of Russia-US relations
. If Russia refuses his application, it will suffer moral and national dignity.",
    "Step 2: Evaluate each option based on the context.",
    "Option 0: 'Russia does not want the Snowden incident to harm Russia-US relations.' - This statement is true, but it does not 
necessarily follow from the context that it 
must be true.",
    "Option 1: 'Russia will not give Snowden to the United States, but may send him to a third country.' - This statement is a possible 
outcome, but it is not mentioned in th
e context and therefore cannot be considered as a must-be-true statement.",
    "Option 2: \"If Snowden's asylum application is accepted, Russia will not be compromised morally or nationally.\" - This statement is 
not true, as the context states that
 if Russia accepts Snowden's application, it will lead to the deterioration of Russia-US relations.",
    "Option 3: 'If Russia does not want to worsen relations between Russia and the United States, it will suffer morally and national 
dignity.' - This statement is true and f
ollows directly from the context, as it states that if Russia refuses Snowden's application, it will suffer moral and national dignity.",
    "Step 3: Select the index of the option that must be true based on the context. In this case, the correct answer is option 3."
  ]
}

Figure 12: Example-1 w/ different prompting for LogiQA benchmarks
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Question:  Which of the following can be the order of recording these 7 records from 1 to 7?

context:  A producer is recording 7 albums one after another? F, G, H, J, K, L and M, but it is not necessary to record in this order. When 
arranging the sequence of recording these 7 albums, the following conditions must be met? (l) F must be ranked second. (2) J cannot be 
ranked seventh. (3) G can neither be directly in front of H nor immediately after H. (4) H must be somewhere in front of L. (5) L must be 
somewhere before M

options': ['F, K, G, L, H, J, M.', 'G, F, H, K, L, J, M.', 'G, F, H, K, L, M, J.', 'K, F, G, H, J, L, M.’]
Answer: 1

cot ans:  {
"answer": 0,
"step_by_step_reasoning": [
"Step 1: F must be ranked second. This eliminates option 2 and 3 as they have F in the wrong position.",
"Step 2: J cannot be ranked seventh. This eliminates option 3.",
"Step 3: G can neither be directly in front of H nor immediately after H. This eliminates option 4 as G is immediately after H.",
"Step 4: H must be somewhere in front of L. Option 1 satisfies this condition.",
"Step 5: L must be somewhere before M. Option 1 satisfies this condition.",
"Conclusion: Option 0 (F, K, G, L, H, J, M) is the correct order of recording the albums."

]
}
e2g:  {
"answer": 1,
"step_by_step_reasoning_with_evidence_and_explanation": [
"Step 1: F must be ranked second. We can eliminate option 3 because F is not in the second position.",
"Step 2: J cannot be ranked seventh. We can eliminate option 2 because J is in the seventh position.",
"Step 3: G can neither be directly in front of H nor immediately after H. We can eliminate option 4 because G is immediately after H.",
"Step 4: H must be somewhere in front of L. Option 1 meets this condition.",
"Step 5: L must be somewhere before M. Option 1 meets this condition.",
"Based on the given conditions, option 1 ('G, F, H, K, L, J, M.') is the correct order of recording the 7 albums."

]
}

Figure 13: Example-2 w/ different prompting for LogiQA benchmarks
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