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Abstract

Recent studies demonstrate that prompting an001
appropriate role-playing persona to an LLM002
improves its reasoning capability. However,003
assigning a proper persona is difficult since004
an LLM’s performance is extremely sensitive005
to assigned prompts; therefore, personas some-006
times hinder LLMs and degrade their reasoning007
capabilities. In this paper, we propose a novel008
framework, Jekyll & Hyde, which ensembles009
the results of role-playing and neutral prompts010
to eradicate performance degradation via uni-011
lateral use of role-playing prompted LLM and012
enhance the robustness of an LLM’s reasoning013
ability. Specifically, Jekyll & Hyde collects014
two potential solutions from both role-playing015
and neutral prompts and selects a better solu-016
tion after cross-checking via an LLM evalua-017
tor. However, LLM-based evaluators tend to018
be affected by the order of those potential so-019
lutions within the prompt when selecting the020
proper solution; thus, we also propose a ro-021
bust LLM evaluator to mitigate the position022
bias. The experimental analysis demonstrates023
that role-playing prompts distract LLMs and024
degrade their reasoning abilities in 4 out of 12025
datasets, even when using GPT-4. In addition,026
we reveal that Jekyll & Hyde improves rea-027
soning capabilities by selecting better choices028
among the potential solutions on twelve widely-029
used reasoning datasets. We further show that030
our proposed LLM evaluator outperforms other031
baselines, proving the LLMs’ position bias is032
successfully mitigated.033

1 Introduction034

Recent studies have exhibited that assigning spe-035

cific characteristics and roles into prompts can ac-036

tivate the role-playing ability of Large Language037

Models (LLMs), thereby improving their reasoning038

capabilities (Shanahan et al., 2023). Specifically,039

some studies have proposed utilizing a hand-crafted040

persona or investigating various types of jobs and041

relationships to find the most optimal persona to042

Final Output: A classic problem!
Let's break it down step by step:
The area of the trapezoidal
cross-section is
…
Therefore, among A through E,
the answer is E.

LLM

Question: The cross-section of a
canal is shaped like a trapezium. If
the canal is 10 m wide at the top and
6 m wide at the bottom and the area
of cross-section is 640 square meters,
the depth of cannel is?

Answer Choices:
(A) 26 (B) 28 (C) 21 (D) 80 (E) 23

Role-playing Persona: 
“You are a Civil Engineer”

Final answer: E (Wrong!)
Golden Label: D

Figure 1: Persona is a Double-edged Sword. The
example exhibits that prompting the persona to an LLM
occasionally leads to deriving the wrong answer. Given
a mathematical problem related to civil engineering, the
following example uses "Civil Engineer" as a persona,
leading the LLM to derive the wrong answer.

enhance the model’s reasoning capability (Kong 043

et al., 2024; Zheng et al., 2023). 044

However, despite the benefits of enhancement 045

via role-playing persona, persona prompting can 046

sometimes confuse LLMs (Zheng et al., 2023; 047

Gupta et al., 2023); thereby, LLMs provide incor- 048

rect solutions to reasoning problems. As shown in 049

Figure 1, an LLM often answers the given question 050

incorrectly due to the assigned persona. The given 051

example exhibits that the role-playing persona is 052

guessed as "Civil Engineer" due to the given situa- 053

tion illustrated in the question; however, since the 054

given question is a math problem, the LLM ends up 055

getting the wrong answer. This phenomenon is cru- 056

cially problematic when an LLM without a persona 057

can correctly answer the given question. For deeper 058

insights, we first conduct an experiment that com- 059

pares the LLM’s correctness under the condition 060

of whether the persona is assigned or not. Table 061

1 presents a confusion matrix of an experimental 062

result for executing an LLM with persona and with- 063

out persona on the AQuA dataset. It exhibits that 064

15.75% of the reasoning problems become correct 065

when using an LLM with persona compared to 066

without persona. On the other hand, 13.78% of the 067

problems are answered incorrectly when using an 068
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Method Persona Solver
(w/ Persona)

Neutral Solver
(w/o Persona)

AQuA Wrong Right

Wrong 33.07% 15.75%

Right 13.78% 37.40%

Table 1: Confusion matrix between Neutral Solver
(w/o Persona) and its Persona Solver (w/ Persona) on
AQuA dataset. we compute each model’s correctness,
exhibiting the result in a confusion matrix form. Neu-
tral Solver and Persona Solver means an LLM without
persona and an LLM with persona, respectively. More
analysis for other datasets are included in Appendix D.

LLM with a persona rather than without a persona.069

This experiment reveals that assigning a persona to070

an LLM sometimes fails to enhance its reasoning071

ability.072

To address the aforementioned limitation, we073

propose a novel framework called Jekyll & Hyde074

that ensembles the solutions of role-playing and075

neutral prompts to enhance the model’s reasoning076

ability for a given task. Specifically, we execute077

an LLM with a role-playing prompt and a non-078

persona prompt to obtain each solution, respec-079

tively, and then utilize another LLM evaluator to080

judge which one is the better solution. We use081

an LLM-generated persona for the role-playing082

prompt to enhance efficacy and efficiency, which083

is more effective than using a handcrafted persona.084

In addition, we also propose a novel robust po-085

sition bias mitigation method that can be used in086

other LLM evaluation cases. Previous studies show087

several issues with using an LLM as an evaluator,088

and the most challenging problem is the existence089

of position bias that occurs by the order of solu-090

tions within the prompt (Zheng et al., 2024; Li et al.,091

2023; Wang et al., 2023). Our method alternately092

inserts two sequences of solutions (in forward and093

reverse orders) into the evaluation prompt and ex-094

ecutes the LLM until both evaluation results are095

identical without exceeding a pre-defined number096

of attempts.097

Experimental results demonstrate that Jekyll &098

Hyde significantly outperforms the case of using099

only a single role-playing LLM or a neutral LLM100

for three widely-used LLMs. For example, Jekyll101

& Hyde outperforms the baselines by an average of102

9.98% accuracy across twelve datasets when using103

GPT-4 as a backbone model. In addition, we show104

that utilizing an LLM-generated persona is better105

than using a handcrafted persona in terms of the106

stability of the LLM’s performance. We also show107

that using the same LLM for generating a persona 108

and solving reasoning questions improves the per- 109

formance in reasoning tasks than using different 110

LLMs. Furthermore, our method for mitigating 111

position bias outperforms the existing methods, re- 112

quiring execution trials that are comparable to those 113

of the others. To the best of our knowledge, this 114

work is the first to provide a systematic investi- 115

gation of the impact of incorporating LLMs with 116

personative and neutral perspectives. 117

2 Related Works 118

2.1 Role-playing abilities of LLMs 119

Large language models have demonstrated signifi- 120

cant eligibility in personating various roles, which 121

shows the power of the role-playing capabilities 122

of LLMs (Kong et al., 2024; Zheng et al., 2023). 123

From this consensus, several studies have tried to 124

investigate the positive effect of role assignment 125

on improving the LLM’s performance. Zheng et al. 126

(2023) have dissected the impact of role assign- 127

ment towards the LLM by assigning various types 128

of persona, including job names and relationship 129

keywords. This study has concluded that using a 130

domain-specific persona related to the given ques- 131

tion enhances the performance of the LLM. 132

However, although the role-playing ability en- 133

ables the LLM to generate multiple viewpoints 134

of the model, a persona may also generate bias, 135

which distracts the model and causes performance 136

degradation. Gupta et al. (2023) have analyzed 137

how assigning persona combined with social demo- 138

graphical details brings bias toward the LLM, sig- 139

nificantly dropping the performance on reasoning 140

tasks. Deshpande et al. (2023) have investigated 141

the toxicity score for each persona combined with 142

specific entities such as age, sexual orientation, 143

etc., and found out that using particular names and 144

adding specific entities into the persona generates a 145

toxic and biased response, deteriorating the LLM’s 146

performance. 147

2.2 Position bias in LLM Evaluators 148

After the advent of LLMs, there have been attempts 149

to use LLMs as evaluators for selecting a better 150

solution generated from two different LLMs. How- 151

ever, LLM evaluators are exposed to a significant 152

problem, position bias, which hinders LLMs from 153

evaluating faithfully and finally degrades their per- 154

formance. Position bias is attributed to the given or- 155

der of two solutions in prompts, and LLMs tend to 156
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LLM

Persona
Generator

You are a 
Mathematician

.

LLM

Persona Solver

LLM

Neutral Solver

Evaluation 
Prompt 1
(forward)
[𝒒, 𝒓𝟏, 𝒓𝟐]

Evaluation
Prompt 2
(reversed)
[𝒒, 𝒓𝟐, 𝒓𝟏]

LLM

Evaluator

LLM

Evaluator

Ques'on
 The sum of k consecu-ve 
integers  is 51.  If the least 
integer is -50, then k = ?

Answer Choices: 
(A) 40 (B) 62 (C) 82 (D) 92 (E) 
102

Solu-on 𝑟!
Explana'on:
 A nice simple problem
Let’s denote the consecu4ve 
integers:
... 
The correct answer is (B) 62.

Answer: (B)  ❌

Solu-on 𝑟"
Explana'on:
Let's break it down:
The sum of k consecu4ve 
integers is …
The correct answer is (E) 102

Answer: (E) ⭕

Verdict 𝑣#
Answer: B

(𝑟" is better)

Verdict 𝑣$
Answer: A

(𝑟" is better)

𝑣! = 𝑣"?

Final Output
A nice simple problem!
Let's break it down:
The sum of k consecu-ve integers is …
The correct answer is (E) 102.

Answer: (E) ⭕

True

1) Automatic Identification 
of

role-playing persona

2) Generate Solutions from
personated and neutral perspectives

3) Positional bias-free evaluator

Rerun LLM
Evaluator False

𝑟! = 𝑟"?

[𝑟# ,𝑟$]

[𝑟$, 𝑟#]

False

True

Figure 2: The architecture of Jekyll & Hyde. Jekyll & Hyde utilizes not only persona-assigned LLM (Persona
Solver) but also LLM without prompting (Neutral Solver), which provides a dual perspective towards the given
question. This structure improves the model to gain potentially high performance. After executing both LLMs, a
robust Evaluator whose positional bias is mitigated selects a better solution between the two solutions.

be affected by the order and dominantly select the157

solution that appears in a specific position. There-158

fore, prior studies have tried to solve the problem159

using various methods to mitigate position bias. Li160

et al. (2023) have introduced a technique called161

"Portia," which splits the given two solutions into162

several chunks and inserts the chunks alternately163

into the evaluation prompt, mitigating the infor-164

mation about the order of the solutions inside the165

prompt. However, it has failed to completely miti-166

gate position bias since the order of the solutions167

still remains in each chunk. Wang et al. (2023)168

have proposed a method to evaluate solutions, com-169

puting the score in a particular scale and running170

the evaluation twice by ordering two solutions re-171

versely to mitigate position bias. They have aver-172

aged to aggregate the two scores to use it as the173

final score. On the other hand, in this process,174

the scales of scores and the score’s relative differ-175

ence may vary between two different evaluation176

prompts. Therefore, simply computing the aver-177

age of the scores and adopting the assistant with178

the higher average score may derive inconsistent179

results.180

3 Methods181

In this section, we demonstrate the process of Jekyll182

& Hyde. Specifically, Jekyll & Hyde consists of183

three different LLM modules: Persona generator,184

Solver, and Evaluator. The pipeline of Jekyll &185

Hyde is the following: First, the Persona generator 186

generates an appropriate persona based on a given 187

question. Then, two different LLM solvers (i.g., 188

Persona Solver and Neutral Solver) are executed 189

simultaneously to get two solutions, respectively. 190

Finally, the Evaluator compares two solutions and 191

derives the final prediction based on the selection 192

from the evaluator. Figure 2 describes the entire 193

framework of Jekyll & Hyde. 194

3.1 Automatic Identification of Persona 195

The common practice of role-playing prompting 196

prepends a persona role (e.g., Mathematician) into 197

the prompt that contains the question. While these 198

conventional role-playing methods work properly, 199

prior works have also noticed that persona often 200

brings bias to LLMs when the question is not 201

strongly related to the role assignment (Gupta et al., 202

2023; Deshpande et al., 2023). In addition, prior 203

works have manually assigned roles to LLMs; thus, 204

those methods are labor-intensive to designate an 205

appropriate role for each data instance. To address 206

these drawbacks, we modify the common practice 207

of manually inferring a specialized role for a given 208

question. Specifically, we utilize an LLM (Per- 209

sona generator) to guess an appropriate role for the 210

given question by utilizing an instruction-following 211

prompt that guides the LLM to automatically gen- 212

erate a persona that could possibly solve the given 213

question. More details about the effect of leverag- 214
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ing LLM-generated persona are discussed in sec-215

tion 4.3.216

3.2 Generating personated and neutral217

perspective solutions218

After identifying a proper persona, it is formatted219

as a role-playing prompt and inserted inside the220

input query for an LLM. This role-playing prompt221

typically enhances the performance of LLMs effec-222

tively. However, using a persona prompt can be a223

double-edged sword since some data instances may224

not be appropriately represented by the persona.225

Therefore, we propose to ensemble two different226

LLM Solvers, specified as Persona Solver and227

Neutral Solver. Persona Solver is an LLM that228

uses role-playing prompting, utilizing the persona229

by inserting it inside the query. Neutral Solver230

does not allow persona prompting, which directly231

inserts the query into the LLM. This dual execu-232

tion approach provides two different perspectives233

on solving the question and derives two discrimi-234

native responses. By recalling table 1, if we exe-235

cute two solvers (i.g., Persona Solver and Neutral236

Solver) and ideally choose the correct answer be-237

tween two responses, we are able to achieve better238

performance than using a single solver via correctly239

answering the question that is contained in first, sec-240

ond, and the third quadrant of the confusion matrix.241

We follow the identical implementation introduced242

in Kong et al. (2024) when utilizing the Neutral243

Solver. In the case of implementing the Persona244

Solver, we use a prompt in the format of "You are245

a $persona", inserting a generated persona (de-246

scribed in the Section 3.1) to the "$persona" part.247

3.3 Aggregating solutions of two Solvers248

Two solutions generated from Neutral Solver and249

Persona Solver are inserted into the evaluation250

prompt, which works as the Evaluator’s query.251

Specifically, two solutions are formatted to the eval-252

uation prompt, creating an order between the so-253

lutions. The format of the evaluation prompt can254

be found in Appendix A. Then, the Evaluator re-255

turns its verdict, which is denoted in "A" if the256

first-ordered solution is better or "B" if the second-257

ordered solution is better. Note that LLM Evaluator258

requires two hyper-parameters, involving the tem-259

perature of the LLM τ , and the max number of260

attempt k which is going to be explained in section261

3.4.262

3.4 Robust evaluation via mitigating bias 263

As introduced in Section 3.3, the Evaluator returns 264

the final output between two solutions; however, 265

this method may be exposed to position bias, which 266

degrades the total performance of the framework. 267

According to previous studies, position bias occurs 268

due to the order of the solutions (Zheng et al., 2024; 269

Li et al., 2023; Wang et al., 2023). Therefore, we 270

run the Evaluator model twice by inserting the so- 271

lutions into the evaluation prompt and reversing the 272

order of the solutions to mitigate the following bias. 273

Formally, given a question q, the solution of the 274

Neutral Solver r1, and the solution of the Persona 275

Solver r2, we depict the process of the position bias 276

mitigation as the following: 277

v1 = argmax
v

P(v|q, r1, r2)

v2 = argmax
v

P(v|q, r2, r1)
(1) 278

where P is the Evaluator, and v1 and v2 are ver- 279

dicts derived from the double executions of the 280

Evaluator, respectively. Note that every time when 281

evaluations are executed for generating their de- 282

cision, we count the number of trials t until it 283

reaches the maximum trial k defined as a hyper- 284

parameter. Then, the framework compares two 285

decisions, whether they are consistent or not. The 286

process finally reaches the end when these two de- 287

cisions are the same as the following formula: 288

vfinal =

{
v1 if v1 = v2 and t < k

Can’t answer if t ≥ k
(2) 289

If t gets bigger than k, we conclude that the Eval- 290

uator is significantly exposed to position bias for 291

two solutions. Therefore, Jekyll & Hyde returns 292

"Can’t answer" as a final output since it is signifi- 293

cantly dangerous to narrow down only one solution 294

in this case. 295

4 Experiments 296

4.1 Experimental setup 297

Datasets. We conduct our experiments across 298

twelve datasets used in prior research (Kong et al., 299

2024; Kojima et al., 2022) categorized in 4 cate- 300

gories: (1) Arithmetic, including MultiArith (Roy 301

and Roth, 2015), GSM8K (Cobbe et al., 2021), 302

AddSub (Hosseini et al., 2014), AQUA-RAT (Ling 303

et al., 2017), SingleEq (Koncel-Kedziorski et al., 304

2015), and SVAMP (Patel et al., 2021) (2) Com- 305

monsense reasoning, including CSQA (Talmor 306
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Models Method
Arithmetic

Multiarith GSM8K AddSub AQuA SingleEq SVAMP Average

GPT-4
(220B*8)

Base 98.44 92.97 97.13 68.24 98.56 91.00 91.06
Persona 97.78 94.06 97.55 74.80 98.56 90.90 92.28

Jekyll & Hyde 98.00 95.27 97.72 76.90 98.95 92.03 93.15

GPT-3.5-turbo
(20B)

Base 95.72 81.40 90.97 62.60 97.83 80.17 84.78
Persona 96.50 83.27 93.08 64.44 97.31 84.13 86.45

Jekyll & Hyde 97.56 85.01 92.91 67.98 98.03 84.77 87.71

llama3
(8B)

Base 98.56 78.59 87.76 47.38 94.23 82.30 81.47
Persona 97.22 81.05 87.17 52.23 91.27 84.97 82.32

Jekyll & Hyde 98.17 83.02 89.03 54.07 94.62 86.50 84.23

Table 2: Main results for Arithmetic datasets. We report accuracy for six arithmetic datasets computed with a
Neutral solver (Base), Persona solver (Persona), and Jekyll & Hyde. Bold values mean the best performance among
the three methods. We execute each model three times and average their performance.

et al., 2019) and StrategyQA (Geva et al., 2021) (3)307

Symbolic reasoning, including Last Letter Con-308

catenation and Coin Flip (Wei et al., 2022) (4) Oth-309

ers, including Date Understanding and Tracking310

Shuffled Objects from BIG-bench (Srivastava et al.,311

2022). More details about dataset configuration312

can be found in Appendix C.313

Models. We utilize two black box large language314

models released from OpenAI, which are GPT-315

4 (gpt-4-0613) and GPT-3.5-turbo (gpt-3.5-turbo-316

0125) (OpenAI, 2023), and one open source large317

language model llama3 (AI@Meta, 2024). These318

models are used as a backbone model of our frame-319

work.320

Implementation details. To evaluate Jekyll &321

Hyde, we testify three cases for each dataset: (1)322

Base, which is the case of only utilizing a Neu-323

tral solver where persona is not assigned to LLMs,324

(2) Persona, a case that only uses Persona solver325

which is an LLM assigned with persona, and (3)326

Jekyll & Hyde, our proposed framework. Specif-327

ically, we investigate the model’s performance by328

computing accuracy with the provided label for329

each dataset. When using the LLM evaluator in330

Jekyll & Hyde, the hyper-parameters are set as fol-331

lows: the max attempt k to 5 and temperature τ to332

0.7. Details for determining the hyper-parameters333

are shown in section 4.6.334

4.2 Jekyll & Hyde enhances the reasoning335

abilities of LLMs336

Table 2 shows the performance of different meth-337

ods on Arithmetic datasets. In addition, Table 3338

exhibits the performance of the other datasets (i.g., 339

Commonsense reasoning, Symbolic reasoning, and 340

Others) in the accuracy metric. The result pos- 341

sesses several points. 1) Persona does not always 342

improve the performance of an LLM. According to 343

the result, several datasets show that performance 344

is better when using a Neutral solver rather than 345

a persona-assigned LLM. 2) Using the Jekyll & 346

Hyde framework improves the model performance. 347

By leveraging the LLM evaluator, performance has 348

increased in most datasets, regardless of the model 349

type. This desired behavior shows that the ensem- 350

ble process aids the task in choosing the correct 351

answers that could not be correctly answered when 352

using only a single perspective LLM. 353

4.3 Automatic persona generation ensures the 354

robust reasoning ability 355

In section 3.1, we choose to use an automatically 356

generated persona rather than a manually hand- 357

crafted persona for Jekyll & Hyde. We additionally 358

conduct an experiment to reveal that the automated 359

persona generation is not only labor-efficient and 360

flexible but also performs more robustly than hand- 361

crafted persona, using Aqua and Object tracking 362

datasets. Using llama3-8B as a backbone model, 363

we run the model three times for each dataset and 364

compute the average performance and standard de- 365

viation for each dataset to verify the method’s ro- 366

bustness. For the persona generation, we gener- 367

ate solutions by sampling each word-piece from 368

the LLM’s output probability distribution; thus, it 369

causes the generation of various personas. For the 370

handcrafted persona, we utilize three different hu- 371
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Models Method
Common Sense Symbolic Reasoning Other Tasks

CSQA Strategy Letter Coin Date Object Average

GPT-4
(220B*8)

Base 79.91 76.42 19.80 66.93 79.22 45.96 61.37
Persona 80.89 75.71 92.80 75.93 78.41 58.76 77.08

Jekyll & Hyde 81.11 77.00 93.00 80.27 82.38 61.69 79.24

GPT-3.5-turbo
(20B)

Base 77.31 68.75 18.67 47.53 67.84 34.67 52.46
Persona 75.40 69.75 45.67 59.20 76.15 40.22 61.07

Jekyll & Hyde 77.50 70.00 48.93 64.00 76.78 42.22 63.24

llama3
(8B)

Base 74.50 69.21 86.40 95.80 77.42 44.76 74.68
Persona 72.29 71.21 86.07 95.33 74.44 47.60 74.49

Jekyll & Hyde 74.97 70.54 86.47 98.67 79.04 48.58 76.38

Table 3: Main results for Common Sense, Symbolic Reasoning, and Other Tasks Datasets. We report accuracy
for six datasets, including Common Sense, Symbolic Reasoning, and Other tasks. Bold values mean the best
performance among the three methods. We execute each model three times and average their performance.

man handcrafted personas for each run to check372

the robustness of the performance. Specifically,373

we manually select three appropriate handcrafted374

personas for the Aqua dataset: Math teacher, Math-375

ematician, and Math Tutor. For the Object tracking376

dataset, we leverage Observer, Recorder, and Log-377

ical Reasoner. As shown in table 5, although the378

two methods show comparable performance on379

accuracy, we observe that the standard deviation380

highly increases when using handcrafted personas.381

This implies that performance could vary depend-382

ing on the manually designated persona when using383

a handcrafted persona. Thus, we believe that using384

an LLM-generated persona stabilizes the model385

and gives it a smaller margin of error than a manu-386

ally handcrafted persona.387

4.4 Reasoning ability increases when using the388

same LLM for each module consistently389

Due to the impact of role-playing prompting to-390

wards LLMs, assigning a persona enhances the391

reasoning capability of LLMs. In Jekyll & Hyde,392

we adopt a process that generates an appropriate393

persona for the given question by utilizing three394

types of LLMs. For the detailed analysis, we con-395

duct an additional experiment to reveal whether a396

persona generated from different LLM affects the397

LLM solver’s performance. Specifically, we inves-398

tigate the relationship between Persona Generator399

and Persona Solver by substituting the backbone400

model of Persona Solver with another LLM and401

computing the average accuracy for each dataset.402

We use llama3-8B as the persona generator fixedly403

and run three LLMs as our backbone model for 404

the persona solver, involving llama3-8B, GPT-3.5- 405

turbo, and GPT-4. We utilize five different datasets: 406

Aqua, AddSub, Coin, Date understanding, and Ob- 407

ject tracking, and the results can be found in table 6. 408

As shown, we notice that using the same LLM as a 409

backbone model reveals the optimal performance, 410

while using different LLMs for the Persona Solver 411

degrades the performance. 412

4.5 Jekyll & Hyde effectively mitigates 413

position bias 414

To enhance the performance of the task, it is neces- 415

sary to mitigate position bias from Evaluator. For 416

further analysis of the framework’s mitigation pro- 417

cess, we compare the performance of Jekyll & 418

Hyde with the existing two position bias mitiga- 419

tion methods: (1) Portia (Li et al., 2023) and (2) 420

MEC+BPC (Wang et al., 2023). For better investi- 421

gation, we also observe the idealistic case when the 422

Evaluator always picks the desirable gold answer 423

among the answers of Neutral Solver and Persona 424

Solver, namely the Oracle Evaluator. We use six 425

different datasets to test the general use case. Po- 426

sition bias mitigation experimental results can be 427

found in table 4. According to the result, we reveal 428

that the evaluator within Jekyll & Hyde derives the 429

best performance among the other methods from 430

most datasets, regardless of the type of the back- 431

bone model. The details for implementation of 432

Portia and MEC+BPC is shown in Appendix E. 433

6



Models Method AddSub AQuA SingleEq SVAMP Coin Date

GPT-4

Oracle Evaluator 97.72 81.10 99.41 95.20 88.80 82.66

Portia (k = 3) 97.47 74.41 98.82 91.80 74.40 80.76
MEC+BPC (k = 3) 97.22 74.41 98.43 91.20 74.00 79.95

Jekyll & Hyde (w/o mitigation) 97.72 78.35 98.43 92.20 78.20 80.22

Jekyll & Hyde 97.72 77.56 99.02 92.60 79.80 81.57

GPT-3.5-turbo

Oracle Evaluator 95.19 74.41 99.21 87.10 60.80 80.22

Portia (k = 3) 91.14 62.60 98.23 81.80 57.80 72.63
MEC+BPC (k = 3) 89.37 62.60 97.64 80.20 57.60 75.61

Jekyll & Hyde (w/o mitigation) 92.15 62.60 97.83 82.50 56.60 72.63

Jekyll & Hyde 93.16 64.17 98.23 83.00 59.60 72.63

llama3
(8B)

Oracle Evaluator 92.41 63.39 96.06 90.20 99.00 84.55

Portia (k = 3) 88.35 51.97 93.31 86.10 96.40 78.86
MEC+BPC (k = 3) 88.10 55.91 91.73 84.50 95.40 81.03

Jekyll & Hyde (w/o mitigation) 90.38 51.18 94.29 86.10 97.00 79.95

Jekyll & Hyde 91.14 53.54 95.67 86.80 98.40 79.95

Table 4: Mitigating positional bias. We report that the LLM Evaluator used for Jekyll & Hyde outperforms other
existing methods in most datasets. Despite the marginal increase when using the LLM Evaluator from Jekyll &
Hyde, the Evaluator aids the LLM to nearly approach the performance of an Oracle Evaluator, which is the optimal
performance for the given datasets.

Model Datasets Methods Average Standard
Accuracy (↑) Deviation (↓)

llama3
(8b)

AQuA
handcrafted

persona 51.71 6.11

expert persona 50.66 2.08

Object
handcrafted

persona 44.31 8.02

expert persona 46.71 3.06

Table 5: Standard deviation of handcrafted persona
LLM and LLM generated persona LLM We com-
pute the standard deviation for each dataset after running
three times in order to check the stability of the model
output. As is shown, using an expert persona generates
a smaller value of standard deviation for two datasets,
resulting in utilizing an LLM-generated persona consis-
tently yields robust output.

4.6 Hyper-parameter experiments for the434

Evaluator435

The number of max attempts (k). We experi-436

ment with each hyper-parameter to examine their437

impact on the framework’s performance. For the438

number of max attempts of the Evaluator, we com-439

pare four different values of k ∈ {1, 2, 5, 10}, by440

computing the framework’s performance. For the441

experiment, we utilize four datasets, namely Mul-442

tiArith, SingleEq, Aqua, and Date Understand-443

ing. As shown in figure 3-(a), we compare the444

experimental results executed from llama3-8B as a445

backbone model and reveal the performance of the446

Persona
generator Datasets

Persona Solver

llama3-8B GPT-3.5-turbo GPT-4

llama3-8B

AQuA 53.15 52.36 53.54
AddSub 88.35 81.77 82.53

Coin 95.00 90.20 92.80
Date 74.80 71.54 72.63

Object 49.07 46.93 50.93

Average 72.07 68.56 70.49

Table 6: Comparison of average accuracy of Per-
sona Solver when using different LLMs for Persona
Generator. We use the fixed Persona generator (i.g.,
llama3-8B) and evaluate the performance of three dif-
ferent Persona Solvers (i.g., llama3-8B, GPT-3.5-turbo,
and GPT-4) for the Jekyll & Hyde framework. Bold
values mean the highest performance among different
LLMs.

framework increases as the number of attempts in- 447

creases. Furthermore, we could identify that Jekyll 448

& Hyde could outperform the single perspective 449

LLM when the max attempt k is bigger than 1. 450

Despite the framework’s improvement, increasing 451

the number of attempts leads to a high-cost burden 452

on the framework. Since the enhancement of the 453

framework is getting smaller as the number of the 454

max attempts increases, we decide to use k = 5 as 455

our default setting, which can balance the frame- 456

work’s performance and prevent fining the model 457

excessively. 458

7



Dataset Question (q) Neutral Solver(r1) Persona Solver(r2)
Evaluator[q, r1, r2]

result
Evaluator[q, r2, r1]

result
Final

prediction

AQuA
Two ants are standing side-by-side. One ant, which is 4 inches tall,
casts a shadow that is 10 inches long. The other ant is 6 inches
tall. Compute, in inches, the length of the shadow that the taller
ant casts. Answer Choices: (A) 36 (B) 28 (C) 42 (D) 15 (E) 20

explanation: A classic problem! Letś use the concept of similar
triangles to solve this. We can draw a diagram: In this diagram,
the ratio of the height of the ant to the length of its shadow is the
same for both ants. Letś call this ratio "k", · · · . we can multiply
the height by the ratio k to get: Shadow length = 6 × (2/5) = 12
inches So, the correct answer is: (C) 42. Therefore, among A
through E, the answer is C

explanation: A classic problem! Let’s use the concept of similar
triangles to solve this. We can draw a diagram: In this diagram,
the ratio of the height of the ant to the length of its shadow is the
same for both ants. · · · . The correct answer is (D) 15. Therefore,
among A through E, the answer is D

verdict: r2 verdict: r2 D

persona: None persona: Mathematician
answer: C answer: D

Strategy
Did anyone in the 1912 election take a majority of the popular
vote?

explanation: In the 1912 United States presidential election,
Woodrow Wilson, the Democratic candidate, won the majority
of the popular vote, receiving 41.8% of the total votes cast. How-
ever, · · · Theodore Roosevelt won the majority of the electoral
votes. Therefore, the answer (Yes or No) is no

explanation: "In the 1912 presidential election, Woodrow Wilson,
the Democratic candidate, won the majority of the popular vote,
receiving 41.8% · · · So, to answer your question, yes, Woodrow
Wilson did take a majority of the popular vote in the 1912 election.
Therefore, the answer (Yes or No) is yes

verdict: r1 verdict: r1 no

persona: None persona: Historical Election Analyst
answer: no answer: yes

Object
Alice, Bob, and Claire are holding a white elephant gift exchange.
At the start of the event, they are each holding a present of a
different color: Alice has a orange ball, Bob has a purple present,
and Claire has a blue present. As the event progresses, pairs of
people swap gifts. First, Claire and Alice swap their gifts. Then,
Alice and Bob swap their gifts. Finally, Bob and Claire swap their
gifts. At the end of the event, Alice has the Which choice is true ?
Answer Choices: (A) orange ball. (B) purple present. (C) blue
present.

explanation: Let’s follow the gift-swapping process: 1. Claire
and Alice swap gifts: Claire gets the orange ball, and Alice gets
the blue present. 2. · · · . At the end of the event, Alice has the
purple present. Therefore, the correct answer is: (B) purple present.
Therefore, among A through C, the answer is B

explanation: A fun gift exchange problem! Let’s break it down
step by step: 1. Claire and Alice swap gifts: Claire gets the orange
ball, and Alice gets the blue present. 2.· · · . So, the correct answer
is: (A) orange ball. Therefore, among A through C, the answer is
A

verdict: r1 verdict: r1 B

persona: None persona: Gift Exchange Analyst
answer: B answer: A

Table 7: Qualitative analysis. We conduct a qualitative analysis of Jekyll & Hyde on three datasets. Jekyll &
Hyde’s Persona Solver attains dynamic persona based on the Persona Generator (e.g., Classical Mythology Scholar).
Additionally, examples reveal that Evaluator is working properly via selecting the correct answer among different
solutions from each Solver.

1 2 5 10
78

79

80

81

82

Ac
cu

ra
cy

(a) max attempt k

Jekyll & Hyde
Persona Solver

0.1 0.4 0.7 1.0

79.0

79.5

80.0

80.5

81.0

81.5

82.0

(b) temperature t

Jekyll & Hyde
Persona Solver

Figure 3: Hyper-parameters Experiments. Variation
of averaged accuracy with a (a) various number of max
attempt k and (b) temperature of the LLM τ used in
LLM evaluator. X and Y axes correspond to each hyper-
parameter setting and accuracy, respectively.

The temperature of the Evaluator (τ ). We fur-459

ther investigate the impact of the Evaluator’s token460

generation temperature by comparing the frame-461

work’s performance. Specifically, we utilize four462

different temperatures τ ∈ {0.1, 0.4, 0.7, 1.0} to463

examine how the generation diversity affects the464

performance of the Evaluator. Figure 3-(b) shows465

that temperature τ = 0.7 exhibits the optimal per-466

formance among others.467

4.7 Qualitative analysis468

We qualitatively analyze our method on three differ-469

ent datasets, namely Aqua, StrategyQA, and Object470

tracking. Table 7 exhibits the result of qualitative471

analysis. These results reveal that the persona is472

dynamically generated based on the question from473

the LLM, stating different personas (i.g., Math-474

ematician, Gift Exchange Analyst) for different475

arithmetic questions. Additionally, running the pro-476

posed evaluator eventually gives a consistent ver-477

dict, which mostly ends up deriving the correct out-478

put for the given question. This meticulous process479

aids the framework in mitigating position bias that480

exists inside the LLM when using it as an evaluator, 481

increasing the performance of the framework. 482

5 Conclusion 483

In this paper, we propose Jekyll & Hyde, a novel 484

framework that solves the reasoning problem by 485

ensembling personated and neutral perspectives. 486

Evaluations across twelve representative reasoning 487

benchmark datasets present that our framework sur- 488

passes both cases when the persona is assigned or 489

not on most datasets. In addition, our framework’s 490

novel method of mitigating position bias has shown 491

better performance when compared with existing 492

methods. These results highlight the impact of uti- 493

lizing LLM with and without persona to improve 494

performance in reasoning tasks. Overall, this work 495

sets the initial stage for further investigation in com- 496

bining solutions from different viewpoints within 497

the LLM community, a promising research direc- 498

tion for improving reasoning abilities. 499

6 Limitations 500

Although existing methods require additional com- 501

putation cost and Jekyll & Hyde is comparable in 502

efficiency to them, our method still requires more 503

computation cost than single perspective LLMs 504

since it runs the LLM at least twice for a single 505

instance. In practice, users can leverage Jekyll 506

& Hyde by setting the maximum attempt of the 507

model into 2, which still outperforms using a sin- 508

gle perspective LLM. In addition, the performance 509

of Jekyll & Hyde is upper-bounded since ques- 510

tions that both perspective LLMs answered incor- 511

rectly can not be answered correctly using Jekyll 512
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& Hyde. These aspects of exploration are left to513

future works.514
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Judging llm-as-a-judge with mt-bench and chatbot622
arena. Advances in Neural Information Processing623
Systems, 36.624

Mingqian Zheng, Jiaxin Pei, and David Jurgens. 2023.625
Is" a helpful assistant" the best role for large language626
models? a systematic evaluation of social roles in627
system prompts. arXiv preprint arXiv:2311.10054.628

A Prompt Design629

In Jekyll & Hyde, we leverage three types of LLMs,630

namely Persona Generator, Solver, and Evalua-631

tor. Since each LLM has different roles, they also632

have different persona designs. Table 8, 9 shows633

the Persona Generator and Evaluator prompt, re-634

spectively. These prompt designs are followed by635

(Zheng et al., 2024), and we manually revise them636

to give better instructions for all LLM baselines.637

SystemMessage:
You have a special ability in giving job recommenda-
tions that could sufficiently solve the given problem.

HumanMessage:
This is the user’s question: {input}

According to the question, recommend a job that can
sufficiently solve the user’s question. Here are some
rules you need to follow:

1. give a description of the job in JSON format with
the following keys:
- job: a specific job name

2. Do not give any reasons or preambles about your
response

Output:

Table 8: The template for persona generator with one
slot {input}. Based on the given template, the persona
generator yields a unified occupation name (e.g. Math
teacher)

B Solver mechanism638

When running the LLM under the zero-shot setting,639

the response is not fixed in a certain format. To640

extract the answer from the response, we follow the641

technique of Zero-Shot CoT(Kojima et al., 2022).642

In detail, the technique consists of two steps, which643

first generates the response from the LLM based644

on role-playing prompting and the given question.645

Then, we concatenate the question, response from646

the previous step, and an answer trigger together647

and input them to the LLM, computing the extract-648

ing the final answer from the response. The entire649

Please act as an impartial judge and evaluate the qual-
ity of the responses provided by two AI assistants to
the user question displayed below.
Your evaluation should ONLY consider correctness.
You will be given assistant A’s answer, and assistant
B’s answer.
Your job is to evaluate which assistant’s answer is bet-
ter. You should independently solve the user question
step-by-step first
Then compare both assistants’ answers with your
answer. Identify and correct any mistakes.
Based on the given two solutions for the following
question, you need to choose the best solution based
on their explanation and answer
First, solve the problem step by step, and then
identify errors and flaws from the given solutions if
needed.

Please note that:
1. Avoid any position biases and ensure that the or-
der in which the responses were presented does not
influence your decision.
2. Do not allow the length of the responses to influ-
ence your evaluation.
3. Do not favor certain names of the assistants. Be as
objective as possible.
4. Give reason for your choice between two solution.
5. You must output your final verdict by strictly
following this format: "[[A]]" if assistant A is better,
and "[[B]]" if assistant B is better

This is your user’s question: {question}

assistant A’s answer: {assistantA_answer}
assistant A’s explanation: {assistantA_explanation}

assistant B’s answer: {assistantB_answer}
assistant B’s explanation: {assistantB_explanation}

Now, begin!
Final verdict:

Table 9: The evaluation template with five slots ({ques-
tion}, {assistantA_answer}, {assistantA_explanation},
{assistantB_answer}, and {assistantB_explanation}).
The final verdict output [[A]] or [[B]]

progress is shown in figure 4. The answer trigger 650

sentences for various datasets are depicted in Table 651

10. 652

C Dataset Details 653

In this section, we briefly introduce twelve datasets 654

spanning four categories below. Specific details are 655

shown in Table 11 656

Arithmetic. We leveraged the following six 657

datasets: MultiArith, GSM8K, AddSub, AQUA, 658

SingleEq, and SVAMP. All questions in these 659

datasets include a particular scenario and require 660

reasoning based on mathematical knowledge. 661
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Answer Format Answer Trigger

arabic number Therefore, the answer (arabic numerals) is
option (A-E) Therefore, among A through E, the answer is
option (A-C) Therefore, among A through C, the answer is
yes or no Therefore, the answer (Yes or No) is
string Therefore, the final answer is

Table 10: Answer trigger sentences for various answer formats.

System: ‘You are a ${Persona}’
User: [Ques2on]

Assistant: [Answer1]

System: ‘You are a ${Persona}’
User: [Question] + [Answer1] + [Answer trigger]

Assistant: [Answer2]

1. Answer Generation

2. Answer Extraction

Figure 4: an entire process of how Solver works

Commonsense Reasoning. We employ Com-662

monsenseQA and StrategyQA. Both of them re-663

quire reasoning based on common sense.664

Symbolic Reasoning. we utilize Last letter con-665

catenation and Coin Flip. Last Letter Concatena-666

tion demands concatenation of the last letter of the667

given four words. Coin Flip gives a sequence of op-668

erations to flip a coin and asks for the final state of669

the coin. We utilized these two datasets following670

the approach of Kojima et al. (2022).671

Other Reasoning Tasks. We use Date Under-672

standing and Tracking Shuffled Objects from Big-673

bench(Srivastava et al., 2022). Date Understanding674

requires date calculations. Tracking Shuffled Ob-675

jects gives a sequence of object substitution opera-676

tions and then asking the final location of a certain677

object.678

D Confusion matrix for other datasets679

As shown in Table 1, we reveal that some of the680

questions are correctly answered with LLMs with-681

out role-playing prompting, while getting wrong682

when using LLM with role-playing prompting.683

Here, we provide the result of a confusion matrix684

for other datasets, namely the StrategyQA, Coin685

Flip, and Object Tracking datasets. Table 12, ex-686

hibit the confusion matrix for each dataset, respec-687

tively. 688

E Implementation details for Portia and 689

MEC+BPC 690

In section 4.5, we conduct an experiment to com- 691

pare the performance of mitigating position bias. 692

Here, we employed two existing methods, specifi- 693

cally Portia and MEC+BPC. 694

Portia is introduced by Li et al. (2023), which 695

mitigates position biases by slicing each given re- 696

sponse into chunks and putting them alternately 697

into the prompt, mitigating the information of the 698

order between the given responses. We imple- 699

mented this method by slicing the given response 700

into chunks with fixed lengths and then inserting 701

them alternately into the evaluation prompt. 702

MEC+BPC is introduced by Wang et al. (2023) 703

to mitigate position bias in the LLM Evaluator. It 704

utilizes two evaluation prompts with differently or- 705

dered sequences (in forward and reverse orders) 706

of the response. This method executes each eval- 707

uation prompt to estimate the scores of two re- 708

sponses, respectively. After deriving scores for 709

each response, it aggregates and computes the final 710

scores of each response by averaging scores for 711

the two sequences of solutions, respectively. We 712

implemented MEC+BPC by preparing two eval- 713

uation prompts for the two sequences. Then, we 714

ran the model and computed the score for each re- 715

sponse. For robust answer generation, the model 716

is run three times, and the average of the scores is 717

computed. 718
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Dataset Answer Format Nq Lq License

SingleEq arabic number 508 27.4 No License
AddSub arabic number 395 31.5 Unspecified
MultiArith arabic number 600 31.8 Unspecified
GSM8K arabic number 1319 46.9 MIT License
AQUA option (A-E) 254 51.9 Apache-2.0
SVAMP arabic number 1000 31.8 MIT License
CommonsenseQA option (A-E) 1221 27.8 Unspecified
StrategyQA yes or no 2290 9.6 Apache-2.0
Date Understanding option (A-F) 369 35.0 Apache-2.0
Object Tracking option (A-C) 750 91.1 Apache-2.0
Last Letters string 500 15.0 -
Coin Flip yes or no 500 37.0 -

Table 11: Relevant information of 12 datasets. Nq denotes the number of questions in each dataset. Lq denotes the
average words of questions in each dataset.

Method
Persona Solver
(w/ Persona)

StrategyQA Coin Flip Object Tracking

Neutral Solver
(w/o Persona)

Wrong Right Wrong Right Wrong Right

Wrong 19.39% 12.31% Wrong 4.60% 4.00% Wrong 46.67% 18.13%

Right 10.31% 57.99% Right 18.00% 73.40% Right 12.93% 22.27%

Table 12: Confusion matrix between Neutral Solver (w/o Persona) and its Persona Solver (w/ Persona) on StrategyQA
dataset.
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