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Abstract
Molecular machine learning has gained popularity
with the advancements of geometric deep learn-
ing. In parallel, retrieval-augmented generation
has become a principled approach commonly used
with language models. However, the optimal inte-
gration of retrieval augmentation into molecular
machine learning remains unclear. Graph neu-
ral networks stand to benefit from clever match-
ing to understand the structural alignment of re-
trieved molecules to a query molecule. Neural
graph matching offers a compelling solution by
explicitly modeling node and edge affinities be-
tween two structural graphs while employing a
noise-robust, end-to-end neural network to learn
affinity metrics. We apply this approach to mass
spectrum simulation and introduce MARASON,
a novel model that incorporates neural graph
matching to enhance a fragmentation-based neu-
ral network. Experimental results highlight the
effectiveness of our design, with MARASON
achieving 28% top-1 accuracy, a substantial im-
provement over the non-retrieval state-of-the-art
accuracy of 19%. Moreover, MARASON out-
performs both naive retrieval-augmented genera-
tion methods and traditional graph matching ap-
proaches. Code is publicly available at https:
//github.com/coleygroup/ms-pred.

1. Introduction
Enhancing neural networks with task-relevant factual knowl-
edge has shown great promise in advancing knowledge-
intensive applications, a technique widely recognized as
retrieval-augmented generation (RAG) (Lewis et al., 2020).
In scientific domains, where the demand for accurate and
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reliable models is prominent, retrieval-augmented genera-
tion has achieved significant success. Recent progress in
small-molecule research further highlights the potential of
retrieval-augmented generation, which is also the main focus
of this paper.1 This approach has been demonstrated to en-
hance the accuracy and robustness of various molecular ma-
chine learning applications, including structure-based drug
design (Zhang et al., 2024; Huang et al., 2024), fragment-
based drug discovery (Lee et al., 2024), and monomer de-
sign for advanced materials (Buehler, 2024).

We assume a database exists with pairs of molecular struc-
tures and their properties of interest. For a new structure of
interest, references in the database can be straightforwardly
retrieved with cheminformatic tools such as molecular fin-
gerprints (Morgan, 1965) and Tanimoto similarity (Bajusz
et al., 2015). Domain experts benefit from such features
in databases by searching for pairs of structures to corre-
late differences in structures with differences in properties,
even leading to entire subfields like matched molecular pair
analysis (Griffen et al., 2011). Therefore, we expect that
augmenting a structure-property relationship model with
structurally similar molecules and their associated proper-
ties should improve the accuracy of predictions.

However, designing an effective neural network architecture
for retrieval augmentation presents significant challenges.
Simple approaches, such as direct concatenation of refer-
ence information to the input of the neural network, often
yield minimal or no improvements (see Table 3). We hy-
pothesize that this is due to models’ inabilities to adequately
address differences between the retrieved references and
the target molecule. We propose that employing atom-level
or fragment-level matching mechanisms in an end-to-end
network would allow for reference information to be used
more effectively.

Graph matching, which addresses node-level correspon-
dences across multiple graphs, naturally emerges as a suit-
able approach to this challenge. It explicitly incorporates
structural matching by formulating both node-wise and
edge-wise graph affinity scores into the quadratic assign-

1“Small molecules” are defined in this work by a mass upper
limit of 1500 Da, enforced in all experiments.
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matched fragments by traditional graph matching

matched fragments by neural graph matching

Figure 1. Comparison of graph matching results between a tradi-
tional algorithm (Cho et al., 2010) and the neural graph matching
module in this paper. Neural graph matching is more robust es-
pecially when the matched structures are not identical. More
visualization results can be found in Fig. 6, 7 in Appendix.

ment problem (Lawler, 1963). In molecular tasks, graph
matching recapitulates what domain experts might do when
comparing two molecules. In practice, traditional graph
matching methods typically define the graph affinity us-
ing pre-established metrics, such as Gaussian kernels based
on Euclidean distance. Such a predefined affinity metric
has a significant limitation: its limited expressivity makes
traditional graph matching methods vulnerable to random
noise and not robust to possible ambiguities in retrieved
structures (Wang et al., 2022). To address this robustness
challenge, a new class of neural graph matching methods
has emerged, which learns the affinity metric and the solver
module in an end-to-end manner (Zanfir & Sminchisescu,
2018; Wang et al., 2020; Li et al., 2019). As a result, neu-
ral graph matching provides a compelling design choice
for retrieval augmentation, as shown in Fig. 1. Chemists
are able to draw analogies between molecules beyond sim-
ple maximum common substructure analysis and consider,
for example, the relationship between non-equivalent but
functionally similar (i.e., isosteric) functional groups. By
integrating this chemistry-inspired view of graph matching
with the expressivity and adaptability of neural networks,
neural graph matching represents an effective framework
for aligning target structures with, and thus learning from,
their retrieved counterparts.

To this end, we implement and validate our design strat-
egy in a prominent application of molecular machine learn-
ing: the neural simulation of spectra from tandem mass
spectrometry (MS/MS). MS/MS is an analytical chemistry
technique that generates profiles from unknown molecules
which are used as diagnostic signatures in structure elu-
cidation workflows. This approach has wide-ranging ap-
plications in chemistry and biology, including biomarker
discovery (Dang et al., 2009), metabolomics (Quinn et al.,
2020), and environmental science (Tian et al., 2021), among
others. An MS/MS simulator is designed to take molecu-
lar structures as input and predict their mass spectra, i.e.,
a set of mass-over-charge (m/z) values and peak intensi-
ties. Simulating these spectra can accelerate the structural
elucidation pipeline, illuminating the spaces of so-called

“metabolite dark matter” (Bittremieux et al., 2022).

Our contributions are:

1) We present an effective design strategy for retrieval-
augmented generation in molecular machine learning with
neural graph matching. Graph matching techniques in-
corporate both node-wise and edge-wise affinities explic-
itly, providing a principled way of assigning node-to-node
or fragment-to-fragment alignment between the reference
structure and the target structure2 that emulates how domain
experts leverage retrieved references. By further introducing
learning-based affinity metrics and differentiable matching
layers, we improve the overall efficacy of matching and the
resulting accuracy in applications.

2) We present matching-aware retrieval augmented
spectrometry oracle with neural networks (MARASON),
an implementation of neural graph matching-based retrieval-
augmented generator for mass spectra, as shown in Fig. 2.
MARASON is built upon the ICEBERG (Goldman et al.,
2024) model and incorporates design principles of neural
graph matching (Wang et al., 2022; Yu et al., 2020). In
MARASON, we retrieve structures with known reference
spectra from the training dataset (NIST, 2020). We ex-
ploit ICEBERG’s fragmentation model to annotate reference
spectrum peaks with fragments and form a fragmentation
directed acyclic graph (DAG) with peak annotations for both
the target and reference structures. We then match reference
fragments to target fragments to inform the second-stage
model’s intensity prediction. We incorporate nested graph
neural networks (GNNs) (Zhang & Li, 2021; Scarselli et al.,
2008) to encode (a) structural information of each fragment
and (b) hierarchical information of the fragmentation DAG
into node embeddings, building a neural graph matching
network for MS/MS simulation.

3) Our experimental evaluation on standard benchmarks
demonstrates state-of-the-art accuracy on the mass spec-
trum simulation task, outperforming both RAG and non-
RAG baselines and thus validating the effectiveness of our
design strategy. Specifically, on the NIST (2020) dataset,
we improve the top-1 retrieval accuracy from 19% to 28%.
Ablations demonstrate that MARASON outperforms a naive
RAG baseline (by concatenating the retrieved spectrum to
the model input) as well as other matching methods using
traditional graph matching solver (Cho et al., 2010) or a sim-
ple linear matching solver (Kuhn, 1955), emphasizing the
value of its differentiable, end-to-end neural graph matching
module. Given the broad applicability of mass spectrom-
etry in biological and chemical campaigns, the improved
accuracy of our model lends great potential for accelerating
molecular discovery by expanding standard mass spectrum

2In this paper, we refer to all structures and spectra retrieved
from the database as “reference”, and the structures and spectra of
interest as “target”.
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Figure 2. Overview of MARASON: a retrieval-augmented mass spectrum simulator with neural graph matching. We retrieve reference
structures and spectra from a reference library (more specifically, the training dataset) based on Tanimoto similarity (Bajusz et al., 2015)
to the target structure. Both target and reference structures are fragmented, resulting in two similar fragmentation DAGs, as similar
structures are expected to have similar fragmentation patterns in chemistry (Shahneh et al., 2024). The neural graph matching module
further finds the node-level matching between fragmentation DAGs, whereby each node represents a fragment. The aligned target and
reference fragment, together with reference intensity, are further concatenated to predict the final spectrum.We use three identical GNN
modules with separate weights to learn embeddings: one for the target fragments, one for the reference fragments, and one shared by both
target and reference fragments to capture matching information. After computing the embeddings with these GNN modules, we use the
shared GNN’s outputs as input to a matching module, which produces a matching matrix. This matrix is then used to align reference
fragments and spectral peaks with the target fragments. The resulting matched fragment pairs, along with their similarity scores, are fed
into a transformer module to predict the final relative intensities of the spectral peaks corresponding to each target fragment.

libraries with simulated spectra for novel annotation, from a
current size of ∼27K unique compounds in NIST (2020) to
all 111M compounds in PubChem and beyond.

2. Related Work
Retrieval Augmented Generation in AI for Science. Re-
trieval augmented generation (RAG) is a technique that inte-
grates relevant information retrieved from external databases
into a model’s training and inference processes. While origi-
nally developed to aid Large Language Model (LLM)-based
AI agents, their applicability has readily extended to scien-
tific tasks, spanning LLMs for material discovery (Buehler,
2024), drug design (Pal et al., 2023), and organic synthe-
sis (M. Bran et al., 2024). Utilizing RAG in various forms
has also shown ground-breaking advances in scientific dis-
covery beyond LLM agents; one of the most prominent
examples is AlphaFold model (Jumper et al., 2021), whose
sequence alignment module is effectively a RAG module.
RAG is also found helpful in molecular machine learning
tasks such as molecular generation (Lee et al., 2024), drug
design (Zhang et al., 2024), and protein function predic-
tion (Shaw et al., 2024). Despite success in certain molecu-
lar learning tasks, there remains the opportunity for a princi-
pled RAG design strategy tailored to small molecules that
can perform robust and informative structural matching.

Neural Graph Matching. Graph matching is a combina-

torial optimization problem that matches the nodes of mul-
tiple graphs by maximizing the edge-wise and node-wise
affinities. Neural graph matching was developed to tackle
the computational challenges of the NP-hard quadratic as-
signment problem (Lawler, 1963) and the vulnerability of
predefined affinity metrics (Rolı́nek et al., 2020; Nowak
et al., 2018; Guo et al., 2023). Among all design choices, a
family of linear-matching methodologies (Wang et al., 2020;
Yu et al., 2020; Sarlin et al., 2020) incorporates graph neural
networks (Scarselli et al., 2008) to embed edge affinities into
node embeddings that are then used in a differentiable node-
matching layer using, e.g., Sinkhorn & Rangarajan (1964)
or a simpler Softmax for assignment. This paper explores
and validates the applicability of neural graph matching in
the context of retrieval-augmented mass spectra generation
in molecular machine learning.

3. Methods
MARASON is a mass spectrum simulator built on the ICE-
BERG model (Goldman et al., 2024) with reference retrieval
augmentation and neural graph matching. In this section,
unless otherwise specified, we use capitalized bold letters
for matrices, lowercase bold letters for vectors, and non-
bold letters for scalars.M,F ,G indicate a molecular graph,
fragment graph, and fragmentation DAG (from ICEBERG-
Generate), respectively. All reference-related variables are
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annotated with a superscript “r”.

3.1. Preliminary: ICEBERG MS/MS Simulator

Mass spectrometry (MS) is a powerful analytical chemistry
method for the discovery of unknown compounds and nat-
ural products (Wang et al., 2016). Compounds analyzed
with tandem MS undergo an ionization and fragmentation
process, after which charged fragments are detected at their
m/z values with an intensity proportional to their relative
abundance and cross section. MARASON is built on the
ICEBERG model which reported state-of-the-art accuracy.
As described by Goldman et al. (2024), ICEBERG is a
two-stage model:

ICEBERG-Generate learns to mimic collision-induced dis-
sociation by predicting the most likely fragments through
recursive removal of atoms and bonds from the molecular
graph. It results in an autoregressive model to handle mul-
tiple breakages, whose output is a directed acyclic graph
(DAG) where the root node is the input molecule and frag-
ments are the children. The hierarchical information of
fragments from ICEBERG-Generate is used in MARASON
for graph matching.

ICEBERG-Score takes the fragmentation DAG and outputs
the intensities of peaks corresponding to each fragment. As
shown in Fig. 2, the output layer also accounts for up to
±6 hydrogen shifts in mass to support chemical rearrange-
ments. ICEBERG-Score is composed of 1) a GNN module
that takes in the molecular graphs and context parameters
and outputs the corresponding hidden representation of frag-
ments and root molecules; and 2) a set transformer (Lee
et al., 2019) that predicts intensity values for each fragment.
Predicted intensity values are merged into a mass spectrum,
where the m/z values are straightforwardly calculated from
the structures of fragments.

MARASON aims to improve ICEBERG by integrating
retrieval augmentation with neural graph matching into
ICEBERG-Score.

3.2. Retrieval Augmentation Processing

With the chemical intuition that structurally similar
molecules are expected to have similar spectra (Shahneh
et al., 2024), we retrieve molecules with the highest struc-
tural similarity to our target molecule. This subsection
presents our implementation of MS/MS retrieval and pro-
cessing of retrieved data for best deep-learning efficacy.

3.2.1. RETRIEVAL OF STRUCTURES AND SPECTRA

Let our retrieval database be any database with annotated
structure-spectrum pairs; in our experiments, we use the
training dataset to mitigate concerns about data leakage. We
retrieve the most similar reference molecule as quantified

by Tanimoto similarity (Bajusz et al., 2015) operating on
Morgan fingerprints (Morgan, 1965). We exclude the entries
that have nonmatching adduct types or instrument types
recorded to mitigate the confounding effects of different
experimental conditions.

We then identify up to three reference spectra with the most
similar collision energy to the target (query) structureM.
Collision energies influence the extent of fragmentation and
shift the spectrum patterns towards lower m/z ranges with
higher energies; there are often multiple spectra with differ-
ent collision energies for a unique molecule in NIST (2020).
The result of retrieval is therefore a single reference struc-
ture Mr, Tanimoto(M,Mr), and up to three reference
spectra and their collision energy values, which are fed into
MARASON. As the collision energy value is continuous,
our aim of including three reference energies is to learn
an appropriate spectrum embedding for the target collision
energy value by interpolating from three closest energies.

3.2.2. PEAK-FRAGMENT ASSIGNMENT AND LEARNING

Reference spectra only provide m/z values and peak inten-
sities. This information is enriched by annotating peaks with
ICEBERG-predicted fragments of the reference structure.
For each fragment Fr

j , we assign all peaks that fall within
the 20 ppm (parts-per-million) range of at most 13 mass
values: {Fr

j − 6δ,Fr
j − 5δ, ...,Fr

j , ...,Fr
j + 6δ}, where δ

is the mass of a hydrogen atom. Such a process leads to
a 13-dimensional vector for each Fr

j indicating its intensi-
ties in the reference spectrum. The assigned 13-dimension
intensity is concatenated with values of the reference and
target collision energies. All reference intensities at the
same collision energy are processed by a set transformer,
followed by an average pooling layer that merges intensity
embeddings per fragment from three collision energies. The
obtained reference intensity embeddings, denoted as Tr,
are defined such that the pooled embedding for fragment j
is represented as trj .

3.3. Fragmentation DAG Graph Matching

We define a fragmentation DAG graph matching problem
to recapitulate domain experts’ practice of comparing simi-
lar fragments from the reference and the target, alongside
their hierarchy with respect to the original structures. In
fragmentation DAGs from the ICEBERG-Generate model,
fragments are viewed as nodes, and fragmentation paths
are viewed as edges. Since each fragment is a molecu-
lar graph, a fragmentation DAG is a graph of graphs, i.e.,
a meta-graph. Following training steps in Goldman et al.
(2024), a pretrained ICEBERG-Generate model predicts
two fragmentation DAGs: one for the reference molecular
graph and one for the target. We then approach the graph
matching task using fixed affinity metrics with traditional
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graph matching solvers as well as learnable affinity metrics
with neural graph matching.

3.3.1. TRADITIONAL SOLVERS WITH FIXED METRICS

Defining the affinity metric is the first step of matching
fragments between two fragmentation DAGs. Since each
fragment is a molecular graph, we resort to Tanimoto sim-
ilarity (Bajusz et al., 2015) and construct the following
pairwise affinity matrix M:

mi,j ← Tanimoto(Fi,Fr
j ), (1)

where Fi is fragment i of the target structure and Fr
j is

fragment j of the reference structure. With the Tanimoto-
based fragment-level affinity scores, we can formulate a
linear assignment problem:

max
X

tr(M⊤X),

s.t. X ∈ {0, 1}n×nr

,X1nr ≤ 1n,X
⊤1n ≤ 1nr ,

(2)

where X is the matching matrix, n and nr are the number
of fragments from the target DAG and the reference DAG,
respectively, 1n means a column vector of n 1s. xi,j = 1
means Fi is matched to Fr

j and xi,j = 0 otherwise. Eq. (2)
can be solved by the Hungarian algorithm (Kuhn, 1955),
whereby it incorporates fragment-level graph affinities but
ignores the hierarchical information in DAGs.

Graph matching further extends Eq. (2), by explicitly mod-
eling edge affinities in the DAG, resulting in a quadratic
assignment problem (Lawler, 1963):

max
X

vec(X)⊤ K vec(X), (3)

where the constraints are the same as Eq. (2), K ∈
Rnnr×nnr

is the affinity matrix, and vec(·) means column-
wise vectorization. The diagonal elements of K are taken to
be M as the fragment-level affinities, while the off-diagonal
elements are constructed by the inner product of edges of
DAGs. Solving Eq. (3) is NP-hard, but there are approxi-
mate solvers available (Cho et al., 2010; Leordeanu et al.,
2009) through a Python interface (Wang et al., 2024).

After solving Eq. (2) or Eq. (3), we establish the matching
between fragments and retrieved intensities using the match-
ing result X. As shown in Fig. 1 and later ablation studies
(Table 3), these methodologies yield inferior results to neu-
ral graph matching, indicating the importance of flexible,
learnable affinity metrics.

3.3.2. NEURAL MATCHING WITH LEARNED METRICS

The biggest drawback of traditional graph matching meth-
ods is that their fixed affinity metrics do not incorporate the
flexibility required to handle noisy real-world data (Wang
et al., 2020; Cho et al., 2013). To overcome this challenge

in the context of RAG for MS/MS simulation, we propose
a neural graph matching method that leverages message-
passing networks on the fragmentation DAG. Specifically,
we develop a nested GNN (Zhang & Li, 2021) that learns
fragment-level embedding and DAG hierarchical embed-
ding by two GNNs, followed by a differentiable matching
layer.

Fragment-level embedding learning. For each frag-
ment Fi from the target molecule M, since both Fi

and M are molecular graphs, we learn graph-level em-
beddings with a shared GNNfrag. We build embeddings
at the fragment level for Fi using an MLP to project
the concatenation of GNNfrag(M), GNNfrag(Fi), and
(GNNfrag(M)−GNNfrag(Fi)), together with an encoded
number of broken bonds (from ICEBERG-Generate), en-
coded chemical formula of Fi and the chemical formula
difference from M to Fi. These differences in formula
and GNNfrag embeddings represent the chemical concept of
“neutral losses”. The same neural networks are applied to
the target fragments and the reference fragments, yielding
H and Hr respectively as the fragment-level embeddings
learned from GNNs.

DAG hierarchical embedding learning. For each fragmen-
tation DAG, we construct two graphs G and G−1, where G
is the top-down fragmentation DAG in which eij ∈ G if
and only if fragment i is a parent of fragment j. G−1 is the
bottom-up DAG where all edges are reversed. With H (or
Hr) extracted by aforementioned fragment-level GNNs, it
is updated as

H̄← H+GNNfwd(H,G) + GNNrev(H,G−1), (4)

so that the DAG structures are embedded into fragment-level
embeddings. We apply the same GNNs for both target DAG
and reference DAG.

Similarity and differentiable matching. We then calculate
the similarity matrix M̄ of a given reference target pair as

m̄i,j ← cosine(h̄i, h̄
r
j), (5)

where h̄i is the embedding of fragment i of the target, and
h̄r
j is the embedding of fragment j of the reference. We can

then calculate the matching matrix X̄ as follows

X̄← matching(M̄). (6)

In neural graph matching research, matching(·) could ei-
ther be the Sinkhorn (Sinkhorn & Rangarajan, 1964) or
Softmax algorithms; Sinkhorn is preferred in smaller-sized
graphs to enforce stronger matching constraints (Wang et al.,
2020), whereas Softmax is used in larger-sized graphs for
its efficiency (Sarlin et al., 2020). We implement Softmax-
based matching in this paper after a careful ablation study,
as empirical experiments with ∼100 fragments generated
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by ICEBERG-Generate suggest this number does not pose
a serious concern of constraint violation. It is worth not-
ing that X̄ is a continuous matrix so that the neural graph
matching pipeline is differentiable, and that X̄ is further
integrated into the intensity prediction module so that it
will receive gradients during training and learn the affinity
metric end-to-end.

3.4. Intensity Prediction

Given the target fragment embeddings H and the reference
fragment embeddings Hr, together with peak intensities Tr

assigned to reference fragments from Sec. 3.2.2, as well
as the matching matrix X̄ bridging target and reference
fragments from Sec. 3.3.2, we can then create triplets of
(target fragments, reference fragments, reference intensities)
to serve as input to the intensity prediction layers. To reiter-
ate our motivation for this retrieval-augmented generation
framework: similar structures tend to have similar fragmen-
tation patterns in chemistry, and similar fragments tend to
have similar response factors that relate their abundance to
the observed intensity (Shahneh et al., 2024). Therefore, the
intensity of reference fragments should offer hints for the
intensity of the target fragments.

When predicting the intensities, we also consider the match-
ing score of target fragment i as si: si ←

∑nr

j=1 x̄i,jm̄i,j ,
which is further aggregated with H, Hr, Tr, and the Tani-
moto similarity of the original molecules for intensity pre-
diction. The input is the concatenation of[

H, X̄Hr, X̄Tr, s,Tanimoto(M,Mr)
]
, (7)

which is then processed by a set transformer (Lee et al.,
2019) where embeddings associated with each fragment are
treated as one element in the set. Finally, the intensities are
computed through an attention layer and an MLP.

4. Experiments
We implement MARASON with PyTorch (Paszke et al.,
2017), based on the official implementation of ICE-
BERG (Goldman et al., 2024) and the graph matching
toolkit Pygmtools (Wang et al., 2024). All experiments
are conducted on a workstation with AMD 3995WX CPU,
4×NVIDIA A5000 GPU, and 512GB RAM. Our exper-
iments are designed to answer the following questions:
(1) Does MARASON, a representative implementation of
neural graph matching-based RAG in molecular machine
learning, improve the performance of mass spectrum predic-
tion compared to retrieval-free ICEBERG and other state-
of-the-art models? (2) How accurate is MARASON on an
authentic assessment of identifying unknown compounds to
support its application to real-world chemical and biological
campaigns? (3) Does MARASON generate a reasonable
matching pattern that aligns with the fragmentation pro-
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Figure 3. Spectral similarity between experimental spectra and pre-
dictions from various MS/MS simulators on NIST (2020) dataset.
Results of all baselines are from the benchmark developed by
Goldman et al. (2024). Incorporating collision energies with ICE-
BERG slightly improves the accuracy, while MARASON further
improves the accuracy by a substantial margin. Error bars are re-
ported for the random split with 3 random seeds. The scaffold split
is more challenging and results in lower cosine similarity for all
methods. It is worth noting, from the dashed lines in the plots, that
the retrieved spectra are informative, but the cosine similarities of
the retrieved spectra are lower than the predicted spectra produced
by all baseline models, demonstrating that RAG on MS/MS is a
non-trivial task.

cess? We conduct experiments and answer these research
questions quantitatively and qualitatively.

4.1. Experimental Setup

4.1.1. DATASET AND BASELINES

We trained our models on the NIST (2020) dataset with
530,640 high-energy collision-induced dissociation (HCD)
spectra and 25,541 unique molecular structures. The number
of spectra is larger than unique structures because spectra
are collected at different collision energies with different
adducts. The dataset is split into structurally disjoint 80%-
10%-10% train-validate-test subsets. Following Goldman
et al. (2024), we evaluate on two different splits: (1) a ran-
dom split that splits different InChI keys and (2) a Murcko
scaffold split that clusters different molecular scaffolds that
require more generalization to out-of-distribution structures.
It is worth noting our dataset is preprocessed differently
from Goldman et al. (2024) as we include collision energies
as input that are crucial to retrieving the most informative
spectra, whereas the original dataset pre-average spectra
when multiple collision energies are used. We also include
negative adduct types in training to exploit the full NIST
(2020). Despite this difference, the testing split is kept
consistent with the ICEBERG paper to maintain compar-
ative evaluation; we also include an intermediate ablation
(retrieval-free ICEBERG with collision energy) to fairly
position the improvement of RAG. Since collision energies
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Table 1. Retrieval accuracy (mean ± 95% confidence interval on 3 random seeds) on NIST (2020) dataset with random (InChI key)
split on positive adduct types. MARASON surpasses all baselines in terms of retrieval accuracy, which is an authentic assessment of
MS/MS simulators’ performance in real-world applications where they are used to distinguish the true structure from a list of candidates.
Results of all baselines are from the benchmark developed by Goldman et al. (2024). We also outperform the recently developed method
FraGNNet (Young et al., 2024b), which is reported separately in Table 6 in the Appendix as it only allows prediction for [M+H]+ adducts.

Accuracy @ Top-k 1 2 3 4 5 8 10

3DMolMS (Hong et al., 2023) 0.055±0.003 0.105±0.000 0.146±0.005 0.185±0.007 0.225±0.009 0.332±0.005 0.394±0.008
FixedVocab (Murphy et al., 2023) 0.172±0.004 0.304±0.004 0.399±0.002 0.466±0.007 0.522±0.012 0.638±0.009 0.688±0.006
NEIMS (FFN) (Wei et al., 2019) 0.105±0.003 0.243±0.012 0.324±0.013 0.387±0.011 0.440±0.014 0.549±0.010 0.607±0.005
NEIMS (GNN) (Zhu et al., 2020) 0.175±0.005 0.305±0.003 0.398±0.002 0.462±0.004 0.515±0.005 0.632±0.007 0.687±0.005
MassFormer (Young et al., 2024a) 0.191±0.008 0.328±0.006 0.422±0.004 0.491±0.002 0.550±0.005 0.662±0.005 0.716±0.003
SCARF (Goldman et al., 2023) 0.187±0.008 0.321±0.006 0.417±0.007 0.486±0.008 0.541±0.009 0.652±0.008 0.708±0.009

ICEBERG (Goldman et al., 2024) 0.189±0.012 0.375±0.005 0.489±0.007 0.567±0.005 0.623±0.004 0.725±0.003 0.770±0.002
ICEBERG (w/ collion energy) 0.202±0.009 0.399±0.008 0.513±0.008 0.585±0.008 0.639±0.010 0.749±0.006 0.793±0.007
MARASON (ours) 0.278±0.002 0.455±0.004 0.562±0.009 0.636±0.006 0.685±0.004 0.784±0.002 0.827±0.004

are found crucial to RAG and the NPLIB1 dataset used in
Goldman et al. (2024) does not have collision energy la-
bels for most of the spectra, this dataset is not included for
comparison.

We include all peer methods reported in the benchmark
developed by Goldman et al. (2024). Traditionally, MS/MS
simulators have relied on combinatorial enumeration of
bond breakages, which mimics the physical process, but
they are computationally demanding and often inaccurate
(Allen et al., 2015; Ridder et al., 2014). Deep learning-
based simulators significantly reduce the inference time
with competitive accuracy, while the physical constraint is
either fully lifted (Young et al., 2024a; Wei et al., 2019)
or relaxed to subformulae (Murphy et al., 2023; Goldman
et al., 2023). ICEBERG combines both ideas by learning
the fragmentation DAG. Besides them, we also consider a
“spectrum retrieval” baseline by simply taking the retrieved
spectrum as the prediction.

4.1.2. QUANTITATIVE EVALUATION METRICS

Spectrum similarity. We evaluate model performance via
how similar the predicted mass spectra are to experimental
spectra. Specifically, since we consider molecules under
1,500 Da, we create a 15,000-dimensional vector valued be-
tween 0 to 1 that encodes the spectrum, where each element
means the peak intensity that falls within the mass bin of
0.1 Da, to balance mass resolution and the vector dimen-
sion sparsity. All method outputs are transformed into this
15,000-dim vector so that it accommodates both methods
that predict binned spectra (Wei et al., 2019; Young et al.,
2024a) and methods that predict intensities with known ex-
act mass (Murphy et al., 2023; Goldman et al., 2023; 2024),
including ours. In this paper, we use cosine similarity to
compare spectra, which is the de facto standard metric used
in real-world case studies (Li et al., 2021).

Retrieval accuracy. In structural elucidation campaigns,
MS/MS simulators can predict pseudo-spectrum labels for

Experimental (47.0 eV) Reference (43.0 eV)

Predicted (MARASON) Cos Sim=0.935 Predicted (MARASON, no RAG) Cos Sim=0.797

m/z m/z

Figure 4. Qualitative comparison of experimental spectrum (i.e.,
ground-truth), reference spectrum, spectrum predicted by MARA-
SON, and spectrum predicted by MARASON (no RAG). Cosine
similarities between the experimental spectrum and predicted spec-
tra are annotated. The retrieved reference structure, as shown in
the plot, is structurally similar to the target structure, whereby the
reference spectrum offers important intensity information. Our
graph-matching-based RAG strategy associates reference peaks
with the target, despite the peaks having different m/z values be-
tween the reference and the target.

candidate structures and compare them to the experimental
spectrum. Candidate structures can then be ranked based
on spectrum similarity to identify the most likely structure.
This retrieval setting evaluates how this model might be
deployed in a real-world structural elucidation campaign.
Following Goldman et al. (2024), for each molecule from
the testing dataset, we obtain up to 49 isomeric decoys with
the highest Tanimoto similarities to the true target structure,
i.e., the decoys most likely to be mistaken under Tanimoto
measurement. We run MARASON and all comparative
methods on 50 structures per test spectrum (49 decoys + 1
true structure) and rank all of them by cosine similarity. We
evaluate the retrieval accuracy at top-k.

7



Neural Graph Matching Improves Retrieval Augmented Generation in Molecular Machine Learning

Table 2. Retrieval accuracy (mean with 99.9% confidence intervals upon bootstrapping, 20,000 resamples) with known chemical formula
on the MassSpecGym dataset (Bushuiev et al., 2024). We consider MassSpecGym as a more challenging setting than NIST (2020) as it
incorporates fewer annotated spectra and emphasizes generalization to different molecular scaffolds. MARASON surpasses all baselines
in terms of retrieval accuracy. Baseline performances are quoted from Bushuiev et al. (2024).

Accuracy @ Top-k 1 5 20

NEIMS (FFN) (Wei et al., 2019) 0.0762 (0.0677-0.0854) 0.2270 (0.2132-0.2412) 0.4412 (0.4251-0.4575)
NEIMS (GNN) (Zhu et al., 2020) 0.0363 (0.0305-0.0429) 0.1355 (0.1246-0.1468) 0.3377 (0.3226-0.3537)
FraGNNet (Young et al., 2024b) 0.3193 (0.3040-0.3350) 0.6320 (0.6164-0.6476) 0.8270 (0.8145-0.8393)
MARASON (ours) 0.3403 (0.3286-0.3520) 0.6404 (0.6277-0.6519) 0.8539 (0.8448-0.8624)

Table 3. Ablation Study of MARASON design choices. RAG
strategies include no RAG, concatenating one reference spec-
trum to the model input, traditional matching methods dis-
cussed in Sec. 3.3.1 including Hungarian (Kuhn, 1955) and
RRWM (Cho et al., 2010), and neural graph matching (NGM)
presented in Sec. 3.3.2 where the matching layer could be either
Sinkhorn (Sinkhorn & Rangarajan, 1964) or Softmax. We compare
cosine similarity on random split with seed = 1.

Base model RAG strategy Match layer Cosine sim.

No RAG - 0.739
Concat - 0.737 (-0.3%)

MARASON Hungarian - 0.746 (+0.9%)
(shared GNN) RRWM - 0.742 (+0.4%)

NGM Sinkhorn 0.749 (+1.4%)
NGM Softmax 0.753 (+1.9%)

MARASON NGM Sinkhorn 0.753 (+1.9%)
(not shared GNN) NGM Softmax 0.757 (+2.4%)

4.2. Results and Discussions

4.2.1. SPECTRAL SIMILARITY AND VISUALIZATION

We evaluate the prediction power of MARASON by compar-
ing the spectral cosine similarity of the predicted spectrum
of different baseline models on the NIST (2020) dataset.
The results are summarized in Fig. 3. MARASON outper-
forms all baselines in both types of splits, and the success
on scaffold split excludes the possibility that MARASON
needs highly similar reference structures for accurate pre-
dictions. It improves the cosine similarity of the ICEBERG
baseline by a relative 5.2% on random split and a relative
3.7% on scaffold split. Since the original ICEBERG model
does not consider collision energy, we also compare a colli-
sion energy-aware version of ICEBERG. This study demon-
strates that neural graph matching-based RAG improves the
performance of MS/MS simulation, a representative task
in molecular machine learning. An example of predicted
spectra of MARASON is provided in Fig. 4.

4.2.2. RETRIEVAL FROM PUBCHEM CANDIDATES

The evaluation of the real-world applicability of MS/MS
simulators is summarized in Table 1. In the retrieval bench-
mark, MARASON improves the top-1 retrieval accuracy

upon ICEBERG from 18.7% to 27.8%, a marked increase
in the state-of-the-art performance for this task by a relative
margin of 48% over the next best method. As an abla-
tion study, ICEBERG (with collision) has a top-1 accuracy
of 20.2%, indicating that the majority of improvement is
directly attributable to our use of RAG. MARASON con-
sistently outperforms all baselines from top-1 to top-10
retrieval accuracies. Table 1 only covers the random split;
retrieval experiment results on scaffold split are in Table 5
in the Appendix.

4.2.3. RETRIEVAL FROM THE MASSSPECGYM DATASET

We further retrain MARASON on the recently developed
open-source dataset, MassSpecGym (Bushuiev et al., 2024),
where we achieve state-of-the-art retrieval accuracy, as
shown in Table 2. Since not all spectra in MassSpecGym
have collision energy label, but MARASON requires la-
beled collision energies, we use a NIST-pretrained model
to create pseudo labels for those unannotated spectra, i.e.,
transferring the collision energy knowledge from NIST to
MassSpecGym. The model is retrained from scratch on
MassSpecGym data to ensure no data leakage from NIST.
MARASON improves the top-1 retrieval accuracy upon the
current state-of-the-art, FraGNNet, from 31.93% to 34.03%,
a marked increase by a relative margin of 6% over the next
best method. Random seed is fixed as 1 for MARASON.

4.2.4. ABLATION STUDY

We conduct an ablation study to compare matching algo-
rithms and GNN designs on the NIST (2020) dataset under
a random split, as shown in Table 3. MARASON includes
modest engineering changes to ICEBERG for more efficient
training and inference on GPUs, which accounts for the
slight improvement over ICEBERG (with collision). The
naive RAG strategy that concatenates the reference spectrum
as an extra 15,000-dimensional input leads to a negative im-
pact on the cosine similarity. Traditional graph matching
methods discussed in Sec. 3.3.1, by comparison, yield a
minor benefit of fragment-level matching in RAG. With the
comparatively more expressive and end-to-end learnable
neural graph matching described in Sec. 3.3.2, the cosine
similarity is further improved. A possible explanation for
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Pair 1, Similarity=0.959 Pair 2, Similarity=0.313

Pair 4, Similarity=0.669

Pair 3, Similarity=0.682

Pair 5, Similarity=0.938 Pair 6, Similarity=0.629

Figure 5. Visualization of matched fragment pairs and their Softmax-similarity scores discovered by the neural graph matching module in
MARASON. Structures on the left are from the target fragmentation DAG and structures on the right are from the reference. Fragments
are highlighted from the original structure. Our matching module learns to match not only exact structures (pair 2, 3, 4, 5), but also
correlated structures with slight modifications (pair 1, 6). Only 6 pairs from two fragmentation DAGs are shown due to space limits, the
full list of matched pairs can be found in Fig. 6 in the Appendix together with a visualization of traditional graph matching in Fig. 7.

Table 4. The performance of MARASON with and without RAG on target and reference pairs grouped by Tanimoto similarity. We report
cosine similarity on the random split with random seed = 1. There is no testing sample with a Tanimoto similarity between 0 and 0.1.

Tanimoto Similarity (0, 0.1] (0.1, 0.2] (0.2, 0.3] (0.3, 0.4] (0.4, 0.5] (0.5, 0.6] (0.6, 0.7] (0.7, 0.8] (0.8, 0.9] (0.9, 1.0]

MARASON N/A 0.550 0.614 0.690 0.741 0.789 0.815 0.808 0.805 0.824
MARASON (No RAG) N/A 0.566 0.611 0.682 0.727 0.768 0.791 0.780 0.759 0.784

the superiority of Softmax over Sinkhorn is that Softmax is
sufficient for the many-to-one aggregation path in Eq. (7)
and provides better gradients because it takes fewer itera-
tions. It is also shown in Sarlin et al. (2020) that Softmax
outperforms as the matching layer for larger-sized graphs.
Finally, we discover that separating the GNN that learns
embeddings for matching and the GNN that learns embed-
dings for intensity prediction results in a higher spectrum
similarity, compared to using GNNs with shared weights for
both purposes. The reason could be that MARASON needs
separate modules for learning intensity-related information
(e.g., molecular fragment cross sections) and information
about the fragmentation DAGs themselves.

4.2.5. QUALITATIVE STUDY OF MATCHING PATTERNS

We visualize matching pairs of fragments by assigning each
target fragment to the reference fragment with the highest
Softmax score. An example of six matched fragment pairs
is shown in Fig. 5. Fragment pairs also show similar frag-
mentation patterns (missing the same functional group, C-N
bond breakages, etc.). This example illustrates how MARA-
SON has learned to match fragments that are generated
through similar mechanisms in the fragmentation process in
order to model the relationship between each matched peak
and fragment pair in the reference and target spectrum.

4.2.6. WHAT IF THERE IS NO REFERENCE STRUCTURE?

To understand the relationship between RAG’s improvement
and the availability of a similar-enough reference structure,
for all testing data in NIST (2020), we group structural pairs

based on their Tanimoto similarities and compare perfor-
mances of MARASON with or without RAG (same model
configurations as in Table 3). As shown in Table 4, RAG
starts to bring a significant performance gain when the Tan-
imoto similarity is larger than 0.3. When the best refer-
ence structure has a Tanimoto similarity between 0.1 and
0.3, RAG does not bring a significant improvement, while
MARASON still performs robustly with such irrelevant ref-
erences. The slight performance drop between Tanimoto
similarity (0.1, 0.2] also suggests a simple trick to further
improve MARASON’s accuracy: use standard MARASON
when the retrieved structure has a Tanimoto similarity > 0.2
and use the non-RAG version otherwise.

5. Conclusion
This paper presents a retrieval-augmented generation frame-
work for molecules by integrating neural graph matching
into an existing end-to-end geometric deep learning frame-
work. On the molecular machine learning task of mass
spectrum simulation, we implement MARASON to match
the fragmentation DAGs of the target and reference struc-
tures, pair up peaks and fragments in the reference and target
structures, and use that alignment information to generate
improved spectrum predictions. MARASON establishes
new state-of-the-art performance in terms of the quality of
simulated spectra and retrieval accuracy in downstream ap-
plications. Future improvements and adaptations could see
this neural graph matching strategy applied to a broader
range of retrieval-augmented structure-property prediction
tasks across the field of molecular machine learning.
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Goyal, N., Küttler, H., Lewis, M., Yih, W.-t., Rocktäschel,
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A. Retrieval Accuracy on Scaffold Split
Following most peer methods, the retrieval accuracy evaluation in the main paper (Table 1) mainly focuses on random split
and all positive adduct types. We also include the retrieval accuracy on scaffold split as follows. Scaffold split is considered
more challenging than random split as it separates structures with different molecular scaffolds into different training or
testing sets, requiring the model with more generalization ability for out-of-distribution structures. MARASON maintains
its performance superiority over the baselines on scaffold split. Since scaffold split is less studied in peer methods there are
fewer baselines in Table 1. Multiple random restarts are not considered here because the standard deviation in random split
is relatively small, indicating that most peer methods are somewhat stable against random seeds.

Table 5. Retrieval Accuracy upon NIST20 Dataset with scaffold split on positive adduct types.

Accuracy @ Top-k 1 2 3 4 5 8 10

Graff-MS (Murphy et al., 2023) 0.142 0.265 0.36 0.446 0.508 0.636 0.703
MassFormer (Young et al., 2024a) 0.178 0.318 0.422 0.506 0.568 0.706 0.768

ICEBERG (Goldman et al., 2024) 0.206 0.396 0.519 0.604 0.658 0.769 0.815
MARASON (ours) 0.283 0.464 0.567 0.645 0.700 0.814 0.853

B. Retrieval Accuracy with [M+H]+ Only
One design choice in MS/MS simulator development is how many adduct types are supported by the model. Our MARASON
aims to cover most adduct types in the NIST (2020) database, while some methods e.g. FraGNNet (Young et al., 2024b) only
support the most common adduct type—[M+H]+. It is still feasible to compare these methods by restricting testing adduct
type as [M+H]+, where the retrieval accuracy is shown as follows in Table 6. The performance of FraGNNet is quoted
from their paper (therefore missing accuracies at k = 2, 4, 8, also missing error bars), and other baselines are implemented
with our benchmark. It is worth noting that although Young et al. (2024b) report better retrieval accuracy of FraGNNet
than all peer methods, our reevaluation of all methods on the [M+H]+-only subset shows that ICEBERG (Goldman et al.,
2024) still outperforms, suggesting that single-bond breaking in MS/MS simulator design might not be superior to multiple-
bond breaking. Incorporating collision energy for ICEBERG also improves the retrieval accuracy on [M+H]+, and our
MARASON reaches state-of-the-art retrieval accuracy.

Table 6. Retrieval Accuracy (mean ±1.96 standard deviation of three random seeds) upon NIST (2020) dataset with random (InChI key)
split on the [M+H]+ adduct type.

Accuracy @ Top-k 1 2 3 4 5 8 10

Graff-MS (Murphy et al., 2023) 0.211±0.004 0.365±0.009 0.472±0.015 0.551±0.013 0.608±0.005 0.723±0.008 0.775±0.009
MassFormer (Young et al., 2024a) 0.252±0.001 0.422±0.002 0.539±0.005 0.617±0.007 0.675±0.004 0.794±0.010 0.843±0.006
FraGNNet (Young et al., 2024b) 0.238 - 0.504 - 0.652 - 0.831

ICEBERG (Goldman et al., 2024) 0.251±0.016 0.454±0.004 0.576±0.0060.718 0.654±0.004 0.711±0.007 0.810±0.001 0.850±0.009
ICEBERG (w/ collision energy) 0.270±0.016 0.487±0.009 0.611±0.011 0.679±0.013 0.735±0.013 0.840±0.009 0.877±0.008
MARASON (ours) 0.331±0.002 0.520±0.005 0.633±0.010 0.706±0.005 0.754±0.002 0.849±0.003 0.885±0.003
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C. Cosine Similarity
We include the detailed cosine similarity numbers from Fig. 3 for better reproducibility in future works.

Table 7. Experimental results in line with Fig. 3 of cosine similarity. Random split has mean ±1.96 standard deviation across 3 random
seeds.

Models Random Scaffold

Retrieved Spec 0.359 0.334

3DMolMS (Hong et al., 2023) 0.51±0.001 0.466
NEIMS (FFN) (Wei et al., 2019) 0.617±0.001 0.546
NEIMS (GNN) (Zhu et al., 2020) 0.694±0.001 0.643
FixedVocab (Murphy et al., 2023) 0.704±0.001 0.658
MassFormer (Young et al., 2024a) 0.721±0.004 0.682
SCARF (Goldman et al., 2023) 0.726±0.002 0.669

ICEBERG (Goldman et al., 2024) 0.727±0.002 0.699
ICEBERG (w/ colli.) 0.735±0.005 0.711

MARASON (ours) 0.765±0.002 0.725

D. Evaluation of Matching Patterns: Visualizing Failure Modes of Traditional Graph Matching
For the qualitative analysis of matching pairs identified by MARASON, Fig. 5 in the main text visualizes only six fragment
pairs due to space constraints. Here, ICEBERG-Generate predicts 78 fragments for the target molecule, and we provide
a complete list of all 78 matched fragment pairs. As shown in Fig. 6, the original target structure (left) and the original
reference structure (right) are included, with fragments highlighted by their respective atoms and bonds.

In Fig. 6, the top 50 matched pairs, which exhibit higher similarity scores, predominantly correspond to exact structural
matches. In contrast, the lower-scored pairs include more fragments that, while structurally distinct, follow similar
fragmentation pathways. Notably, the learned matching function in MARASON effectively identifies an informative and
chemically interpretable fragment-matching strategy. This ensures that the retrieved intensity information is accurately
assigned to the correct target fragments, thereby enhancing MS/MS simulation accuracy.

For matching pairs identified by RRWM (Reweighted Random Walk Matching) (Cho et al., 2010), which relies on fixed
graph-matching affinity metrics, a greater number of unreasonable matchings occur, particularly when the fragment structures
are not identical (see Fig. 7). This issue is especially pronounced for pairs 65–78, where the similarity score falls below
0.2. The limitation of traditional graph matching arises from its fixed affinity metric: for identical fragments, it functions
effectively, producing accurate matches; however, for non-identical fragments, it assigns noisy similarity scores, often
categorizing them as matching “outliers” (fragments with low affinity scores to all others). As a result, these fragments are
incorrectly matched with unrelated structures.

Additionally, within the tail distribution of challenging fragment pairs, the learned neural graph-matching method yields
higher similarity scores, demonstrating its superior ability to capture meaningful fragment correspondences.
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Pair 1, Similarity:0.997 Pair 2, Similarity:0.995 Pair 3, Similarity:0.994 Pair 4, Similarity:0.986 Pair 5, Similarity:0.985 Pair 6, Similarity:0.985

Pair 7, Similarity:0.98 Pair 8, Similarity:0.975 Pair 9, Similarity:0.968 Pair 10, Similarity:0.966 Pair 11, Similarity:0.964 Pair 12, Similarity:0.961

Pair 13, Similarity:0.95 Pair 14, Similarity:0.949 Pair 15, Similarity:0.947 Pair 16, Similarity:0.946 Pair 17, Similarity:0.933 Pair 18, Similarity:0.922

Pair 19, Similarity:0.912 Pair 20, Similarity:0.885 Pair 21, Similarity:0.883 Pair 22, Similarity:0.883 Pair 23, Similarity:0.869 Pair 24, Similarity:0.868

Pair 25, Similarity:0.865 Pair 26, Similarity:0.859 Pair 27, Similarity:0.859 Pair 28, Similarity:0.858 Pair 29, Similarity:0.858 Pair 30, Similarity:0.845

Pair 31, Similarity:0.837 Pair 32, Similarity:0.829 Pair 33, Similarity:0.811 Pair 34, Similarity:0.805 Pair 35, Similarity:0.782 Pair 36, Similarity:0.776

Pair 37, Similarity:0.772 Pair 38, Similarity:0.728 Pair 39, Similarity:0.701 Pair 40, Similarity:0.675 Pair 41, Similarity:0.673 Pair 42, Similarity:0.627

Pair 43, Similarity:0.613 Pair 44, Similarity:0.608 Pair 45, Similarity:0.579 Pair 46, Similarity:0.567 Pair 47, Similarity:0.566 Pair 48, Similarity:0.566

Pair 49, Similarity:0.561 Pair 50, Similarity:0.554 Pair 51, Similarity:0.527 Pair 52, Similarity:0.525 Pair 53, Similarity:0.495 Pair 54, Similarity:0.484

Pair 55, Similarity:0.454 Pair 56, Similarity:0.454 Pair 57, Similarity:0.449 Pair 58, Similarity:0.445 Pair 59, Similarity:0.435 Pair 60, Similarity:0.413

Pair 61, Similarity:0.407 Pair 62, Similarity:0.404 Pair 63, Similarity:0.4 Pair 64, Similarity:0.384 Pair 65, Similarity:0.379 Pair 66, Similarity:0.373

Pair 67, Similarity:0.373 Pair 68, Similarity:0.355 Pair 69, Similarity:0.348 Pair 70, Similarity:0.328 Pair 71, Similarity:0.32 Pair 72, Similarity:0.301

Pair 73, Similarity:0.29 Pair 74, Similarity:0.274 Pair 75, Similarity:0.268 Pair 76, Similarity:0.245 Pair 77, Similarity:0.223 Pair 78, Similarity:0.196

Figure 6. A full list of fragment pairs generated by MARASON, sorted by the learned Softmax scores. Structures on the left are from the
target fragmentation DAG and structures on the right are from the reference.
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Pair 1, Similarity:1.0 Pair 2, Similarity:1.0 Pair 3, Similarity:1.0 Pair 4, Similarity:1.0 Pair 5, Similarity:1.0 Pair 6, Similarity:1.0

Pair 7, Similarity:1.0 Pair 8, Similarity:1.0 Pair 9, Similarity:1.0 Pair 10, Similarity:1.0 Pair 11, Similarity:1.0 Pair 12, Similarity:1.0

Pair 13, Similarity:1.0 Pair 14, Similarity:1.0 Pair 15, Similarity:1.0 Pair 16, Similarity:1.0 Pair 17, Similarity:1.0 Pair 18, Similarity:1.0

Pair 19, Similarity:1.0 Pair 20, Similarity:1.0 Pair 21, Similarity:1.0 Pair 22, Similarity:1.0 Pair 23, Similarity:1.0 Pair 24, Similarity:1.0

Pair 25, Similarity:1.0 Pair 26, Similarity:1.0 Pair 27, Similarity:1.0 Pair 28, Similarity:1.0 Pair 29, Similarity:1.0 Pair 30, Similarity:1.0

Pair 31, Similarity:1.0 Pair 32, Similarity:1.0 Pair 33, Similarity:1.0 Pair 34, Similarity:1.0 Pair 35, Similarity:1.0 Pair 36, Similarity:1.0

Pair 37, Similarity:1.0 Pair 38, Similarity:1.0 Pair 39, Similarity:1.0 Pair 40, Similarity:1.0 Pair 41, Similarity:1.0 Pair 42, Similarity:1.0

Pair 43, Similarity:1.0 Pair 44, Similarity:1.0 Pair 45, Similarity:1.0 Pair 46, Similarity:1.0 Pair 47, Similarity:1.0 Pair 48, Similarity:1.0

Pair 49, Similarity:1.0 Pair 50, Similarity:1.0 Pair 51, Similarity:0.786 Pair 52, Similarity:0.769 Pair 53, Similarity:0.737 Pair 54, Similarity:0.564

Pair 55, Similarity:0.553 Pair 56, Similarity:0.553 Pair 57, Similarity:0.526 Pair 58, Similarity:0.471 Pair 59, Similarity:0.46 Pair 60, Similarity:0.452

Pair 61, Similarity:0.447 Pair 62, Similarity:0.4 Pair 63, Similarity:0.257 Pair 64, Similarity:0.222 Pair 65, Similarity:0.195 Pair 66, Similarity:0.182

Pair 67, Similarity:0.137 Pair 68, Similarity:0.121 Pair 69, Similarity:0.103 Pair 70, Similarity:0.056 Pair 71, Similarity:0.051 Pair 72, Similarity:0.05

Pair 73, Similarity:0.033 Pair 74, Similarity:0.029 Pair 75, Similarity:0.029 Pair 76, Similarity:0.025 Pair 77, Similarity:0.0 Pair 78, Similarity:0.0

Figure 7. A full list of fragment pairs generated by RRWM graph matching (Cho et al., 2010), sorted by fixed Tanimoto similarity scores.
Structures on the left are from the target fragmentation DAG and structures on the right are from the reference.
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