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Abstract001

The advent of large language models (LLMs)002
like GPT-4 has catalyzed the exploration of003
multi-task learning (MTL), in which a single004
model demonstrates proficiency across diverse005
tasks. Task arithmetic has emerged as a cost-006
effective approach for MTL. It enables per-007
formance enhancement across multiple tasks008
by adding their corresponding task vectors009
to a pre-trained model. However, the cur-010
rent lack of a method that can simultaneously011
achieve optimal performance, computational012
efficiency, and data privacy limits their appli-013
cation to LLMs. In this paper, we propose014
Model Exclusive Task Arithmetic for merg-015
ing GPT-scale models (MetaGPT), which for-016
malizes the objective of model merging into017
a multi-task learning framework, aiming to018
minimize the average loss difference between019
the merged model and each individual task020
model. Since data privacy limits the use of021
multi-task training data, we leverage LLMs’ lo-022
cal linearity and task vectors’ orthogonality to023
separate the data term and scaling coefficients024
term and derive a model-exclusive task arith-025
metic method. Our proposed MetaGPT is data-026
agnostic and bypasses the heavy search process,027
making it cost-effective and easy to implement028
for LLMs. Extensive experiments demonstrate029
that MetaGPT leads to improvements in task030
arithmetic and achieves state-of-the-art perfor-031
mance on multiple tasks.032

1 Introduction033

In recent years, a well-established paradigm for034

AI has been to pre-train models using large-scale035

datasets and then to fine-tune the models on dif-036

ferent tasks through supervised learning with task-037

specific datasets, which can lead to improved per-038

formance while requiring less labeled data (De-039

vlin et al., 2018; OpenAI, 2023; Dodge et al.,040

2020). However, for each new application, a sep-041

arate model has to be fine-tuned and deployed,042
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Figure 1: Existing methods face the trilemma of per-
formance, data privacy, and computational costs, which
hinders its application to LLMs. Our MetaGPT can solve
these problems under careful approximation and thus
can scale to GPT3-scale LLMs.

which is computationally expensive and resource- 043

intensive (Fifty et al., 2021; Zhang and Yang, 2021). 044

Thus, Multi-Task Learning (MTL) methods have 045

been proposed and developed to enable a single 046

model to solve multiple tasks concurrently. 047

Conventional MTL approaches typically involve 048

collecting raw data across multiple tasks and then 049

jointly training a single model (Caruana, 1997; 050

Yang et al., 2023a). However, the fine-tuning pro- 051

cess becomes extremely computationally intensive 052

with the development of large language models 053

(LLMs) that may comprise billions or even tril- 054

lions of parameters. Therefore, researchers have 055

explored merging various task-specific models with 056

the expectation that the merged model can handle 057

multiple tasks simultaneously. 058

One of the outstanding merging methods is task 059

arithmetic (Ilharco et al., 2023). For a given task, 060

the element-wise difference between the weights of 061

the pre-trained model and the fine-tuned model is 062

referred to as the task vector. Recent studies have 063
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shown that linearly adding multiple scaled task vec-064

tors to the pre-trained model can improve perfor-065

mance across those tasks (Ilharco et al., 2023; Yang066

et al., 2023b). Nevertheless, previous task arith-067

metic methods face a trilemma in practice. 1) The068

best-performing task arithmetic methods require069

extra training to obtain optimal hyper-parameters,070

but the high computational costs hinder their appli-071

cation to GPT3-scale LLMs. 2) Some training-free072

methods heuristically set the scaling coefficient to073

a constant (e.g., 0.3), which is efficient but leads074

to sub-optimal performance. 3) Some methods075

conduct grid search on the training/validation set,076

which is sometimes impractical and faces the risk077

of data privacy concerns. In summary, as illustrated078

in Figure 1, there is essentially no task arithmetic079

method suitable for billion-scale models that per-080

form satisfactorily in practice.081

To address the aforementioned problems, in this082

paper, we propose MetaGPT: an optimal and effi-083

cient task arithmetic method for MTL without any084

data (model exclusive task arithmetic). We begin085

by providing a detailed theoretical analysis of the086

task loss difference and average loss difference in-087

troduced by the task arithmetic algorithm. Since088

we aim to choose parameters that minimize the av-089

erage loss difference, we first separate the data term090

and scaling coefficients, which also establishes a091

performance upper bound for task arithmetic. After092

separating the scaling coefficients, the final result093

is quadratic for each scaling coefficient, leading to094

a closed-form solution that is simple and effective095

to implement.096

The experimental results on the LLaMA-2 (Tou-097

vron et al., 2023) and Mistral (Jiang et al., 2023)098

series demonstrate that the MetaGPT approach is099

superior to previous merging methods on several100

tasks. MetaGPT provides an efficient avenue to op-101

timally implement task arithmetic for large-scale102

multi-task learning (MTL) and push the frontiers103

of language model merging. To sum up, our contri-104

butions include:105

1. We provide the mathematical formulation of106

the optimization objective for task arithmetic107

and the first theoretical analysis of the perfor-108

mance bound for task arithmetic.109

2. To achieve efficient, optimal, and model-110

exclusive task arithmetic, we separate the data111

term and scaling coefficients in the optimiza-112

tion objective, which leads to a closed-form113

solution for the scaling coefficients.114

3. Our MetaGPT is orthogonal to existing task 115

vector-improving methods and can be inte- 116

grated to achieve higher performance. 117

4. Extensive experiments demonstrate that our 118

MetaGPT can improve task arithmetic and 119

achieve state-of-the-art performance. 120

2 Related Work 121

Model Merging. Currently, model merging has 122

been developed for multiple uses such as improv- 123

ing performance on a single target task (Izmailov 124

et al., 2018; Wortsman et al., 2022), improving out- 125

of-domain generalization (Ramé et al., 2023; Cha 126

et al., 2021; Arpit et al., 2022), and improving the 127

performance of multi-task learning (Ilharco et al., 128

2023; Yadav et al., 2024; Yu et al., 2023), which is 129

the core focus of our research. The range of appli- 130

cations has led to a proliferation of methods to im- 131

prove beyond simple parameter averaging. Fisher 132

merging (Matena and Raffel, 2022) tries to weight 133

the importance of individual models using Fisher 134

Information Matrix and uses it to merge different 135

models. RegMean (Jin et al., 2022) formulate the 136

merging problem as a regression problem and leads 137

to an optimal solution for linear models. Task Arith- 138

metic (Ilharco et al., 2023) presents a method for 139

merging models by adding task vectors to the pre- 140

trained model to improve multi-task performance. 141

Ties Merging (Yadav et al., 2024) and DARE (Yu 142

et al., 2023) propose to refine the task vectors by 143

resolving the interference and removing extremely 144

redundant components. Ortiz-Jimenez et al. (2024) 145

propose that fine-tuning the models in their tangent 146

space can amplify weight disentanglement and lead 147

to substantial performance improvements. 148

Multi-Task Learning. Multi-task learning is a 149

powerful method for solving multiple correlated 150

tasks simultaneously (Caruana, 1997). Current 151

MTL works mainly focus on learning the shared 152

representations from designing specific architec- 153

ture (Misra et al., 2016; Sun et al., 2020) or using 154

specific optimization methods (Sener and Koltun, 155

2018; Liu et al., 2021). The former focuses on 156

learning the shared representation using different 157

methods such as designing specific representation 158

sharing module (Liu et al., 2019; Ding et al., 2021), 159

learning to branch (Lu et al., 2017; Guo et al., 160

2020), and based selection criteria (Ma et al., 2018; 161

Hazimeh et al., 2021). And the latter focuses on 162

balancing multiple tasks from the perspectives of 163

task training weights (Sener and Koltun, 2018; Liu 164
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et al., 2019), gradient dominance (Chen et al., 2018;165

He et al., 2022; Yang et al., 2023a), and solving gra-166

dient conflicts (Yu et al., 2020; Chen et al., 2020;167

Liu et al., 2021). However, the conventional MTL168

approaches for collecting raw data across multiple169

tasks for joint training are not suitable for LLMs.170

The factors contributing to this issue are twofold:171

first, computational inefficiency due to the substan-172

tial computational costs associated with updating173

pre-trained models; second, a significant number of174

data proprietors are reluctant to disclose valuable175

or privacy-sensitive raw data.176

3 Preliminaries177

3.1 Notation178

Let 𝑓 : X × Θ → Y be a neural network tak-179

ing inputs 𝒙 ∈ X and parameterized by a set of180

weights 𝜽 ∈ Θ. We assume X ⊆ R𝑝, Θ ⊆ R𝑚 and181

Y ⊆ R𝑞. We consider fine-tuning a pre-trained182

model 𝑓 (·, 𝜽0) on 𝑇 different tasks, with each183

task 𝑡 consisting of a triplet (D𝑡 ,L𝑡 , 𝜽𝑡 ) , where184

D𝑡 = (Dtrain
𝑡 ,Dval

𝑡 ,Dtest
𝑡 ) is the training, valida-185

tion and test data of task 𝑡, L𝑡 is the loss function186

of task 𝑡, and 𝜽𝑡 is the model parameters fine-tuned187

on task 𝑡 based on the pre-trained weight 𝜽0.188

3.2 Task Arithmetic189

Let the task vector of task 𝑡 be the difference be-190

tween the fine-tuned and the pre-trained weights:191

𝝉𝑡 = 𝜽𝑡 − 𝜽0. (1)192

Task arithmetic aims to solve the multi-task learn-193

ing problem by directly adding the scaled task vec-194

tors to the pre-trained model weight 𝜽0:195

𝜽final = 𝜽0 +
𝑇∑︁
𝑖=1

𝜆𝑖𝝉𝑖 (2)196

where 𝜆𝑖 is the scaling coefficient of task vector197

𝜏𝑖 . As illustrated in Eq. 2, the task arithmetic intro-198

duces 𝑇 hyper-parameters {𝜆𝑖 |𝑖 = 1, · · · , 𝑇} and199

the choice of these scaling coefficients has a signif-200

icant influence on the performance of the merged201

model. Thus, selecting the appropriate scaling co-202

efficients for different task vectors remains a chal-203

lenging problem.204

3.3 Existing Methods205

Earlier task arithmetic (Ilharco et al., 2023; Yadav206

et al., 2024) propose to perform a grid search (G-207

Task Arithmetic) on the validation set to choose208

the optimal scaling coefficients. However, as the 209

number of tasks increases, exploring all the scaling 210

coefficient combinations faces the curse of dimen- 211

sionality. Therefore, to simplify the problem, they 212

use the same value for multiple scaling coefficients, 213

thereby reducing the computational complexity. In 214

the absence of the training/validation data, they set 215

𝜆 = 0.3 as the default setting for dataless arith- 216

metic. Moreover, Adamerging (Yang et al., 2023b) 217

aims to autonomously learn the coefficients from 218

unlabeled test samples using entropy minimization. 219

3.4 Scalability Challenges for LLMs 220

The methods mentioned above are not suitable for 221

scaling to LLMs: The grid search method requires 222

extra validation/training data, which faces the risk 223

of data privacy concerns and the curse of dimen- 224

sionality when the number of tasks increases. For 225

instance, conducting a grid search for three hyper- 226

parameters, each with a discretization interval of 227

0.01, would require 106 forward passes across the 228

entire dataset. Setting a fixed value such as 0.3 for 229

all the 𝜆𝑖 is time-efficient and can be applied to 230

LLMs, but it leads to sub-optimal performance. Us- 231

ing test data input to unsupervised optimize these 232

hyper-parameters can lead to an optimal solution 233

but requires extra data and necessitates loading mul- 234

tiple models for training. This process is both time 235

and memory consuming, making it challenging to 236

apply to LLMs. For example, merging three LLMs 237

requires loading three LLMs simultaneously to op- 238

timize, which is extremely costly. The statement 239

above suggests that scaling up existing optimal task 240

arithmetic to LLMs remains a challenging problem. 241

4 Our Proposed MetaGPT 242

4.1 Overview 243

To solve the problems above, we propose a new al- 244

gorithm MetaGPT, based on careful approximations 245

to a closed-form solution, which easily scales to 246

giant models both in terms of runtime as well as 247

performance while protecting data privacy. In this 248

section, we state the motivation and optimization 249

problem and solve it step by step. All proofs of 250

lemmas and theorems are provided in the appendix. 251

4.2 MetaGPT Optimization Objective 252

Definition 1 (Single Task Loss Difference). For the 253

fine-tuned model 𝜽𝑖 and the task arithmetic merged 254

model 𝜽final. The Task Loss Difference in task 𝑡 255
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Figure 2: Current task arithmetic based methods face the problems of sub-optimal performance, huge computational
and memory cost, curse of dimensionality and data privacy, which makes it difficult to scale to LLMs. Our method
solves the aforementioned problems and provides an avenue to scale task arithmetic to LLMs.

(TLD𝑡 ) is defined as:256

TLD𝑡 (𝜆1, · · · ,𝜆𝑇 , 𝝉1, · · · , 𝝉𝑇 ) (3)257

= L𝑡 (𝜽final, 𝒙) − L𝑡 (𝜽𝑡 , 𝒙).258

It is obvious that smaller TLD𝑡 suggests that259

the loss of the merged model is close or even lower260

than the fine-tuned model on task 𝑡, which indicates261

a better task arithmetic performance.262

However, for task arithmetic, it aims to improve263

the average performance of the final model on all264

the tasks. Thus, we define the average of all the265

task loss differences as Average Loss Difference266

(ALD), which can be formulated as follows:267

Definition 2 (Average Task Loss Difference). For268

the fine-tuned models {𝜽𝑖 |𝑖 = 1, · · · , 𝑇} and task269

arithmetic merged model 𝜽final. The average loss270

difference for all tasks is defined as:271

ALD(𝜆1, · · · , 𝜆𝑇 , 𝝉1, · · · , 𝝉𝑇 ) (4)272

=
1

𝑇

𝑇∑︁
𝑡=1

(L𝑡 (𝜽final, 𝒙) − L𝑡 (𝜽𝑡 , 𝒙)) .273

Thus, the optimization objective of MetaGPT is274

to find the optimal scaling coefficients that can275

minimize the ALD, which can be formulated as:276

Definition 3 (Optimization objective of MetaGPT).277

Our MetaGPT aims at finding the scaling coeffi-278

cients {𝜆𝑖 |𝑖 = 1, · · · , 𝑇}, which minimizes the av-279

erage loss difference ALD:280

argmin
𝜆1, · · · ,𝜆𝑇

1

𝑇

𝑇∑︁
𝑡=1

(L𝑡 (𝜽final, 𝒙) − L𝑡 (𝜽𝑡 , 𝒙)) . (5)281

4.3 Separating Data and Coefficients 282

Before analyzing ALD, we start with reformulating 283

TLD𝑡 by its Taylor expansion. 284

Lemma 4. Using Taylor expansion for L(𝜽final, 𝒙) 285

at 𝜽𝑡 , the TLD𝑡 in Eq. 3 can be reformulated as a 286

quadratic form with respect to the linear combina- 287

tion of 𝝀 and 𝜽: 288

TLD𝑡 =
1

2
𝒉⊤𝑡

(∫ 1

0
∇2L𝑡 (𝛾𝑡 (𝛽))𝑑𝛽

)
𝒉𝑡 , (6) 289

where 𝛾𝑡 (𝛽) = 𝜽𝑡 + 𝛽(𝜽final − 𝜽𝑡 ) and 𝒉𝑡 is the 290

linear combination of 𝝀 and 𝜽: 291

𝒉𝑡 =
∑︁
𝑘≠𝑡

𝜆𝑘 (𝜽𝑘 − 𝜽0) − (1 − 𝜆𝑡 ) (𝜽𝑡 − 𝜽0). (7) 292

Single TLD𝑡 is associated with the data, models, 293

and scaling coefficients. As we can see in Eq. 6, we 294

have transformed the data term 𝒙𝑡 to the Hessian, 295

the coefficients 𝝀 = [𝜆1, · · · , 𝜆𝑇 ] and models term 296

[𝜽1, · · · , 𝜽𝑇 ] to 𝒉. As our method tends to achieve 297

model-exclusive task arithmetic, the final result 298

should not correlate with the data term. Thus, we 299

first provide a property, which will be used latter 300

in our theorem proofs to separate the data term and 301

scaling coefficients and models term. In general, if 302

a pre-trained network 𝑓 (·; 𝜽0) demonstrates kernel 303

behavior during fine-tuning, i.e., fine-tuning occurs 304

in the linear regime, the following property must 305

be satisfied (Jacot et al., 2018): 306

Property 5 (NTK linearization). Around the ini- 307

tialization weights 𝜽0, a neural network can be 308

approximated with a linear approximation: 309

𝑓 (𝒙; 𝜽0 + 𝛼(𝜽𝑡 − 𝜽0)) ≈ 𝑓 (𝒙; 𝜽0) + 𝛼 · 𝐶. (8) 310
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where 𝐶 = (𝜽𝑡 − 𝜽0)⊤∇ 𝑓 (𝒙, 𝜽0) is a data and311

model dependent constant.312

It is worth noting that, as the network width ap-313

proaches infinity, Eq. 8 becomes exact and remains314

valid throughout training (Jacot et al., 2018; Arora315

et al., 2019; Lee et al., 2019), which is specifically316

suitable for the LLMs arithmetic scenario.317

The second property is observed by (Ilharco318

et al., 2023), which states that the different task319

vectors are orthogonal:320

Property 6 (Orthogonality of Task Vectors). For321

task vector 𝝉𝑖 = 𝜽𝑖 − 𝜽0 and 𝝉𝑗 = 𝜽 𝑗 − 𝜽0 (𝑖 ≠ 𝑗),322

we have the following equation:323

𝝉⊤𝑖 𝝉𝑗 = (𝜽𝑖 − 𝜽0)⊤(𝜽 𝑗 − 𝜽0) = 0. (9)324

Now, as we previously introduce our first Lemma325

to transform the TLD𝑡 in Eq. 3 into a quadratic326

form with respect to the linear combination of 𝝀327

and 𝜽 . Next, using Property 5,6 and Lemma 7, we328

can upper bound the TLD𝑡 and separate the data329

term and scaling coefficients and models term.330

Theorem 7. The TLD𝑡 can be upper bounded by:331

TLD𝑡 (𝜆1, · · · , 𝜆𝑇 , 𝝉1, · · · , 𝝉𝑇 )332

≤
𝛿2𝑡

2
∥𝜽𝑡 − 𝜽0∥22

{ 𝑇∑︁
𝑘≠𝑡

𝟙𝑡 (𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2
}
, (10)333

where 𝛿𝑡 is a data-dependent constant and we use334

𝟙𝑡 (𝜆2𝑘) to denote (𝜆2
𝑘
)𝟙(𝑘 ≠ 𝑡) + (1 − 𝜆2

𝑘
)𝟙(𝑘 = 𝑡).335

Now, after separating the data-related term to 𝛿𝑡 ,336

the scaling coefficients and models term to 𝟙𝑡 (𝜆2𝑘).337

By summing all the TLD𝑡s, we can separate the338

two terms for ALD:339

Theorem 8. By summing all the TLD𝑡 , we can340

separate the correlation between data term and341

scaling coefficients term in ALD:342

ALD(𝜆1, · · · , 𝜆𝑇 , 𝝉1, · · · , 𝝉𝑇 ) (11)343

≤
𝑇∑︁
𝑡=1

𝛿2𝑡 ∥𝜽𝑡 − 𝜽0∥22

{
𝑇∑︁
𝑘≠𝑡

𝟙(𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2
}
,344

4.4 The Optimal Solution345

After separating the data term and the scaling coef-346

ficients term, we can now reformulate our optimiza-347

tion objective Eq. 11 and derive the closed-form348

optimal solution of the scaling coefficients.349

Theorem 9 (𝜆 decomposition of ALD). For each350

𝜆𝑡 , we use it to decompose Eq. 11 as:351

ALD ≤
𝑇∑︁
𝑡=1

ALD𝜆𝑡 , (12)352

where ALD𝜆𝑡 is: 353

ALD𝜆𝑡 =
𝛿20

2
∥𝜽𝑡 − 𝜽0∥2

[
𝑇∑︁
𝑘=1

𝟙𝑡 (𝜆)∥𝜽𝑘 − 𝜽0∥2
]
,

(13)

354

where 𝛿0 = max𝑡 𝛿𝑡 . The equation above easily 355

leads to a model-exclusive closed-form solution: 356

Theorem 10 (Optimal Scaling Coefficients). We 357

can solve 𝜆𝑡 form Eq 13 by: 358

𝜆𝑡 = argmin
𝜆𝑡

∥𝜽𝑡 − 𝜽0∥2
[

𝑇∑︁
𝑘=1

𝟙𝑡 (𝜆)∥𝜽𝑘 − 𝜽0∥2
]
.

(14)

359

The above equation is quadratic on 𝜆𝑡 and the opti- 360

mal solution for 𝜆𝑡 is: 361

𝜆𝑡 =
∥𝜽𝑡 − 𝜽0∥2∑𝑛

𝑘=1 ∥𝜽𝑘 − 𝜽0∥2
. (15) 362
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Figure 3: Verification of NTK linearization. We ran-
domly sampled the outputs of Llama-2-7b-chat-hf with
different 𝛼. We can see that the sampled outputs are
linearly with 𝛼 as expected.

5 Property Verification 363

In Section 4, we introduced two properties essential 364

to our proof. In this section, we conduct experi- 365

ments to verify these properties. 366

5.1 NTK Linearization 367

Jacot et al. (2018) have proved that when the 368

width of the neural network approaches infin- 369

ity, it demonstrates kernel behavior and the op- 370

timization proceeds in the linear regime. We 371

test Llama-2-7b-chat-hf (Touvron et al., 2023) on 372

AGIEval (Zhong et al., 2023) dataset to verify its 373
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linearity. We have randomly sampled three outputs374

of the Llama-2-7b-chat-hf when 𝛼 in Eq. 8 gets375

value of [0, 0.1, · · · , 1]. For better visualization,376

we also subtract all the outputs using max{𝑦𝑖},377

ensuring they have the same endpoint. From the re-378

sults in Figure 3, we can see that all the outputs are379

almost linear with 𝛼, which indicates that LLMs380

do exhibit a kernel behavior during finetuning.381

5.2 Task Vector Orthogonality382

Ilharco et al. (2023); Yang et al. (2023b) have per-383

formed experiments to verify this property for vi-384

sion models. For LLMs, we also observe similar385

results: these task vectors are almost orthogonal to386

each other. The result has been shown in Figure 4.387

We can see that different task vectors are almost388

orthogonal, and their cosine similarity is nearly 0389

as Eq.9 expected, which verifies the property we390

have used for our proof.
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Figure 4: Verification of orthogonality. We calculate the
cosine similarity between six different task vectors and
find that their cosine similarity is nearly 0.

391

6 Experiments392

In this section, we conduct experiments to demon-393

strate the effectiveness of our MetaGPT. In the first394

section, we demonstrate that our MetaGPT consis-395

tently achieves optimal average performance across396

diverse datasets and is robust for model series with397

varying parameter sizes and architectures. DARE398

and Ties-Merging are task vector-improving meth-399

ods that resolve conflicts and redundant parameters400

between task vectors. We conduct experiments401

to demonstrate that our method is orthogonal to402

theirs and can be integrated to improve the aver-403

age performance further. Finally, we show that the 404

model merged by our MetaGPT has better out-of- 405

distribution generalization ability. 406

6.1 Merging Models Using MetaGPT 407

Dataset and Models. To test the effectiveness of 408

our method, we use Llama-2-7b-chat-hf (Touvron 409

et al., 2023), MAmmoTH-7B (Yue et al., 2023) and 410

llama-2-coder-7b (Manuel Romero, 2023) as mod- 411

els fine-tuned on general knowledge, math, and 412

code datasets using the pre-trained model Llama-2- 413

7B-hf (Touvron et al., 2023). Moreover, we use a 414

different model architecture: Mistral-7B-Instruct- 415

v0.2 (AI), MAmmoTH2-7B-Plus (Yue et al., 2024) 416

and Mistral-7B-codealpaca-lora (Nondzu) as mod- 417

els fine-tuned on general knowledge, math, and 418

code datasets using pre-trained model Mistral 419

7B (Jiang et al., 2023). We also provide experi- 420

ments using models with larger sizes: Llama-2- 421

13b-chat-hf (Touvron et al., 2023), MAmmoTH- 422

13B (Yue et al., 2023), and llama-2-13b-code- 423

chat (TAŞAR, 2023) as models fine-tuned on gen- 424

eral knowledge, math, and code datasets using 425

the pre-trained model Llama-2-13B-hf (Touvron 426

et al., 2023). We use WinoGrande (Sakaguchi 427

et al., 2021) and AGIEval (Zhong et al., 2023) 428

for evaluating general knowledge performance, 429

GSM8K (Cobbe et al., 2021) and MATH (Saxton 430

and Hill, 2019) for testing mathematical reason- 431

ing ability, HumanEval (Chen et al., 2021) and 432

MBPP (Austin et al., 2021) for estimating code- 433

generation capacity. 434

Evaluation Metrics. We use common evalua- 435

tion settings for a single task: 5-shot accuracy for 436

AGIEval, 4-shot accuracy for GSM8K and MATH, 437

3-shot accuracy for MBPP, and zero-shot accuracy 438

for HumanEval and WinoGrande. We employ two 439

key metrics in evaluating different merging meth- 440

ods: absolute average performance and normalized 441

average accuracy. 442

Quantitative Evaluation for LLaMA-2-7B. We 443

use the metrics and datasets we introduced above to 444

evaluate the performance of different methods. We 445

use Weight Average (Wortsman et al., 2022), Task 446

Arithmetic (Ilharco et al., 2023), Ties-Merging (Ya- 447

dav et al., 2024) and DARE (Yu et al., 2023), 448

which are also model exclusive and computation- 449

ally efficient methods, to compare with our method 450

by merging LLaMA-2-7B. The scores in Table 1 451

show that for WinoGrande, AGIEval, GSM8k, and 452

MATH dataset, our method scores 64.25, 32.71, 453
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Table 1: Performance comparison of merging different LLaMA-2-7B fine-tuned models on different datasets.

Model WinoGrande AGIEval GSM8k MATH MBPP HumanEval Abs. Avg Nor. Avg

LM 62.67 34.01 28.66 4.00 22.00 7.31 26.44 0.91
Math 61.64 29.40 47.16 2.40 17.40 11.58 28.26 0.84
Code 61.88 27.41 17.21 2.20 24.80 21.92 25.90 0.84

Weight Average 63.93 31.36 37.68 7.00 23.40 20.12 30.58 1.25
Task Arithmetic 63.54 31.70 37.53 5.20 23.20 19.51 30.11 1.12
Ties Merging 62.67 32.10 37.93 7.40 22.80 18.29 30.20 1.26
DARE 63.27 32.25 37.86 7.00 24.40 19.51 30.72 1.26
MetaGPT(ours) 64.25 32.71 45.41 7.80 21.20 17.68 31.51 1.31

Table 2: Performance comparison of merging different Mistral-7B fine-tuned models on different datasets.

Model WinoGrande AGIEval GSM8k MATH MBPP HumanEval Abs. Avg Nor. Avg

LM 69.30 37.55 47.54 7.80 34.40 34.75 38.56 0.776
Math 63.46 38.06 68.46 28.00 24.00 25.00 41.16 0.854
Code 67.32 40.69 60.73 15.60 43.40 39.02 44.46 0.917

Weight Average 67.88 41.12 62.77 17.40 40.20 38.41 44.63 0.921
Task Arithmetic 67.88 41.41 63.38 18.80 40.20 38.40 45.01 0.932
Ties Merging 67.72 41.06 60.35 17.80 40.20 40.24 44.56 0.924
DARE 67.40 40.58 59.67 19.00 36.00 40.85 43.92 0.913
MetaGPT(ours) 68.35 41.86 66.03 20.80 39.00 35.37 45.24 0.936

45.41, and 7.80, which outperforms other meth-454

ods. For the HumanEval dataset, DARE performs455

best, and for the MBPP dataset, the Weight Av-456

erage method achieves the highest score. Since457

our method aims to achieve the average best per-458

formance, we use absolute average performance459

score and normalized average performance score460

to compare the five methods. We can see that our461

MetaGPT achieves the rank-1 score 31.51, 1.31 in462

both absolute average performance and normalized463

average performance.464

Using Different Model Architecture. We also465

use a different model architecture, Mistral-7B, for466

evaluation, and the result has been shown in Ta-467

ble 2. The scores in Table 2 show similar re-468

sults to LLaMA-2-7B: For WinoGrande, AGIEval,469

GSM8k, and MATH dataset, our MetaGPT scores470

41.86, 68.35, 66.03, 20.8, which outperforms exist-471

ing methods, for HumanEval dataset Weight Aver-472

age, Task Arithmetic, and Ties Merging performs473

best and for MBPP dataset, DARE method achieves474

the highest score.475

Using Larger Model Size. We also test our 476

method using a larger model LLaMA-2-13B (Tou- 477

vron et al., 2023). The scores in Table 3 demon- 478

strate that for AGIEval, Math, and MBPP datasets, 479

our method outperforms other methods. For Wino- 480

Grand, GSM8K, and HumanEval dataset, DARE, 481

Weight Average and Ties-Merging achieves the 482

highest score. Similarly, under the average mea- 483

sure absolute average performance and normalized 484

average performance, our method also outperforms 485

the other five methods. 486

Integrate with Ties/DARE As there are conflicts 487

and redundant parameters between task vectors, 488

DARE (Yu et al., 2023) and Ties-Merging (Yadav 489

et al., 2024) are two methods trying to solve the 490

interfaces, reducing the redundancy and thereby im- 491

proving the performance of task arithmetic. Since 492

our method is also based on the framework of task 493

arithmetic, Ties-merging and DARE are expected 494

to improve the performance of our MetaGPT fur- 495

ther. As we can see in Table 4, under the baseline 496

of Ties-Merging and DARE methods, our method 497

is orthogonal to Ties-Merging and DARE and can 498

integrate them into our MetaGPT, thus leading to 499

7



Table 3: Comparison of performance of merging fine-tuned LLaMA-2-13B on different datasets.

Model WinoGrande AGIEval GSM8K MATH MBPP HumanEval Abs. Avg Nor. Avg

LM 64.80 35.04 42.84 4.80 27.00 15.24 31.62 1.02
Math 60.38 36.74 55.27 3.40 22.60 12.80 31.87 0.93
Code 63.93 32.04 36.47 5.00 26.60 16.46 30.08 1.01

Weight Average 64.88 37.23 53.15 7.60 29.80 21.95 35.77 1.29
Task Arithmetic 65.11 35.48 50.34 7.20 29.80 21.95 34.98 1.25
Ties Merging 65.23 36.02 51.23 7.40 30.20 23.17 35.54 1.28
DAREs 65.70 36.87 51.85 7.60 30.00 22.56 35.76 1.29
MetaGPT(ours) 65.04 37.33 52.92 7.80 30.40 21.95 35.91 1.30

Table 4: MetaGPT can be integrated with DARE and Ties-Merging, thereby leading to further improvment.

Method WinoGrande AGIEval GSM8k MATH MBPP HumanEval Abs. Avg Nor. Avg

Ties-Merging 62.67 32.10 37.93 7.40 22.80 18.29 30.20 1.26
Ties + MetaGPT 62.35 32.91 46.10 8.00 22.40 17.68 31.57 1.33

Dare 63.27 32.25 37.86 7.00 24.40 19.51 30.72 1.26
Dare + MetaGPT 62.99 33.01 45.72 7.60 21.80 18.29 31.57 1.30

further improvement. For example, the average500

absolute performance of DARE has been improved501

by our MetaGPT from 30.72 to 31.57. And the nor-502

malized absolute performance of DARE has been503

improved by our MetaGPT from 1.26 to 1.3. Ties-504

merging also leads to a similar conclusion: the av-505

erage absolute performance of DARE has been im-506

proved by our MetaGPT from 30.20 to 31.57. And507

the normalized absolute performance of DARE has508

been improved by our MetaGPT from 1.26 to 1.33.509

6.2 Out of Distribution Generalization510

Following (Yang et al., 2023b; Jin et al., 2022), we511

also compare the out-of-distribution generalization512

ability of different merging methods. We evalu-513

ate different methods using JEC-QA (Zhong et al.,514

2020), FinanceIQ (DI, 2023), and MedQA (Jin515

et al., 2021) dataset. All three datasets use 5-shot516

accuracy as the evaluation metric. Table 5 sum-517

marizes out-of-distribution generalization perfor-518

mance when merging all domain specific mod-519

els using different methods. As we can see,520

MetaGPT outperforms current methods on these un-521

seen datasets, which demonstrates that MetaGPT is522

more robust to the test data distribution shifts.523

Table 5: Out of distribution Generalization

Model JEC-QA FinancelQ MedQA Avg

LM 31.32 32.83 30.20 31.45
Math 25.56 30.25 24.73 26.85
Code 29.23 30.87 26.25 28.78

Weight Average 30.73 34.17 29.90 31.60
Task Arithmetic 30.85 33.89 30.13 31.62
Ties Merging 30.80 33.53 30.02 31.45
DARE 30.79 33.93 30.17 31.63
MetaGPT(ours) 30.97 34.31 30.07 31.78

7 Conclusion 524

In this paper, we have provided a novel model merg- 525

ing method named MetaGPT, an efficient and opti- 526

mal model-exclusive task arithmetic specifically de- 527

signed for LLMs. We provide the mathematical for- 528

mulation of task arithmetic’s optimization objective 529

and the theoretical analysis of the task arithmetic 530

performance bound. By separating the data and 531

scaling coefficient term under careful approxima- 532

tion, the closed-form solution provides an avenue 533

for optimally achieving task arithmetic without us- 534

ing any data. Extensive experiment results show 535

that our MetaGPT outperforms the existing state-of- 536

the-art model-exclusive merging method and can 537

be integrated with task vector-improving methods 538

such as Ties-Merging and DARE. 539
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8 Limitations540

(1) Our works share the same general limitation541

of existing task arithmetic based methods: Our542

merging method relies on common initialization543

and model architecture, which ensures that the task544

vectors are orthogonal. (2) Moreover, since our545

method is specifically designed for LLMs and relies546

on the NTK linearization, for small size models,547

our method may not perform well.548
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Appendix789

A Proof790

A.1 Proof of Lemma 4791

Using Taylor expansion for L(𝜽final, 𝒙) at 𝜽0:792

L(𝜽final, 𝒙) (16)793

=L𝑡 (
𝑛∑︁

𝑘=1

𝜆𝑘 (𝜽𝑘 − 𝜽0) + 𝜽0, 𝒙𝑡 ) (17)794

=L𝑡 (𝒉𝑡 + 𝜽𝑡 , 𝒙𝑡 ) (18)795

=L𝑡 (𝜽𝑡 , 𝒙𝑡 ) + ∇L𝑡 (𝜽𝑡 , 𝒙𝑡 )𝒉𝑡796

+ 1

2
𝒉⊤𝑡

(∫ 1

0
∇2L𝑡 (𝛾𝑡 (𝛽))𝑑𝛽

)
𝒉𝑡 (19)797

where 𝛾𝑡 (𝛽) = 𝜽𝑡 +𝛽(𝜽final−𝜽𝑡 ) and 𝒉𝑡 is the linear798

combination of 𝝀 and 𝜽:799

𝒉𝑡 =
∑︁
𝑘≠𝑡

𝜆𝑘 (𝜽𝑘 − 𝜽0) − (1 − 𝜆𝑡 ) (𝜽𝑡 − 𝜽0) (20)800

Because the 𝜽𝑡 is fine-tuned using loss L𝑡 , the801

gradient of L𝑡 at 𝜽𝑡 is zero, and the first order802

expansion is 0. Substituting Eq. 19 to Eq. 3, we803

have:804

TLD𝑡 = L𝑡 (𝜽final, 𝒙𝑡 ) − L𝑡 (𝜽𝑡 , 𝒙𝑡 ) (21)805

=
1

2
𝒉⊤𝑡

(∫ 1

0
∇2L𝑡 (𝛾𝑡 (𝛽))𝑑𝛽

)
𝒉𝑡 (22)806

Thus, we have completed the proof.807

A.2 Proof of Theorem 7808

Before starting the proof, we first introduce a809

lemma:810

Lemma 11. Under the Property. 5, the task vector811

is linearly with the gradient.812

𝛿𝑡 (𝜽𝑡 − 𝜽0) = ∇𝜽0 𝑓 (𝒙, 𝜽0) (23)813

Proof: For gradient descent, we have:814

𝜽𝑡 − 𝜽0 =
𝑛∑︁
𝑖=1

𝑙𝑟𝑖∇L𝑖
𝑡 (24)815

=

𝑛∑︁
𝑖=1

𝑙𝑟𝑖
𝜕L𝑖

𝑡

𝜕 𝑓
∇ 𝑓𝑖 (25)816

where 𝑙𝑟𝑖 and ∇L𝑖
𝑡 and ∇ 𝑓𝑖 is the learning rate, gra-817

dient loss, gradient of 𝑓 at step i. From Property 5,818

we can see that the fine-tuning process of 𝑓 occurs819

in the linear regime, which indicates that the first820

order derivative in the task vector direction is an 821

constant. We derivative at 𝜽𝑡 : 822

∇𝜽𝑡 𝑓 (𝒙, 𝜽𝑡 ) = ∇𝜽0 𝑓 (𝒙, 𝜽0) (26) 823

Thus, we substitute all the gradient of 𝑓𝑖 using 824

∇𝜽0 𝑓 (𝒙, 𝜽0): 825

𝛿𝑡 (𝜽𝑡 − 𝜽0) = ∇𝜽0 𝑓 (𝒙, 𝜽0) (27) 826

where
1

𝛿𝑡
=

𝑛∑︁
𝑖=1

𝑙𝑟𝑖
𝜕L𝑖

𝑡

𝜕 𝑓

. Thus, we have completed the proof of the Lemma. 827

For the of loss function, using Property 5 we 828

have: 829

L𝑡 (𝜽𝑡 , 𝒙𝑡 ) = ∥ 𝑓 (𝒙𝑡 , 𝜽𝑡 ) − 𝑦∥2 (28) 830

=∥(𝜽𝑡 − 𝜽0)⊤∇ 𝑓 (𝒙𝑡 ; 𝜽0) + 𝐶0∥2 (29) 831

For the Hessian of loss function, it can be repre- 832

sented as: 833

∇2
𝜽𝑡
L𝑡 = ∇𝜽0 𝑓 (𝒙𝑡 ; 𝜽0)∇⊤

𝜽0
𝑓 (𝒙𝑡 ; 𝜽0) (30) 834

Using Eq. 30 the TLD𝑡 can be represented as: 835

2TLD𝑡 (31) 836

=𝒉⊤𝑡

(∫ 1

0
∇2L𝑡 (𝛾𝑡 (𝛽))𝑑𝛽

)
𝒉𝑡 (32) 837

=𝒉⊤𝑡

(
∇2L𝑡 (𝜽)

)
𝒉𝑡 (33) 838

=𝒉⊤𝑡
(
∇𝜽0 𝑓 (𝜽0, 𝒙𝑡 )∇𝜽0 𝑓

⊤(𝜽0, 𝒙𝑡 )
)
𝒉𝑡 (34) 839

=tr
{
𝒉⊤𝑡

(
∇𝜽0 𝑓 (𝜽0, 𝒙𝑡 )∇𝜽0 𝑓

⊤(𝜽0, 𝒙𝑡 )
)
𝒉𝑡

}
(35) 840

≤tr(𝒉𝒉⊤)tr
(
∇𝜽0 𝑓 (𝜽0, 𝒙𝑡 )∇𝜽0 𝑓

⊤(𝜽0, 𝒙𝑡 )
)

(36) 841

For tr(𝒉𝒉⊤), using Property. 6, we have: 842

tr(𝒉𝒉⊤) (37) 843

=






 𝑇∑︁
𝑘≠𝑡

𝜆𝑘 (𝜽𝑘 − 𝜽0) − (1 − 𝜆𝑡 ) (𝜽𝑡 − 𝜽0)⊤





2 (38) 844

=

𝑇∑︁
𝑘≠𝑡

[
𝟙𝑘≠𝑡 (𝜆2𝑘) + 𝟙𝑘=𝑡 (1 − 𝜆2𝑘)

]
∥𝜽𝑘 − 𝜽0∥2

(39)

845

=

𝑇∑︁
𝑘≠𝑡

[
𝟙(𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2

]
(40) 846

where (𝜆2𝑘)𝟙(𝑘 ≠ 𝑡)+(1−𝜆2𝑘)𝟙(𝑘 = 𝑡) B 𝟙𝑡 (𝜆2𝑘).
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For the second part:847

tr(∇𝜽0 𝑓 (𝜽0, 𝒙𝑡 )∇𝜽0 𝑓
⊤(𝜽0, 𝒙𝑡 )), using Lemma 11848

we can have:849

tr
(
∇𝜽0 𝑓 (𝜽0, 𝒙𝑡 )∇𝜽0 𝑓

⊤(𝜽0, 𝒙𝑡 )
)
= 𝛿2𝑡 ∥𝜽𝑡 − 𝜽0∥2

(41)
850

Thus, for TLD𝑡 we can upper bound it by851

TLD𝑡 ≤
𝛿2𝑡

2
∥𝜽𝑡 − 𝜽0∥22

{ 𝑇∑︁
𝑘≠𝑡

𝟙𝑡 (𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2
}

(42)

852

A.3 Proof of Theorem 8853

By summing Eq.42 from 1 to T, we can complete854

the proof.855

ALD ≤
𝑇∑︁
𝑡=1

𝛿2𝑡

2
∥𝜽𝑡 − 𝜽0∥22

{ 𝑇∑︁
𝑘≠𝑡

𝟙𝑡 (𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2
}

(43)

856

A.4 Proof of Theorem 9857

First, for Eq. 43, we have:858

ALD ≤
𝛿2𝑡

2

𝑇∑︁
𝑡=1

∥𝜽𝑡 − 𝜽0∥22
{ 𝑇∑︁
𝑘≠𝑡

𝟙𝑡 (𝜆2𝑘)∥𝜽𝑘 − 𝜽0∥2
}

(44)

859

where 𝛿0 = max{𝛿𝑖} For Eq. 44, it is easy to verify860

that the terms containing 𝜆𝑡 can be represented as:861

ALD𝜆𝑡 =
𝛿2𝑡

2
∥𝜽𝑡 − 𝜽0∥2

[
𝑇∑︁
𝑘=1

𝟙𝑡 (𝜆)∥𝜽𝑘 − 𝜽0∥2
]

(45)

862

Thus, the ALD can be upper bounded by863

ALD ≤
𝑇∑︁
𝑡=1

ALD𝜆𝑡 (46)864

A.5 Proof of Theorem 10865

Because each ALD𝜆𝑡 does not contain other scaling866

coefficients. We can solve each optimal 𝜆𝑡 from867

ALD𝜆𝑡 :868

𝜆𝑡 = argmin
𝜆𝑡

𝛿20

2
∥𝜽𝑡 − 𝜽0∥2

[
𝑇∑︁
𝑘=1

𝟙𝑡 (𝜆)∥𝜽𝑘 − 𝜽0∥2
]

(47)

869

= argmin
𝜆𝑡

∥𝜽𝑡 − 𝜽0∥2
[

𝑇∑︁
𝑘=1

𝟙𝑡 (𝜆)∥𝜽𝑘 − 𝜽0∥2
]

(48)

870

The RHS of the above equation is quadratic on 𝜆𝑡 871

and and the optimal solution for 𝜆𝑡 is: 872

𝜆𝑡 =
∥𝜽𝑡 − 𝜽0∥2∑𝑛

𝑘=1 ∥𝜽𝑘 − 𝜽0∥2
(49) 873

B Details of Models and Datasets 874

Table 7 shows the versions and correspondence 875

with pre-trained backbones of fine-tuned LLMs. 876

Table 8 shows the details of the datasets we use in 877

our paper. 878

C Infra and hardware details 879

We use PyTorch as the deep learning framework. 880

We merge and evaluate the neural networks using 881

A100 GPUs. 882

D Hyper-parameter Setting 883

For both DARE and TIES-Merging, the density of 884

0.55 is used, and the open-source tool MergeKit1 885

is employed for the merging process. 886

E Details of different Methods 887

We give a detailed comparison of the current merg- 888

ing method below from the perspective of extra 889

data information, time complexity, and optimal 890

performance. The time complexity for forward 891

and backward processes is denoted as FW and BP. 892

For RegMean, it requires the inner product data 893

matrices for layer input to calculate the updated 894

parameters. It only requires a forward process, but 895

loading all the inner products of the layer input ma- 896

trix requires O(𝜃2) memory. For Fisher merge, it 897

also requires the data to calculate the Fisher Matrix, 898

which requires the forward process to calculate 899

the Fisher matrix and O(𝜃2) memory to store the 900

Fisher matrix. Grid-search Task Arithmetic (G- 901

Task Arithmetic) requires O(𝐺T × TFW) forward 902

process to evaluate, where G is the grid number 903

(G = 100 means 100 girds from 0 to 1) and T is 904

the number of tasks. The space complexity is also 905

equal to the memory requirement of the forward 906

process. For Adamerging, it simultaneously loads 907

T LLMs to optimize, whose time complexity is 908

O(TBP) and space complexity is: O(SBP × 𝑇). For 909

weight average, task arithmetic, and MetaGPT, they 910

all do not need extra data information, which is 911

model exclusive. Their time and space complexity 912

is O(1) and O(𝑛), but only our MetaGPT achieves 913

optimal performance. 914

1https://github.com/arcee-ai/mergekit/tree/main
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Table 6: Extra data information requirement, time and space complexity, and optimally of current methods. The time
complexity for forward process and back propagation are denote by TFW,TBP. The space complexity for forward
process and back propagation are denote by SFW,SBP. T is the number of task, 𝜃 is the number of parameters and G
is the grid number (G = 100 means 100 girds from 0 to 1).

Extra Data Info Time Complexity Space Complexity Optimal Apply to LLMs

RegMean ! O(TFW) O(𝜃2) ! %

Fisher Merge ! O(TFW) O(𝜃2) ! %

G-Task Arithmetic ! O(𝐺T × TFW) O(SFW) ! %

AdaMerging ! O(TBP) O(SBP × 𝑇) ! %

Task Arithmetic % O(1) O(𝑛) % !

Weight Average % O(1) O(𝑛) % !

MetaGPT % O(1) O(𝑛) ! !

Table 7: Details of datasets we used for our evaluation.

Dataset
Number of

Training Examples
Number of

Validation Examples
Number of

Testing Examples
Evaluate Metric

WinoGrande 9248 1267 1767 0-shot accuracy

AGIEval N/A N/A 8062 5-shot accuracy

GSM8k 7473 N/A 1319 4-shot accuracy

Math 7500 N/A 1500 4-shot accuracy

MBPP 374 30 500 3-shot accuracy

HumanEval N/A N/A 164 0-shot accuracy

JEC-QA N/A N/A 26365 5-shot accuracy

FinancelQ N/A N/A 7173 5-shot accuracy

MedQA N/A N/A 61097 5-shot accuracy

Table 8: Details of models we used for our evaluation.

Pre-trained Model Task Fine-tuned-Models

LLaMA-2-7b

General Knowledge meta-llama/Llama-2-7b-chat-hf
Mathematical Reasoning TIGER-Lab/MAmmoTH-7B
Code Generating mrm8488/llama-2-coder-7b
Chinese hfl/chinese-llama-2-7b
Spanish clibrain/Llama-2-7b-ft-instruct-es
Japanese elyza/ELYZA-japanese-Llama-2-7b

Mistral-7b
General Knowledge mistralai/Mistral-7B-Instruct-v0.2
Mathematical Reasoning TIGER-Lab/MAmmoTH2-7B
Code Generating Nondzu/Mistral-7B-codealpaca-lora

LLaMA-2-13b
General Knowledge meta-llama/Llama-2-13b-chat-hf
Mathematical Reasoning TIGER-Lab/MAmmoTH-13B
Code Generating emre/llama-2-13b-code-chat
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