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Abstract

While recent success of large reasoning models (LRMs) significantly advanced
LLMs’ reasoning capability by optimizing the final answer accuracy using rein-
forcement learning, they may also drastically increase the output length due to
overthinking—characterized by unnecessarily complex reasoning paths that waste
computation and potentially degrade the performance. We hypothesize that such
inefficiencies stem from LRMs’ limited capability to dynamically select the proper
modular reasoning strategies, termed thinking patterns at the right position. To
investigate this hypothesis, we propose a dynamic optimization framework that
segments model-generated reasoning paths into distinct thinking patterns, systemat-
ically identifying and promoting beneficial patterns that improve the answer while
removing detrimental ones. Empirical analysis confirms that our optimized think-
ing paths yield more concise yet sufficiently informative trajectories, enhancing
reasoning efficiency by reducing attention FLOPs by up to 47% while maintain-
ing accuracy for originally correct responses. Moreover, a non-trivial portion of
originally incorrect responses are transformed into correct ones, achieving a 15.6%
accuracy improvement with reduced length. Motivated by the improvement brought
by the optimized thinking paths, we apply a preference optimization technique
supported by a pairwise dataset contrasting suboptimal and optimal reasoning paths.
Experimental evaluations across multiple mathematical reasoning benchmarks re-
veal that our method notably reduces computational overhead while simultaneously
improving reasoning accuracy, achieving up to a 12% accuracy improvement and
reducing token usage from approximately 5,000 to 3,000 tokens.

1 Introduction

Recent advancements in Large Reasoning Models (LRMs) [13, 44, 9] have substantially enhanced
their capabilities across various complex reasoning-intensive tasks. These advancements have largely
been driven by outcome-only-based reinforcement learning (RL) [23, 25, 12, 16], which train models
to maximize the final answer accuracy. Models trained under this framework prioritize producing
the correct answer over generating an optimal reasoning trajectory, and thus can sometimes produce
long reasoning paths, i.e., test-time scaling, achieving strong performance even in complex scenarios
[28, 36, 15]. While these methods effectively increase the correctness of final predictions, they
also reveal inherent limitations [19]. One notable issue frequently observed in current LRMs is the
tendency toward overthinking [4, 29, 31], characterized by excessively prolonged reasoning paths or
unnecessarily intricate inference steps. This behavior typically results in significant computational
inefficiencies, increasing resource usage without improvement in performance, and can even degrade
overall performance due to excessive exploration [30, 2, 27, 22].
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We hypothesize that this inefficiency largely stems from current LRMs’ limited capability to dynami-
cally identify and select optimal reasoning strategies—referred to hereafter as thinking patterns—at
critical junctures within the reasoning process. A thinking pattern is defined as a modular reasoning
segment that performs a distinct cognitive function, such as hypothesis generation, self-verification,
intermediate summarization, or exploring alternative scenarios [7]. An ideal LRM should dynamically
utilize beneficial thinking patterns while minimizing or discarding unnecessary or detrimental ones,
thus improving computational efficiency without compromising accuracy.

To investigate this hypothesis, we formulate the enhancement of reasoning efficiency as a constrained
optimization problem aimed at minimizing the expected computational cost of reasoning trajectories
while preserving or improving task performance. Subsequently, we propose a framework for Dynamic
Thinking pattern Optimization (DTO), specifically designed to refine the selection of modular
reasoning strategies. Our proposed method operates by first segmenting model-generated reasoning
trajectories into identifiable thinking patterns. We then systematically evaluate each segment’s
contribution, classifying it as positive or negative based on its impact on reasoning efficiency. By
identifying appropriate finalization points and selectively pruning negative segments while reinforcing
positive ones, our approach not only compresses the original reasoning paths into concise, effective
trajectories, but also enables the transformation of flawed reasoning traces associated with incorrect
outcomes into more coherent and accurate alternatives. In contrast to prior methods, which rely
heavily on heuristic truncation [4] or aggregate metrics like token length [27, 17], our framework
explicitly models and optimizes the individual contributions of reasoning segments, enabling a more
precise enhancement of reasoning efficiency.

To explicitly guide LRMs toward more optimal reasoning behaviors, we integrate a preference
optimization approach [20], leveraging a specialized pairwise dataset that contrasts suboptimal and
optimal reasoning trajectories based on our framework. This encourages models to preferentially
adopt thinking patterns demonstrated to yield superior efficiency and effectiveness. We validate
our framework through extensive experiments conducted across multiple established mathematical
reasoning benchmarks. The results consistently demonstrate that our approach reduces computational
requirements while simultaneously enhancing reasoning performance. Our contributions and findings
are summarized as follows:

* We formulate the enhancement of LRM reasoning efficiency as a constrained optimization problem,
and introduce a dynamic optimization framework called DTO, for this purpose.

* We empirically validate that dynamically selecting optimal thinking patterns significantly improves
reasoning efficiency.

* Leveraging a preference optimization strategy based on pairwise trajectory comparisons, we achieve
high reasoning efficiency across various mathematical reasoning benchmarks, attaining up to 12%
higher accuracy over the original LRM, while reducing token usage from around 5,000 to 3,000.

2 Related Work

Large Reasoning Models. LLMs have traditionally exhibited rapid, intuitive decision-making
aligned with System 1 thinking. Recent efforts aim to equip them with more deliberate, System 2
reasoning abilities. Early studies primarily adopted prompting-based methods, such as chain-of-
thought, to elicit explicit step-by-step reasoning [34, 32, 39, 14]. While effective for structured
reasoning, these methods often struggled with complex, multi-step problems [36]. To address
this, later work introduced test-time scaling techniques [28, 3, 35, 24], incorporating search and
verification during inference to boost accuracy. More recently, Large Reasoning Models (LRMs) have
been developed to internalize sophisticated reasoning capabilities within the model itself [9, 44, 13].
They are typically trained via outcome-based RL that focuses on maximizing final answer accuracy
[23, 25, 12]. While effective for improving correctness, it may inadvertently lead to overthinking—
unnecessarily long or complex reasoning paths that reduce computational efficiency [4, 29, 31].

Reasoning Efficiency of LRMs. Several recent studies have addressed the issue of reasoning
efficiency in LRMs. For example, some studies [22, 41, 2, 30, 1, 38, 26, 11] have introduced various
length-based objectives integrated with RL approaches, while other efforts [40, 42] have employed
SFT supplemented by the collection of effective datasets. Complementary to these strategies, another
line of research [17, 4, 27] has investigated post-hoc refinement and scoring mechanisms for reasoning



Q: If a and b are integers such that ab = 17 mod 20, then what is the remainder when (a+10)(b+10) is divided by 20? (Answer: 17)

Wait, 10a + 10b can be factored as 10 x (a + b). So, 10(a + b) mod 20. p2 =0.0
~ Hmm, so that term is 10 times hing, and dulo 20. 1 ber that if you have a multiple of 10 modulo 20, it's either 0 or 10.
< | Because 10 * even number is 0 mod 20, and 10 * odd number is 10 mod 20. |
& | So, 10(a + b) is either 0 or 10 mod 20, depending on whether (a + b) is even or odd.
So, we have 17 + 10(a + b) mod 20. So, that would be: If a + b is even, then 10(a + b) = 0 mod 20, so the total is 17 + 0 = 17 mod 20.
If a + b is odd, then 10(a + b) = 10 mod 20, so the total is 17 + 10 = 27 mod 20, which is 7. Keep Pattern 2
o | Wait, so depending on whether a + b is even or odd, the result is either 17 or 7. p3 =0.0
c
Y|
2 lit's possible that a + b can be either even or odd, so we might have two possible remainders. ,W
« | Wait, maybe I can express (a + 10)(b + 10) as ab + 10a + 10b + 100, which we already did. P11 =0.0
-
E So, 10(a + b) mod 20 is either 0 or 10, depending on a +b.
A
-4,
Wait, but maybe we can find the parity of a + b. Let's think about that. P12=0.8
Given that ab = 17 mod 20. So, ab is congruent to 17 mod 20.
N Let's think about the possible values of a and b modulo 20. Since 20 is the modulus, a and b can each be from 0 to 19.
| o
& | both aand b are odd, so their sum a + b is even. Because odd + odd = even. So, a + b is even.
Therefore, 10*(a + b) mod 20 is 0, since 10*even = multiple of 20. Therefore, 10(a + b) = 0 mod 20.
So, going back, (a + 10)(b + 10) = 17 + 0 =17 mod 20. Keep Pattern 12
)
: But hold on, earlier I thought it could be 17 or 7, but now since both a and b are odd, their sum is even, P13 =1.0
& | s0 10%(a + b) is 0 mod 20, so 17 + 0 is 17. So, the remainder is 17. Keep Pattern 13
[ @ 8finatize (Hmm, | think this is enough to derive the final answer.) © s” ]—
~ H
‘: Wait, this is getting a bit tedious, but I think the key point is that a and b must both be odd because 17 is odd and 20 is even, P37 =1.0
£ |se their product has to be odd, so both aand b are odd. ...

Figure 1: Ilustration of DTO. We construct a truncated reasoning trajectory A by identifying the point
where the probability score p; in Equation (6) exceeds a threshold 7" = 1.0, and then applying the binary
selection function f(-) from Equation (7). We then append the finalization pattern dnaiize and sampled answer
s* (Equation (9)) to form Al Finally, the pruning function g(-) (Equation (11)) refines the trajectory into the
optimized version AY, as illustrated in the orange box.

trajectories generated by models, demonstrating promising results with relatively low computational
overhead. Our method builds on this line of work, leveraging its demonstrated efficiency and broad
applicability. Although primarily evaluated on base LRMs, these approaches can be generally applied
to models trained or fine-tuned through other efficiency-enhancing strategies. More specifically, Luo
et al. [17] introduced the Length-Harmonizing score, combining reasoning accuracy and token length
within a PPO-style fine-tuning objective to encourage more concise reasoning paths. Preference-
based optimization approaches, as explored by Chen et al. [4] and Shen et al. [27], have also proven
effective. These methods construct pairwise datasets to guide models toward more efficient reasoning.
Specifically, Chen et al. [4] generates positive samples by instructing an LLM to truncate correct
reasoning at the point where an initial solution is followed by a reflective step, while Shen et al. [27]
employs a scorlng mechanism favoring shorter correct and longer incorrect responses when forming
pairwise comparisons. Nevertheless, these methods primarily rely on aggregate-level metrics such as
token length or heuristic truncation points. As a result, they are limited in their ability to precisely
assess and optimize the contribution of individual reasoning segments, potentially hindering more
optimal efficiency. To address this limitation, we propose a dynamic optimization framework that
operates at the segment level.

3 Dynamic Optimization of Thinking Patterns

Reasoning trajectories generated by LRMs exhibit a discernible structure, where distinct segments
serve specific cognitive roles such as self-verification, intermediate summarization, or exploring
alternatives [7]. We refer to these segments as thinking patterns, which can often be identified
through linguistic cues such as “Wait”, “Alternatively” that signal shifts in reasoning strategy. As
illustrated in Figure 1, certain thinking patterns promote reasoning progress by facilitating equation
formulation and step-by-step computation. Conversely, other patterns hinder efficiency by repeating
prior reasoning or continuing unnecessary verification without contributing to the reasoning process.
We hypothesize that such inefficiencies in LRMs stem from their limited ability to dynamically
select appropriate thinking patterns at critical moments. For example, models may fail to terminate
reasoning even after sufficient evidence has been gathered. To investigate this hypothesis, we
formulate the enhancement of reasoning efficiency as a constrained optimization problem, aiming



to reduce computational cost while enforcing a lower bound on task performance. Building on this
formulation, we introduce a dynamic optimization framework termed DTO that identifies and prunes
unproductive segments and reinforces those that contribute positively.

3.1 Problem Formulation

Let A, be a finite list of thinking patterns for problem  ~ D, i.e., A, = [01, 02, ..., 0y, ], where D
denotes the underlying distribution over input problems. Each thinking pattern  incurs a non-negative
computational cost ¢(d) > 0, typically quantified by metrics such as token length or FLOPs. The

total cost of the reasoning trajectory A, is therefore given by:

C(Az) = Y (@) o))

SEA,

Here, our objective is to construct reasoning trajectories that integrate effective thinking patterns
to achieve high reasoning efficiency. Formally, we define the constrained optimization problem as
follows, aiming to minimize the expected computational cost while maintaining task performance at
or above its prior level:
minimize  E,p[C(A,)]
Ap=[61,-0n,] )
subjectto  E,.p[P(A:)] > «,

where P(-) denotes a task-specific performance metric such as final answer accuracy, and « represents
a lower bound on the expected task performance, e.g., the expected performance of the original
trajectories generated by a base LRM if we aim to maintain the original performance.

3.2 DTO: Constructing Optimal Reasoning Trajectories

To solve the problem defined in Equation (2), we must first characterize what constitutes an optimal
trajectory under this formulation. We define such a trajectory as one that incrementally generates
thinking patterns conducive to achieving the reasoning objective, such as narrowing down possibilities
or providing key insights, and terminates the reasoning process once sufficient information has been
accumulated to produce a correct answer. To extract such optimal reasoning trajectory from an
LRM-generated response, we follow a two-step procedure: (1) identify the appropriate point at
which the reasoning should be finalized, and (2) prune intermediate thinking patterns that do not
meaningfully contribute to the reasoning objective.

Given a reasoning trajectory y generated by a LRM y for a problem z with a known ground-truth
answer ¢, we segment ¥ into a sequence of distinct thinking patterns:

Y= [611"'75ny]7 ?JNWG(CU)- (3)
To systematically determine optimal termination points, inspired by [6], we define an exit thinking
pattern, Jex;, expressed as “... Wait, I suddenly got the final answer to the whole

problem. Final Answer: \boxed{”. For each candidate termination point 7, we construct a partial
trajectory 7; by appending the exit pattern:

Ti:51@62@~~'@6i@6exit7 fOfi:l,...,ny. (4)
We then employ Monte Carlo estimation, sampling multiple completions:
Ri={r1,re,...,Tm}, T ~ (7). 3)

Benefiting from highly efficient and parallelizable inference frameworks [45], and by restricting
generation to a small number of tokens with a slight margin over the token length of the ground-truth
answer a*, this process can be executed in a lightweight manner. We then determine the probability
p; of deriving the correct answer at index ¢ by:

pi=|{r e Ri|a* €r}/IRi| 6)

We define the earliest index ¢ = 4’ such that p; exceeds a predefined threshold T, and apply a binary
selection function over the thinking patterns:

ﬂmz{lﬁ@gﬂ ™

0 otherwise,
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Figure 2: Comparison of dynamically optimized vs. original responses, and max; p; distributions
in incorrect cases. (a), (b) Dynamic optimization preserves accuracy for correct responses while reducing
attention FLOPs (47%, 40%), and improves accuracy for incorrect ones (15.6%, 7.8%) with lower FLOPs. (c)
shows max; p;, the maximum estimated correctness probability across thinking patterns (Equation (6)). High
values suggest that even incorrect trajectories often contain a promising intermediate segment.

yielding the truncated reasoning trajectory:
Al =[oiey| f0)=1], ®)
where y is the whole trajectory in Equation (3).

Next, we introduce a special finalize thinking pattern, dgqaize, Which signals that sufficient reasoning
has been conducted—similar to how a human might intuitively recognize when to stop deliberating
and provide an answer. This is expressed as “Hmm, I think this is enough to derive
the final answer.” Unlike dexit, Ofinalize COherently concludes the reasoning process. We sample
completions conditioned on the finalized trajectory:

Spar ={s1,52,..., 8k}, 5~ 7o (AL & Spinatize)- )

Among the correct completions in S Af> WE select the shortest one, s*, and construct a refined

reasoning trajectory: 5
A£ == AJ; 5] 5ﬁnalize ¥ s (10)

To further optimize AJ; we evaluate the utility of each intermediate thinking pattern using an auxiliary

LLM p4. Given a dedicated prompt (see Appendix A.4), the model determines whether each §; € Al
meaningfully contributes to deriving a*. Note that we instructed the model to remove segments only
if they add no meaningful content, are factually incorrect in a harmful way, or are entirely off-topic
or unhelpfully redundant, so as to avoid compromising the model’s reasoning capability. To further
ensure that the pruned sequence, which excludes §;, still leads to the correct answer, we consider the
following trajectory:

ASV = [5j e Al ‘ 0; # 6;, and before “\boxed”] ,

and perform a quick decoding step for validation. Patterns that are deemed redundant and pass
validation are removed via the following pruning function:

Y

(6)) = 1 if §; can be removed from A/
IO =0 otherwise.

This results in the final optimized reasoning trajectory as follows:

Af =[0;€ AL 19(0;) # 1] (12)
Please refer to Appendix A.3 for the full algorithm of our framework.
3.3 Analysis

In this section, we compare the original trajectory y sampled from the base LRM with the optimized
trajectory A¢ defined in Equation (12).



Setup. We use a dataset consisting of 5,000 samples drawn from the MATH [10] training set'
and employ the DeepSeek-R1-Distill-Qwen-1.5B [9] and DeepScaleR-1.5B-Preview [18] as my and
Llama-3.3-70B-Instruct [8] as an auxiliary LLM p4. For each problem, we sample 4 responses. If
at least one response is correct, we construct a reasoning trajectory AY by applying our proposed
framework to a randomly selected correct response. If no correct responses are available, we instead
apply the same procedure to a randomly selected incorrect response. We set the temperature to
0.6, top_p to 0.95, and max_tokens to 8192. The value of M in Equation (5) was set to 10, K in
Equation (9) was set to 4, and the threshold 7T’ is set to 1.0, signaling that the model has accumulated
sufficient information to produce the correct answer.

Results. As illustrated in Figure 2a and Figure 2b, the responses optimized using our method
require substantially fewer attention FLOPs compared to the original responses from the base LRM.
Specifically, for responses that originally produced a correct answer, our method reduces attention
FLOPs consumption by 47% and 40% for DeepSeek-R1-Distill-Qwen-1.5B and DeepScaleR-
1.5B-Preview, respectively, while preserving correctness. Interestingly, for responses that initially
yielded incorrect outcomes, applying our framework to induce more effective thinking patterns such
as finalizing reasoning at appropriate termination points transforms a non-trivial portion of them
into correct ones, improving accuracy by 15.6% and 7.8% for DeepSeek-R1-Distill-Qwen-1.5B
and DeepScaleR-1.5B-Preview, respectively, while also reducing FLOPs consumption. To better
understand why this is possible, we analyze max; p; for responses that were originally incorrect
in Figure 2c and Figure 4. As described in Equation (6), p; denotes a Monte Carlo estimate of
the probability that the model produces the correct answer when terminated at the i-th thinking
pattern. We find that, even in incorrect responses, many intermediate segments exhibit high p; values,
suggesting that the model temporarily arrives at high-quality partial reasoning steps. This observation
indicates that our method can effectively restructure these responses with more appropriate thinking
patterns, thereby improving accuracy while consistently lowering the computational cost.

4 Preference Optimization Towards Optimal Reasoning Behaviors

Thus far, we have demonstrated that our dynamic optimization framework enables the construction
of significantly more efficient reasoning trajectories by selecting appropriate thinking patterns at
the right points in the reasoning process. In this section, we leverage the framework to construct a
contrasting pair dataset of optimized and suboptimal reasoning trajectories, and examine the impact
of applying a preference optimization technique using this dataset.

4.1 Preference Optimization with Dynamically Optimized Trajectories

To apply the preference optimization technique, we first construct a pairwise dataset (y.,,y;) for
each problem x ~ D. For each x, we aim to generate [N response pairs. Specifically, we begin by
sampling 4 responses from the LRM 7y. Let N, denote the number of correct responses among
them. If N. > N, we select the N shortest correct responses and apply our dynamic optimization
framework to generate optimized trajectories, which are used as y,,. If N. < N, we select all N,
correct responses and additionally sample N — N, incorrect responses at random. We then apply
our framework to these [NV responses to obtain optimized trajectories as y,,. For each y,,, we select
the longest unoptimized trajectory among the sampled responses to serve as the corresponding y;,
thereby constructing the final pairwise dataset D’. We then apply SimPO [20], which demonstrates
strong performance while incurring relatively low computational cost, in order to guide the LRM
toward more optimal reasoning behaviors:

Lsimpo(T6) = —E (4., .y)~D’ lloga <yﬂ| log 7o (Yo | ) — |§l| logmo(yi | ) — 7)1 . (13)

where ( and y are hyperparameters, o (-) denotes the sigmoid function, and |y,,| and |y;| represent
the token lengths of y,, and y;, respectively. Please refer to Appendix A for more details.

'We followed the split used in Luo et al. [17]



Table 1: Comparison with other methods on the DeepSeek-R1-Distill-Qwen-1.5B model. We evaluate the
effectiveness of our method using a dynamic optimization framework and a preference optimization technique
applied to DeepSeek-R1-Distill-Qwen-1.5B by comparing it against existing methods.

MATH GSMS8K Gaokao
Method Acc. (1) #Tokens (/) Eff. (1) Acc. (1) #Tokens(]) Eff. (1) Acc. (1) #Tokens(]) Eff. (1)
Instruct ver. [37] 76.36 555.16 N/A 85.37 315.44 N/A 65.13 575.86 N/A
Baseline 79.80 3543.44 1.000 82.13 1382.99 1.000 66.62 3725.16 1.000
Fast Prompt 81.17 3354.99 1.074 85.14 1894.73 0.757 69.68 3634.30 1.072
SFT 81.28 3180.10 1.135 80.12 933.89 1.445 67.34 3245.37 1.160
O1-Pruner [17] 82.31 2593.06 1.409 80.67 669.41 2.029 66.69 2827.81 1.319
DAST [27] 83.35 2817.94 1.313 84.02 1174.89 1.204 69.42 3058.96 1.269
FCS + Ref. [4] 84.72 2548.55 1.476 84.29 1080.19 1.314 71.30 2750.35 1.450
DTO (Ours) 85.48 1936.19 1.960 83.91 844.18 1.674 72.66 2137.59 1.901
AMC2023 AIME2024 AIME2025
Method Acc. (1) #Tokens (]) Eff. (1) Acc. (1) #Tokens(]) Eff.(T) Acc. () #Tokens(]) Eff. (1)
Instruct ver. [37] 54.75 786.43 N/A 11.22 956.11 N/A 8.11 887.40 N/A
Baseline 58.25 5338.54 1.000 21.44 7359.24 1.000 18.89 7236.66 1.000
Fast Prompt 61.00 5073.15 1.102 21.56 7261.19 1.019 20.33 7137.90 1.091
SFT 61.08 5030.76 1.113 23.78 7151.84 1.141 18.44 7122.97 0.992
O1-Pruner [17] 65.50 4370.83 1.373 21.78 7015.30 1.066 17.67 6742.34 1.004
DAST [27] 66.58 459091 1.329 24.00 7077.45 1.164 19.78 6846.85 1.107
FCS + Ref. [4] 68.92 4166.60 1.516 24.44 6698.77 1.252 20.67 6545.62 1.210
DTO (Ours) 70.25 3376.98 1.907 28.00 5877.44 1.635 21.11 5689.38 1.421

4.2 Experiments

Dataset. We evaluate our method against various existing approaches across several established
mathematical reasoning benchmarks, including the test sets of MATH [10], GSMS8K [5], Gaokao
(Mathematics) [43], AMC2023, AIME2024, and AIME2025.

Baselines. In line with prior works [4, 27, 17], we compare our method against the following
baselines: Instruct ver. refers to the instruction-tuned version of the base model on which the LRM
is trained. Baseline denotes the base LRM 7y without any additional prompting or fine-tuning. Fast
Prompt [17] appends the instruction “Solve the problem as quickly as possible” to the original
prompt (see Appendix A.4) and uses the resulting prompt to generate responses. SFT represents
supervised fine-tuning of 7y using N correct and shortest responses from the model. O1-Pruner
[17] scores reasoning trajectories generated by the LRM using the Length-Harmonizing score, which
jointly considers accuracy and token length. N trajectories per problem z are then used to fine-tune
the model via a PPO-style objective. DAST [27] introduces a self-defined token length budget,
formulated as a linear combination of the average token length of correct responses and a predefined
maximum generation length. Leveraging this, it assigns preference scores to responses sampled from
a LRM, favoring shorter correct responses and longer incorrect ones during pairwise data construction.
A response pair is formed when the score margin exceeds 0.3, and the resulting dataset is used to
apply a preference optimization method with at most NV trajectories per problem z. FCS + Ref. [4]
constructs a pairwise dataset by leveraging heuristic truncation points in LRM-generated trajectories.
Specifically, when a correct response is present, the LLM 1 is prompted to identify the locations of
the First Correct Solution and the subsequent Reflection. The segment up to the reflection point is
extracted as the positive example (at most N per problem x), while the longest trajectory among the
sampled responses is selected as the negative example. Preference optimization technique is then
applied to problems for which such pairwise data can be constructed—that is, when at least one
correct response is available.

Metrics. For each dataset, we report both the average accuracy and the average number of generated
tokens. Additionally, inspired by Qu et al. [21], we compute the following efficiency metric #:

]E:CND,me;*(Q:) [’P(y)} . Ewa,yowﬂg(z) [C(yO)]
EI~D>yo~we(Z)[P(y0)] Em~D,y~w9*(z)[C(y)]

n = (14)

Here, P(-) measures final answer accuracy, C(-) denotes the number of generated tokens, 7y represents
the original base model, while my« corresponds to the model after applying a specific method. A
higher value of 7 indicates a more favorable trade-off between inference efficiency and performance.



Table 2: Comparison with other methods on the DeepScaleR-1.5B-Preview. We evaluate the effectiveness
of our method using a dynamic optimization framework and a preference optimization technique applied to
DeepScaleR-1.5B-Preview by comparing it against existing methods.

MATH GSMS8K Gaokao
Method Acc. (1) #Tokens (/) Eff. (1) Acc. (1) #Tokens(]) Eff. (1) Acc. (1) #Tokens(]) Eff. (1)
Instruct ver. [37] 76.36 555.16 N/A 85.37 315.44 N/A 65.13 575.86 N/A
Baseline 88.48 2700.37 1.000 87.38 1601.98 1.000 75.97 3053.67 1.000
Fast Prompt 89.41 2601.49 1.049 88.38 1652.94 0.980 77.01 2941.73 1.052
SFT 89.19 2634.80 1.033 86.43 1469.03 1.079 76.23 2950.22 1.039
O1-Pruner [17] 89.74 2259.56 1.212 86.41 1235.48 1.282 77.47 2539.68 1.226
DAST [27] 89.74 2551.49 1.073 86.71 1502.93 1.058 77.21 2880.06 1.078
FCS + Ref. [4] 88.81 2247.38 1.206 88.10 1254.06 1.288 77.21 2531.05 1.226
DTO (Ours) 89.14 1994.27 1.364 87.23 1184.53 1.350 77.01 2269.98 1.364
AMC2023 AIME2024 AIME2025
Method Acc. (1) #Tokens (]) Eff. (1) Acc. (1) #Tokens(]) Eff.(T) Acc. () #Tokens(]) Eff. (1)
Instruct ver. [37] 54.75 786.43 N/A 11.22 956.11 N/A 8.11 887.40 N/A
Baseline 76.88 4268.77 1.000 36.67 6455.16 1.000 29.17 6420.07 1.000
Fast Prompt 76.25 4119.06 1.028 30.83 6505.43 0.834 27.50 6338.55 0.955
SFT 71.88 4405.87 0.906 35.83 6755.42 0.934 27.50 6192.65 0.977
O1-Pruner [17] 79.38 3831.73 1.150 35.83 6242.41 1.010 28.33 6086.82 1.024
DAST [27] 78.75 4158.48 1.051 32.50 6551.17 0.873 27.50 6462.76 0.937
FCS + Ref. [4] 77.50 3755.56 1.146 35.00 6219.26 0.991 26.67 6016.55 0.976
DTO (Ours) 77.50 3403.56 1.264 38.33 5742.61 1.175 27.50 5820.90 1.040

Results. Here, we set N = 2, with the remaining experimental setup following Section 3.3. Table 1
and Table 2 summarize the performance comparisons between our method and existing approaches
on two models: DeepSeek-R1-Distill-Qwen-1.5B and DeepScaleR-1.5B-Preview, evaluated across
six benchmark datasets. Overall, our approach achieves superior efficiency metrics on almost all
datasets and models. Specifically, on DeepSeek-R1-Distill-Qwen-1.5B (Table 1), DTO significantly
outperforms existing methods in efficiency while maintaining comparable or better accuracy on 5
out of 6 datasets. For challenging benchmarks such as AMC and AIME, DTO improves average
accuracy by almost 7% over the base model, while also reducing token usage by approximately 1,700
tokens. This improvement likely stems from DTO’s ability to transform some initially incorrect
trajectories into correct reasoning paths, even in cases where no correct sampled trajectory is available,
which often indicates that the problem is particularly difficult. On the other hand, in such cases,
FCS+Ref. fails to construct a pairwise dataset, while DAST relies solely on token length, i.e., it
assigns higher scores to longer incorrect responses, which may limit its ability to generalize. On
DeepScaleR-1.5B-Preview (Table 2), DTO continues to achieve the highest efficiency, though with
narrower margins due to this model’s inherently higher accuracy and lower baseline token counts.
Nonetheless, DTO consistently delivers a favorable balance between accuracy and computational
efficiency.

4.3 Analysis

In this section, we present several analyses to validate the effectiveness of our framework using the
DeepSeek-R1-Distill-Qwen-1.5B model.

Comparison with Token-Limited Baselines. In addition to Section 4, we further compared against
a strong baseline assessing the impact of varying token limits on the base model’s performance.
This baseline involves forcing the base model (DeepSeek-R1-Distill-Qwen-1.5B) to produce a final
answer once it reaches a maximum token limit (1024, 2048, 4096, and 6144). To facilitate this forced
finalization, we appended the instruction: “Wait, I suddenly got the final answer to the
whole problem. \n\nFinal Answer:”. As shown in Table 3, the results exhibit a consistent trend:
as the token limit increases, both accuracy and the number of generated tokens increase, indicating
that longer sequences enable more complete reasoning. However, our method, DTO, achieves higher
accuracy while using fewer or comparable tokens, highlighting its strength in both reasoning quality
and efficiency.

Frequency of Thinking Pattern Transitions. We further examine the frequency of thinking
pattern transitions by analyzing the occurrence of the linguistic cue “Wait”. As shown in Figure 3,



Table 3: Comparison against the base model with varying token limits. DTO (Ours) consistently achieves
higher accuracy while using fewer or comparable tokens.

Dataset Base + 1024 Base + 2048 Base + 4096 Base + 6144 DTO (Ours)
Acc.(T) #Toks(l) Acc.(T) #Toks({) Acc.(T) #Toks({) Acc.(T) #Toks({) Acc.(T) #Toks({)
MATH 63.59 1009.65 74.78 1783.91 78.55 2642.43 79.97 3124.27 85.48 1936.19
GSMSK 79.40 576.62 80.48 722.42 79.78 850.67 80.12 928.66 83.91 844.18
Gaokao 50.06 957.04 57.86 1661.44 65.26 2551.03 67.86 3092.08 72.66 2137.59

AMC2023 32.50 1022.44 50.00 1965.05 67.50 3416.82 68.12 4385.90 70.25 3376.98
AIME2024 3.33 1024.00 14.17 2048.00 20.83 4009.87 24.17 5686.45 28.00 5877.44
AIME2025 1.67 1024.00 12.50 2048.00 17.50 3986.50 18.33 5715.72 21.11 5689.38

[ Baseline [ Fast Prompt [ SFT [ O1-Pruner [ DAST [ FCS+Ref [ DTO (Ours)
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Figure 3: The average count of “Wait”, which is one of the words signaling a thinking pattern transition.
Compared to all baselines, our framework generally results in the lowest average count of “Wait”, suggesting
more concise and less interrupted reasoning trajectories. The results are averaged over 4 runs.

all methods exhibit increased frequencies as task difficulty rises. Notably, DTO consistently achieves
the lowest average frequency of “Wait” across multiple benchmarks, while maintaining comparable
or superior accuracy relative to all baseline methods, with the exception of GSM8k (see Table 1).
This result suggests that DTO effectively reduces unnecessary cognitive shifts during reasoning,
leading to more concise and coherent reasoning trajectories.

Qualitative Analysis of Generated Reasoning Trajectories. As shown in Table 4, our optimized
reasoning trajectory achieves the same correct answer with significantly fewer tokens (814 vs. 1790)
compared to the baseline. The baseline response exhibits signs of overthinking, including repeti-
tive verification, redundant restatements, and unnecessary self-correction. In contrast, our method
generates a more concise trajectory by directly applying the relevant formula and confidently pro-
gressing through the necessary steps. This example illustrates how dynamic reasoning optimization
effectively reduces token overhead without compromising correctness, producing more efficient
reasoning paths.

Generalization to different domains. We evaluate the generalization capability of our framework
by examining whether a model trained on the MATH dataset, as detailed in the previous section, can
improve reasoning efficiency beyond the mathematical domain. To this end, we use the MMLU-
Pro dataset [33], which comprises challenging, reasoning-centric questions across a wide range of
domains. Among these, we conduct evaluations on three domains using 100 randomly sampled
questions per domain and the same five CoT few-shot examples across all methods. As shown in
Table 5, our method consistently achieves the highest reasoning efficiency across all three domains,
significantly reducing token usage while maintaining comparable accuracy to baselines. This suggests
that our framework generalizes well beyond the mathematical domain, effectively condensing
reasoning in tasks that differ from the training domain.

5 Conclusion

In this paper, we introduced a dynamic optimization framework termed DTO to mitigate the ineffi-
ciencies arising from overthinking in LRMs. By dynamically identifying and optimizing modular
reasoning strategies, our approach substantially reduces computational overhead while improving
reasoning accuracy. Empirical evaluations across diverse benchmarks demonstrate the effective-



Table 4: Comparison of Reasoning Trajectories between Baseline and DTO. Due to space constraints,
the middle part has been replaced with “...”. The segment highlighted in yellow redundantly restates the same
fact as the one in green. For more details, please refer to Appendix B.

Question: “What is the degree measure of the acute angle formed by lines with slopes 2 and %?” (Answer: 45)

Baseline (1790 tokens): “Okay, so I need to find the acute angle between two lines with slopes 2 and 1/3. ... So, if the slopes are
m1 and mo, the angle 0 between them is given by: § = arctan(|ma — ma|/(1 + mimz)). Is that right? Let me check. Yeah, I
think that’s correct because the tangent of the angle between two lines is equal to the absolute value of (ma2 — m1)/(1 + mima2).
... So, putting it together, we have: § = arctan(|(—5/3)/(5/3)|) = arctan(| — 1|) = arctan(1). Because the absolute value
of -11is 1. So, arctan(1) is... 45°, right? Since tan(45°) = 1. Wait, but hold on, the question asks for the acute angle. So,
45° is already acute, since it’s less than 90°. So, is that the answer? It seems straightforward. But let me make sure ... Slope

my =2, m2 = 1/3. ... So, arctan(1l) is 45°. That seems correct. Wait a second, but I remember that the angle between two
lines can also be found using the formula: tan() = |(m2 — m1)/(1 + mims2)|. ... Final Answer: The acute angle formed
by the lines is .”

DTO (814 tokens): “Alright, so I need to find the acute angle formed by two lines with slopes 2 and 1/3. ... Let me write that
down: tan(@) = |(m2 — m1)|/|1 + mimz|. So substituting the values: tan(6) = |(1/3 — 2)/(1 + (2) * (1/3))|. ... Oh, so
tan(@) is 1. Then 6 is arctan of 1. I remember that tan(45°) is 1, so 6 is 45°. Since we’re asked for the acute angle, 45° is
already acute because it’s less than 90°. So, I think that’s it. The acute angle is 45 °. Final Answer: The acute angle is

Table 5: Evaluation on MMLU-Pro to validate generalization beyond mathematics. All methods use the
same five CoT few-shot examples.

Law Chemistry Engineering
Method Acc. (1) #Tokens (|) Eff. (1) Acc. () #Tokens(|) Eff. () Acc.(?) #Tokens(|) Eff. (1)
Instruct ver. [37] 11.00 183.98 N/A 21.00 226.18 N/A 20.25 377.11 N/A
Baseline 17.50 1716.77 1.000 40.75 4427.44 1.000 22.00 6173.27 1.000
Fast Prompt 17.00 1685.09 0.990 37.25 4508.80 0.898 20.75 5972.20 0.975
SFT 17.75 1590.35 1.095 39.25 4270.96 0.998 19.25 6038.40 0.895
O1-Pruner [17] 16.25 995.03 1.602 39.25 3688.95 1.156 23.00 5225.53 1.235
DAST [27] 16.25 1180.12 1.351 38.00 4433.26 0.931 23.75 6137.51 1.086
FCS + Ref. [4] 15.75 1034.84 1.493 39.25 4096.80 1.041 22.75 5875.08 1.087
DTO (Ours) 16.75 734.20 2.238 39.75 3142.64 1.374 23.00 4186.74 1.542

ness of our method when combined with preference optimization, underscoring the importance of
strategically managing reasoning processes in LRMs.
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A Experimental Details

A.1 The Distribution of Maximum Correctness Probability for Incorrect Responses.
Due to space limitations, we report the distribution of max; p; for max pi Distribution
incorrect responses of the DeepScaleR-1.5B-Preview model in Fig-
ure 4. In Section 3.3, we analyze the distribution of max; p; values
computed from reasoning trajectories that initially resulted in incor-
rect answers. Here, p; denotes a Monte Carlo estimate of the prob-
ability that the model would generate the correct final answer if the
reasoning process were terminated at the ¢-th thinking pattern. Our
analysis reveals that a non-trivial amount of intermediate segments
exhibit high p; values, indicating that the model frequently pro-
duces useful reasoning components even within incorrect responses.
These ﬁndings underscore thq potent.ial of selectively terminating the Figure 4:
reasoning process at appropriate points to recover correct answers.

Density

L = N W AU o

0 02 04 06 08 10
max p;
)

Distribution of
max; p; in incorrect responses
of DeepScaleR-1.5B-Preview.

A.2 Implementation Details

For all training-based methods, the batch size was fixed at 128, and

we trained the model using four NVIDIA RTX A6000 GPUs. The value of § in Equation (13) is set
to 10.0, and the ratio y/f is set to 0.3. For DeepSeek-R1-Distill-Qwen-1.5B [9] and DeepScaleR-
1.5B-Preview [18], we set the sampling parameters to a temperature of 0.6, top_p of 0.95, top_k of
-1, and a maximum generation length of 8192 tokens. For the Qwen2.5-Math Instruct model [37], we
use the same configuration. However, due to a limitation in the SGLang framework [45], which raises
an error when the maximum number of tokens exceeds 4096, we adjusted our settings accordingly.
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A.3 Algorithm of DTO

We provide a summary of the full optimization procedure in Algorithm 1.

Algorithm 1 DTO: Dynamic Thinking pattern Optimization

Require: z: input problem, y: reasoning trajectory from LRM 7y, a*: ground-truth answer, T": correctness

— e

—_ =
~N

—_—
\O oo

RN HD 2

threshold, M : samples for exit prediction, K: completions for finalize, 14: auxiliary LLM

: Segment y into thinking patterns [0y, . .., dn,]

./
14— 1y

: fori =1tony, do

Ti <= 01 D - DB i D exit > Construct partial trajectory by appending exit thinking pattern
Sample R; = {r1,...,rm}, 75 ~ mo(Ti) > Monte Carlo sampling
pi  {r € Ri|a” € r}|/|Ri] > Estimate correctness probability
if p; > T then

i’ i

break
end if

: end for

: f(6;)=1ifi < i, else 0 > Define binary selection function f(-)
CAL e [siey| fF(6:)=1]

. Define Sfinatize < “Hmm, I think this is enough to derive the final answer.”

N {s1,...,8K}, 85 ~ 7r9(A£. @ Ofinalize ) > Sample completions
. Select shortest s € S, y such that a™ € s”

: A{ — A£ @ (iﬁnalize @ s*

: for each &; € Af do

Query the utility of d; based on the y4’s evaluation conditioned on the context of x and a*
(see Appendix A.4)

Construct AL\ = [Jj € A

0; # 05, and before “\boxed”]

g(d:) < 1if §; is deemed redundant by p, and decoding from ALV yields a*

: end for ~
DAL (65 € AL | 9(8;) # 1]
: return dynamically optimized reasoning trajectory AJ
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A4 Prompts

Default Prompt

Please reason step by step, and put your final answer within \boxed{ }.
{{ problem }}

Please reason step by step, and put your final answer within \boxed( }.
Solve the problem as quickly as possible.
{{ problem }}

Prompt for the Auxiliary LLM (u in Section )

You will be given:
1. A math problem
2. A ground-truth answer
3. A series of reasoning chunks
Your task has two parts:
STEP 1: Filtering Decide for each chunk whether to KEEP AS IS or REMOVE. KEEP AS IS if the chunk contributes meaningfully:
* Narrowing down possibilities
» Showing intermediate calculations
« Offering partial insight (even if incomplete)
* Reinforcing understanding through repetition
REMOVE if:

¢ It adds no meaningful content
* It is factually incorrect in a harmful way
« It is entirely off-topic or unhelpfully redundant
STEP 2: Final Reasoning Construction Using only the KEPT chunks:
» Concatenate them with minimal edits for flow.
¢ Use each kept chunk verbatim.
* Do not paraphrase or skip ideas.
¢ Preserve the original tone (informal, exploratory, etc).

End the reasoning with the final answer in this format: \boxed{{...}}
Output Format:

[OUTPUT]

[CHUNK_FILTERING_RESULTS]
[Chunk 1] KEEP AS IS
[Chunk 2] REMOVE

[Chunk N] KEEP AS IS

[FINAL_RECONSTRUCTED_REASONING]

nnn

<Clean explanation using only the kept chunks. Minimal edits for flow.
End with the boxed final answer.>

non

Now here is your input:
#Ht Problem:
{problem}

### Ground-Truth
{ground_truth_answer}

### Reasoning Chunks:
{thinking_patterns}
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B Qualitative Analysis

We selected a question from the AMC2023 dataset to qualitatively compare the reasoning trajectories
of the baseline model and ours. The question is “What is the degree measure of the acute angle
formed by lines with slopes 2 and %?”, and the correct answer is 45.

B.1 A Reasoning Trajectory of the Baseline (1790 tokens)

<think>
Okay, so I need to find the acute angle between two lines with slopes 2 and 1/3. Hmm, I remember there's a
formula for the angle between two lines based on their slopes. Let me try to recall.

I think the formula involves the arctangent of the difference in slopes divided by 1 plus the product of the
slopes. So, if the slopes are ml and m2, the angle \u@3b8 between them is given by:

\u@3b8 = arctan(|(m2 - m1)/(1 + m1*m2)|)

Is that right? Let me check. Yeah, I think that's correct because the tangent of the angle between two lines
is equal to the absolute value of (m2 - m1)/(1 + m1*m2). So, this formula gives the angle between them.

Alright, so let's assign ml = 2 and m2 = 1/3. Plugging these into the formula:

\u@3b8 = arctan(|(1/3 - 2)/(1 + (2)*(1/3))1)

First, let's compute the numerator: 1/3 - 2. That's equal to 1/3 - 6/3 = (-5)/3

Then, the denominator: 1 + (2)*(1/3) =1 + 2/3 = 5/3

So, putting it together, we have:

\u@3b8 = arctan(|(-5/3)/(5/3)|) = arctan(|-1|) = arctan(1)

Because the absolute value of -1 is 1. So, arctan(1) is... 45 degrees, right? Since tan(45\u@eobo) = 1.

Wait, but hold on, the question asks for the acute angle. So, 45 degrees is already acute, since it's less
than 90 degrees. So, is that the answer? It seems straightforward.

But let me make sure I didn't make any mistakes in my calculations. Let's go through it again.

Slope ml = 2, m2 = 1/3.

Difference in slopes: m2 - ml = 1/3 - 2 = -5/3

Product of slopes: ml*m2 = 2%(1/3) = 2/3

Denominator: 1 + 2/3 = 5/3.

So, the argument inside arctan is |[(-5/3)/(5/3)| = | -1 | = 1.

So, arctan(1) is 45 degrees. That seems correct.

Wait a second, but I remember that the angle between two lines can also be found using the formula:
tan\u@3b8 = |[(m2 - m1)/(1 + ml*m2)|

Which is exactly what I used. So, that's consistent.

But just to double-check, let me visualize. If one line has a slope of 2, that's pretty steep, going up 2
units for every 1 unit to the right. The other line has a slope of 1/3, which is a gentle slope, going up 1
unit for every 3 units to the right.

So, if you imagine these two lines intersecting, the angle between them is likely to be acute because both
slopes are positive but one is steeper. So, 45 degrees is reasonable.

Wait, 45 degrees is a common angle, so that seems plausible.

Alternatively, I can think of the angle each line makes with the x-axis and then find the difference between
those two angles.

The angle \u@3b1 that a line with slope m makes with the x-axis is given by \u@3bl = arctan(m). So, for ml =
2, \u@3b11 = arctan(2), and for m2 = 1/3, \u@3b12 = arctan(1/3).

Then, the angle between the two lines would be [\u@3b11 - \u@3b12|. Since both \u@3b11 and \u@3b12 are
positive angles less than 90 degrees (since slopes are positive), the difference will also be positive, and
since we're taking the absolute value, it'll give the acute angle.

Let me compute that way to verify.

First, compute \u@3b11 = arctan(2). Let me approximate that. I know that arctan(1) is 45\u0@@bo,
arctan(\u221a3) is 60\u@0bo, so arctan(2) is somewhere between 60\u@@b@ and 75\u@0b@, maybe around
63.4349\u00bo.

Similarly, arctan(1/3). Since 1/3 is less than 1, arctan(1/3) is approximately 18.4349\u00bo.

So, the difference is 63.4349\u@@b0 - 18.4349\u00b@ = 45\u00b0. So, that confirms it.

Therefore, the acute angle between the two lines is 45 degrees.
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Wait, so both methods give the same answer. That gives me more confidence.

Alternatively, I can think about the tangent of the angle between them, which we found was 1, so arctan(1)
is 45\u00b@, so that's consistent.

So, whether I use the formula with the slopes or compute the angles each line makes with the x-axis and
subtract them, I get 45 degrees. Therefore, I think that's the correct answer.

I don't see any mistakes in my reasoning. The key steps are:

Recognize the formula for the angle between two lines: \u@3b8 = arctan(|(m2 - m1)/(1 + ml*m2)|)
Plug in the slopes ml = 2 and m2 = 1/3

Calculate the numerator and denominator

Simplify the expression inside arctan

Find that it equals arctan(1) = 45\u@0bo

Confirm with another method, like computing the individual angles and subtracting them

oo s wN =

All steps check out, so I'm pretty sure 45 degrees is the correct answer.

*xFinal Answer#*x
The acute angle formed by the lines is \\boxed{45} degrees.</think>

To find the acute angle formed by lines with slopes \\(2\\) and \\(\\frac{1}{33}\\), we use the formula for
the angle \\(\\theta\\) between two lines with slopes \\(m_1\\) and \\(m_2\\):

\\L

\\theta = \\arctan\\left (\\left|\\frac{m_2 - m_13}{1 + m_1 m_23\\right|[\\right)
\\]

Assigning \\(m_1 = 2\\) and \\(m_2 = \\frac{1}{33\\):

1. Compute the numerator:

\\L

m_2 - m_1 = \\frac{13}{3} - 2 = \\frac{1}{3} - \\frac{6}{3} = -\\frac{5}{3}
\\]

2. Compute the denominator:

\\L

1T+ m_1 m_2 = 1 + 2 \\cdot \\frac{1}{3} = 1 + \\frac{23}{3} = \\frac{5}3{3}
\\]

3. Simplify the argument inside the arctangent:

\\L

Wleft| \\frac{-\\frac{53{3}33{\\frac{53{3}} \\right| = \\left| -1 \\right| =1
\\]

4. Therefore, the angle \\(\\theta\\) is:

\\[

\\theta = \\arctan(1) = 45*\\circ

\\]

To verify, we can also compute the angles each line makes with the x-axis and find the difference. The
angles are:

- \\(\\alpha_1 = \\arctan(2) \\approx 63.4349*\\circ\\)

- \\(\\alpha_2 = \\arctan\\left(\\frac{1}{3}\\right) \\approx 18.4349*\\circ\\)

The difference is:

\\L

63.4349*\\circ - 18.4349*\\circ = 45*\\circ
\\]

Thus, the acute angle formed by the lines is \\(\\boxed{45}\\) degrees.

B.2 A Reasoning Trajectory of the Ours (814 tokens)

<think>

Okay, so I need to find the acute angle between two lines with slopes 2 and 1/3. Hmm, I remember that
there's a formula involving the slopes of two lines to find the angle between them. Let me think. I think
it's something with the arctangent of the difference of the slopes divided by something else... Maybe it's
tan(theta) equals the absolute value of (m2 - m1)/(1 + m1*m2). Yeah, that sounds familiar from my geometry
class.

Alright, so let me write that down. The formula is tan(theta) = [(m2 - m1)/(1 + m1*m2)|. So here, ml is 2
and m2 is 1/3. Plugging those in, it should be tan(theta) equals the absolute value of (1/3 - 2)/(1 +
(2)(1/3)). Let me compute numerator and denominator separately.

First, the numerator: 1/3 - 2. Hmm, I need to subtract these. Let me convert 2 into thirds to make it
easier. 2 is equal to 6/3. So 1/3 - 6/3 is -5/3. Okay, so numerator is -5/3

Denominator: 1 + (2)(1/3). Let me compute that. 2 times 1/3 is 2/3. Then, adding 1, which is 3/3, so 2/3 +
3/3 is 5/3. So denominator is 5/3

Therefore, tan(theta) equals the absolute value of (-5/3)/(5/3). When you divide those fractions, the 5/3
cancels out, leaving | -1 |. So tan(theta) is 1.

Now, if tan(theta) is 1, then theta is arctangent of 1. I remember that tan(45 degrees) is 1. So theta is 45

degrees. Hmm, since it's asking for the acute angle, which is less than 90 degrees, and 45 degrees is acute,
so that should be the answer.
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I think I did everything right. Let me recap: slopes are 2 and 1/3. Applied the formula, computed numerator
as negative, denominator positive, got tan(theta)=1, theta is 45 degrees. Yeah, sounds good.

*xFinal Answer#*x
The acute angle formed by the lines is \\boxed{45} degrees.
</think>

To find the acute angle formed by lines with slopes \\(2\\) and \\(\\frac{1}{3}\\), we use the formula for
the tangent of the angle between two lines:

\\L

\\tan(\\theta) = \\left| \\frac{m_2 - m_13}{1 + m_1 m_23} \\right]|

\\]

Here, \\(m_1 = 2\\) and \\(m_2 = \\frac{1}{3}\\). Plugging these values into the formula, we get:
\\L

\tan(\\theta) = \\left| \\frac{\\frac{1}{3} - 2}{1 + 2 \\cdot \\frac{1}{3}} \\right]|

\\]

First, compute the numerator:

\\L

\\frac{13}{3} - 2 = \\frac{13}{3} - \\frac{6}{3} = -\\frac{5}{3}

\\]

Next, compute the denominator:

\\ L

1 + 2 \\cdot \\frac{13{3} = 1 + \\frac{2}{3} = \\frac{33}{3} + \\frac{2}{3} = \\frac{5}{3}

\\]

Thus, we have:

AL

\tan(\\theta) = \\left| \\frac{-\\frac{53}{3}}{\\frac{53{3}} \\right| = \\left| -1 \\right| =1
\\]

Since \\(\\tan(\\theta) = 1\\), we find that \\(\\theta = 45*\\circ\\).

N\ L

\\boxed{45}

\\1]

C Datasets

The information about the dataset we used is as follows:

e MATH [10]: https://github.com/hendrycks/math. The dataset is released under the MIT

license, and we adopt the same data split as used in Luo et al. [17].

* GSMSK [5]: https://huggingface.co/datasets/openai/gsm8k. The dataset is released un-

der the MIT license.

e Gaokao [43]: https://github.com/OpenLMLab/GAOKAO-Bench. The dataset is released under

the Apache-2.0 license, and we adopt the same data split as used in Luo et al. [17].
e AMC: https://huggingface.co/datasets/zwhe99/amc23.
* AIME: https://huggingface.co/datasets/AI-MO/NuminaMath-CoT.

e MMLU-Pro [33]: https://huggingface.co/datasets/TIGER-Lab/MMLU-Pro. The dataset is

released under the Apache-2.0 license.

D Limitations

While our method demonstrates consistent improvements in reasoning efficiency and accuracy, it
has several limitations. First, the effectiveness of our approach has been primarily validated on
mathematical and reasoning-focused benchmarks. While we validated our method on other domains
using the MMLU-Pro dataset in Section 4.3, extending the evaluation to broader domains, such as
open-ended tasks, remains a promising direction for future work. Second, the approach assumes
access to multiple model-generated responses per problem, which may not always be feasible in
highly resource-constrained settings. Investigating ways to reduce the computational overhead of
the optimization phase itself could further improve the practicality of the approach in real-world

deployments.
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E Broader Impacts

This work aims to enhance the reasoning efficiency of Large Reasoning Models (LRMs) by optimizing
their internal decision-making processes. By reducing unnecessary reasoning steps while maintaining
or improving accuracy, the proposed method has the potential to substantially lower inference cost
and latency. This can benefit downstream applications by enabling more computationally efficient
and environmentally sustainable deployment of LRMs, particularly in resource-constrained settings.
However, if LRMs are misused—for instance, to generate plausible fake information, automate biased
decision-making, or produce large-scale deceptive content—they may contribute to negative societal
impacts. It is therefore important to remain mindful of the potential for such technologies to be
applied in harmful ways, even when developed with efficiency and performance in mind.

NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " " itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction reflect the paper’s contribu-
tions and scope. See Section 3 and Section 4.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Appendix D.

Guidelines:

The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.
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» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: [NA|
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).
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* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section 3, Section 4 and Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: See Figure 3.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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10.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix E.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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11.

12.

13.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original paper and see Appendix C for more details.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide the code and documentation for running it in the supplementary
material.

Guidelines:

* The answer NA means that the paper does not release new assets.
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15.

16.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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