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Abstract

Evaluating creativity is a challenging task, even001
for humans, not only because it is subjective,002
but also because it involves complex cognitive003
processes. Inspired by previous work in mar-004
keting, we attempt to break down creativity005
into atypicality and originality and collect fine-006
grained human annotation on these categories.007
With controlled experiments with vision lan-008
guage models (VLM), we evaluate the align-009
ment between models and humans on a suite010
of novel tasks. Our results demonstrate both011
the promises and challenges of using VLMs for012
automatic creativity assessment.1013

1 Introduction014

Creativity is one of the most complex aspects of015

human cognition. Many researchers favor a def-016

inition of creativity that involves divergence and017

non-obviousness (Till and Baack, 2005; El-Murad018

and West, 2004a; Simonton, 2012). For example,019

in the advertisement (A) in Fig. 1, the image of a020

cow sitting in front of a computer and typing on021

the keyboard is a divergence from the norm (i.e.,022

cows simply cannot do that); non-obviousness is023

achieved when we combine the text “Eat chikin or024

I’ll de-friend U” and the small logo of Chick-fil-A025

to infer that the ad urges people to eat at Chick-026

fil-A. Decoding the ad thus requires background027

knowledge and drawing connections, making the028

evaluation of creativity a challenging task.029

In adverising, creativity plays a critical role030

that motivates consumer behaviors (Sharma, 2012;031

Terkan, 2014a,b). Therefore, it is necessary for ad032

creators to consistently create and evaluate creative033

ad content. Extensive research has been conducted034

to understand what the general public would con-035

sider creative (El-Murad and West, 2004b; Rosen-036

gren et al., 2020; Swee Hoon Ang and Lou, 2014;037

1We will release data and code upon paper publication.

Figure 1: Top: 2 ads from dataset; Middle: score an-
notations and outputs from VLMs (25 each); Bottom:
average scores from annotators, single label and pair-
wise predictions; Scores are 3-scale, 3 being the best.

Smith et al., 2007). However, these rely on domain 038

experts, which are expensive and inaccessible. 039

Recently, foundational models (Bommasani 040

et al., 2021) have demonstrated impressive perfor- 041

mances in other evaluation tasks, such as summa- 042

rization, Long-Form QA (Jiang et al., 2023), and 043

commonsense text generation (Xu et al., 2023), 044

many of which were previously dominant by hu- 045

man evaluation. This poses the question of whether 046

foundational models have an understanding of cre- 047

ativity, specifically, can we use visual language 048

models (VLMs) to measure the creativity of visual 049

advertisements? Prior works evaluate creativity in 050

text, while we investigate whether we can expand 051

creativity measurement on multimodal ads. 052

To this end, we conduct several fine-grained, 053

automatic evaluations of creativity for visual adver- 054
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tisements. Based on studies in marketing and cogni-055

tive science (Smith et al., 2007; Chakrabarty et al.,056

2024a), we decompose creativity into atypicality057

and originality. We then collect high-quality, fine-058

grained human evaluations of advertisement im-059

ages. We experiment with state-of-the-art (SoTA)060

VLMs to predict these ratings and examine the061

human-model alignment. In addition to the tradi-062

tional emphasis on prediction accuracy, we extend063

our evaluation to the model’s ability to gauge an-064

notator disagreements and capture the subjective065

nature of the task through analysis of crowd anno-066

tation distributions. We show that VLMs perform067

better in pairwise tasks than intrinsic tasks (i.e. one068

image at a time). We also find disagreement predic-069

tion and distribution modeling challenging, both of070

which require more high-quality annotations in fu-071

ture research. Our benchmark and evaluation met-072

rics provide a solid foundation for utilizing VLMs073

to evaluate and assist visual content creators.074

2 Related Work075

Evaluation of Creativity Research in the evalua-076

tion of creativity includes cognitive science (Said-077

Metwaly et al., 2017a; Simonton, 2012; James078

Lloyd-Cox and Bhattacharya, 2022; Said-Metwaly079

et al., 2017b), marketing (El-Murad and West,080

2004b; Rosengren et al., 2020; Swee Hoon Ang081

and Lou, 2014; Smith et al., 2007), creative writing082

(Skalicky, 2022), HCI (Chakrabarty et al., 2024b),083

and AI (Chakrabarty et al., 2023, 2024a). There084

are two common grounds: first, creativity is the085

balance between divergence and effectiveness; sec-086

ond, evaluation of creativity is subjective, making087

fine-grained human feedback critical. (Smith et al.,088

2007) focused on advertisement images and pro-089

posed five creativity subcategories including atyp-090

icality and originality. We adapt their creativity091

decomposition. (Chakrabarty et al., 2024a) use-092

large language models (LLMs) to evaluate short093

stories; in contrast, we analyzed the alignment be-094

tween VLM outputs and human ratings.095

Automatic Evaluation with Foundation Models096

GPTScore (Fu et al., 2023) and UniEval (Zhong097

et al., 2022) propose to decompose the evaluation098

of a complex task into simpler ones that can be ac-099

complished by language models; whereasPandaLM100

(Wang et al., 2024) focuses on pairwise evaluation101

for free-form text quality. In the vision domain,102

(Jayasumana et al., 2024; Otani et al., 2023) ex-103

plore evaluating generated image content using104

Section Questions Answer

Atypicality
The ad connected usually unrelated objects agree (1),

neutral (0),
disagree (-1)

The ad contained unusual connection
The ad brought unusual items together

Originality
The ad was out of the ordinary agree (1),

neutral (0),
disagree (-1)

The ad broke away from habit-bound and
stereotypical thinking
The ad was unique

Creativity What is the overall level of creativity of this
advertisement?

integer (1-5)

Table 1: Questions in Amazon Mechanical Turk

CLIP embeddings. These prior works focus on 105

either evaluating text or images alone, instead of 106

the image-text pair as we do. 107

3 Dataset 108

3.1 Ads Dataset 109

We used the Pitt Ads Dataset (referred to as 110

Pitt-Ads) (Hussain et al., 2017; Ye et al., 2019) 111

with 64,832 image ads, of which 4,185 contain 112

atypicality annotations. Each ad image is anno- 113

tated with its topic, expected actions from viewers 114

after seeing the ad, binary labels of atypical objects 115

in it (when applicable), and the category of atyp- 116

icality, e.g., new object created from combining 117

existing real objects, object missing parts, etc. We 118

first sample 10 ads with at least one atypical object 119

and another 10 that do not. We use this evaluation 120

set for fine-grained human creativity annotation 121

(Sec. 3.2) (referred to as Creative-20). From the 122

remaining ads with atypicality annotations, we sam- 123

ple 300 images as our second evaluation set; we 124

use it for atypicality prediction on a larger scale 125

(Sec. 3.3) (referred to as Atypical-300). 126

3.2 Fine-grained Creativity Annotation 127

Deconstruction of Creativity We break down 128

the concept of creativity into two categories: origi- 129

nality and atypicality. This breakdown is inspired 130

by (Smith et al., 2007), where they proposed five 131

factors that contribute to creativity. Based on their 132

analysis, originality and synthesis are the two most 133

influential ones. We adapt their definition of orig- 134

inality and synthesis2, and renamed synthesis to 135

atypicality due of the definition similarity with the 136

existing atypically annotation in Pitt-Ads. 137

Human Annotation Human annotation is col- 138

lected via Amazon Mechanical Turk (Mturk). Each 139

task is structured into the following sections: ads 140

2They define synthesis as: “...combine, connect, or blend
normally unrelated objects or ideas” and originality as “...con-
tain elements that are rare, surprising, or move away from the
obvious and commonplace.”
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image, atypicality, originality, quality check ques-141

tion, overall creativity, and demographics. For atyp-142

icality and originality, we follow Smith et al. (2007)143

and present three statements (see Table 1) to the144

workers; they can answer either “agree”, “neutral”,145

or “disagree”. For the overall creativity rating, the146

annotator can answer from 1 to 5 with a higher147

number means more creative. See Appendix A for148

more details on this.149

Due to the inherent subjectivity of the creativity150

judgment, we view the questions with three possi-151

ble answers as a categorical distribution with three152

choices.3 To make sure we gathered enough anno-153

tations to cover the true creativity annotation distri-154

bution, we follow previous work on approximating155

the true distribution with 0.1 error rate (McHugh,156

2012; Cheng et al., 2024) (Appendix B). Thus each157

advertisement needs to be annotated by 25 workers.158

See Appendix C for information on how we post-159

process the data, including standardizing scores.160

Annotator Agreement We computed inter-161

annotator agreement for three score categories with162

Randolph’s Kappa (Randolph, 2010; Seabold and163

Perktold, 2010): 0.32 for atypicality, 0.24 for orig-164

inality and 0.25 for overall creativity, which fall165

in the category of “minimal agreement” (McHugh,166

2012). This agreement level confirms all categories167

are subjective and motivates us to propose the “dis-168

tribution” and “disagreement” tasks (Sec. 4.2).169

3.3 Atypicality Data170

We also randomly sampled 300 ads from Pitt-Ads.171

Each ad has three binary annotations on atypical-172

ity. Out of 300 images, 185 (62%) has at least one173

positive atypicality annotation. In both Smith et al.174

(2007) and human annotated data, we show atyp-175

icality has a positive and statistically significant176

correlation with creativity (shown in Appendix D).177

Therefore, we additionally evaluate this dataset to178

gain insight about creativity.179

4 Experimental Setup180

4.1 Models181

We experiment with open-sourced vision language182

models (VLM), i.e. LLaVA 7B and 13B (Li et al.,183

2024), and close-sourced VLMs, GPT4-v (OpenAI184

et al., 2024). All experiments are done with zero-185

shot prompting 4 and run on a single NVIDIA A100186

3While creativity annotation is done on a five scale, we
convert all annotations to a three scale in Appendix C.

4VLM prompts are in Appendix F.

GPU. More details are in Appendix E. 187

4.2 Task Formulation 188

For the decomposed creativity: atypicality and orig- 189

inality, along with the creativity itself, we define 190

two groups of tasks: intrinsic tasks and pairwise 191

task. Intrinsic tasks entail prompting VLM with 192

a single advertisement image at a time, with the 193

objective of gauging the model’s predictive capa- 194

bilities in its most probable application scenario, 195

namely, generating a creativity score for a given im- 196

age. In contrast, pairwise tasks are simpler, as they 197

merely require the VLM to rank a pair of images. 198

Intrinsic Tasks We first evaluate the performance 199

of VLMs in the most traditional way: computing 200

the accuracy by comparing model output with the 201

label with majority annotators. We then compare 202

model output with the average annotator score and 203

compute Spearman’s correlation across all ad im- 204

ages, which provides an overview of how model 205

prediction and human judgment align. See the Ma- 206

jority and Avg. Rating columns in Table 2. 207

Given the subjective nature of creativity and low 208

annotator agreements, we design two additional 209

intrinsic tasks: distribution modeling and disagree- 210

ment prediction. For distribution modeling, we 211

prompt VLMs multiple times with high temper- 212

atures so that we get the same number of VLM 213

outputs as the number of annotators; we then com- 214

pute the KL Divergence between the distribution 215

of human rating and VLM ratings. In this way, we 216

quantify the distance between models and humans 217

in a “group behavior” setting. For disagreement 218

prediction, we directly prompt VLMs to predict the 219

level of disagreement for each scoring category; we 220

then compute Spearman’s correlation between the 221

prediction and standard deviation of human ratings. 222

This metric studies the ambiguity level of the ads. 223

In reality, a very creative ad will have a low dis- 224

agreement rate with a high creativity score. These 225

two results are in Distribution and Disagreement 226

columns in Table 2. 227

Pairwise Task We also propose an easier pair- 228

wise preference task where two ads with differ- 229

ent average ratings are presented to the VLM with 230

the prompt to pick a preferred one based on the 231

scoring category. For each scoring category, we 232

include all ad pairs with average human ratings 233

differences greater than 0.5. For Creative-20, we 234

have 55, 113, and 108 pairs in creativity, atypical- 235

ity, and originality; for Atypical-300, we sam- 236

pled 1000 pairs due to constraints in computation 237
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Category Model
Intrinsic Pairwise

Majority Average Rating Distribution Disagreement Pairwise
↑ Acc. ↑ R (p-value) ↓ KL Divergence ↑ R (p-value) ↑ Acc.

Creativity
(Creative-20)

LLaVA 7B 0.50 0.23 (0.330) 0.62 nan 0.75
LLaVA 13B 0.45 0.30 (0.203) 0.30 -0.38 (0.103) 0.65

GPT-4v 0.50 0.67 (0.001) - nan 0.91

Originality
(Creative-20)

LLaVA 7B 0.35 -0.18 (0.448) 0.71 nan 0.72
LLaVA 13B 0.30 0.08 (0.730) 0.67 0.17 (0.463) 0.62

GPT-4v 0.50 0.70 (0.001) - 0.10 (0.677) 0.97

Atypicality
(Creative-20)

LLaVA 7B 0.35 0.32 (0.169) 0.55 nan 0.81
LLaVA 13B 0.50 0.49 (0.027) 0.55 -0.13 (0.595) 0.67

GPT-4v 0.70 0.72 (<0.001) - 0.393 (0.086) 0.90

Atypicality
(Atypical-300)

LLaVA 7B 0.56 0.13 (0.029) 0.02 nan 0.57
LLaVA 13B 0.58 0.05 (0.390) 0.30 -0.05 (0.406) 0.46

GPT-4v 0.66 0.32 (<0.001) - 0.01 (0.849) 0.65

Table 2: Bold results: best-performing models or statically significant results (α = 0.05). nan: disagreement
predictions are uniform, making correlation test fail. “-” in GPT-4v rows: no distribution modeling task is done due
to budget constraints. For intrinsic tasks, Creative-20 labels are 3-scale and Atypical-300 labels are binary.

resources. The results are evaluated by accuracy238

and are shown in Pairwise column in Table 2.239

5 Results 5240

Atypicality, Originality, and Creativity VLMs241

generally perform better on atypicality than creativ-242

ity and originality, and there is no clear differences243

for pairwise tasks. We believe this is because atypi-244

cality is more well-defined than originality and cre-245

ativity when there is no comparison available, as246

atypicality implicitly requires comparison against247

the “typical world”, such as physics rules and so-248

cial norms; whereas models do not have this natural249

anchor to compare to when it comes to originality250

and creativity.251

Cross Dataset Performance We can also see a252

clear performance gap between the two datasets,253

which we believe is due to the difference in annota-254

tion numbers. For each ad in Atypical-300, there255

are only 3 binary annotations of atypicality whereas256

there are 25 3-scale annotations in Creative-20.257

We believe this motivates future research involv-258

ing subjective labels like creativity and atypicality259

to collect more annotations to avoid noise in the260

annotation.261

Disagreement Prediction Remains Challenging262

In many cases, the VLMs failed the disagreement263

task by predicting the same output for all samples264

or demonstrating random correlation scores com-265

pared to human annotations. This suggests that266

using VLM as a group-opinion synthesizer remains267

challenging. Future work could explore alternative268

prompting approaches to simulate group behavior269

5More output analysis can be found in Appendix G

or conduct a demographic analysis of human an- 270

notations which could check whether VLM holds 271

opinions comparable to those of particular groups. 272

Performance on Distribution Modeling In 273

Creative-20, the LLaVA-13B model generally 274

outperforms the 7B model whereas the result is 275

reversed in Atypical-300. Our output analysis 276

(Appendix G) shows that KL measurements indeed 277

capture the distribution differences between hu- 278

mans and model outputs. We believe it is worth 279

extending to a larger scope of datasets and tasks. 280

Performance in Ranking-based Task Although 281

the average rating correlation is an intrinsic task, 282

the underlying Spearman’s correlation is a ranking- 283

based method. The pairwise task is also ranking- 284

based as it essentially ranks two images at a time. 285

Therefore, it is a promising sign that GPT-4v shows 286

impressive performances in this two ranking-based 287

task. Future research can look into potential meth- 288

ods built upon GPT-4v to evaluate creativity in a 289

ranking fashion. 290

6 Conclusion 291

We present a case study of using VLMs to evalu- 292

ate creativity in advertisements. With a theoretical 293

grounding in marketing research, we collect fine- 294

grained human annotation on creativity ratings and 295

test the alignment between the SoTA VLMs and 296

humans. Our work is good starting point for auto- 297

matic evaluation of creativity. 298

7 Limitations 299

One obvious limitation is the size of our dataset. 300

The fine-grained creativity annotation only con- 301
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sists of 20 ad images. Two bottom necks that lead302

to such a limited number is budget and annota-303

tion quality. Since we want to explore distribution304

modeling, we need more annotation than typical305

machine learning tasks, leading to a huge budge306

requirement. We have also encountered the issue of307

poor annotation where half of the annotators failed308

the validation question in the first few batches of309

annotation collection. However, we believe what310

we have shown in this case study is that our overall311

framing and methodology can be generalized to a312

larger scope in the future, where more annotation313

would be conducted.314

Another limitation is the subjective nature of the315

task. In particular, the natural biases contained in316

our annotation as a majority of our annotators are317

located in the U.S. We have plans to expand the318

annotation to other platforms (e.g., LabInTheWild)319

where a more diverse set of annotators is available.320

We would also suggest researchers to be cautious321

when applying our method to data in other country322

or language.323

Due to hardware constraints, we only experiment324

with LLaVA 13B when 34B is available. We also325

have other VLM choices such as BLIP, CLIP, etc.326

We will leave more extensive prompt tuning and327

model selections to future work.328
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A Amazon Mechanical Turk Details567

Payment for worker Each HIT receives $0.5568

compensation (estimated $15/hour).569

Quality check questions The quality check ques-570

tion asks the worker to choose the expected action571

from five action options, all from Pitt-Ads. The572

correct action corresponds to the ad image in the573

same HIT, and the other four are randomly sampled574

from other ads. The overall accuracy on this ques-575

tion is 93.2%, which means the workers understand576

visual advertisements and pay enough attention to577

the annotation task.578

Figure 2: Distribution of workers’ response to “In which
country did you live the longest time so far?”

Figure 3: Distribution of workers’ response to “What is
your age?”

Annotation interface See Figure 8 for the anno- 579

tation interface. Note that there is a section “artistic 580

values”. We dropped that section in the later parts 581

of the experiment because 1) it is very subjective 582

and could be further broken down into more fine- 583

grained subcategories, and 2) to keep our focus on 584

atypicality and originality. 585

In total, 31 workers contributed to our task and 586

finished 500 HITs. Their background can be found 587

in Figure 2 and 3. As we can see, the annotators 588

are strongly skewed towards the US-based middle- 589

age group, which should be kept in mind when 590

applying our methodology when it comes to people 591

from another background. 592

B Number of Samples for Distribution 593

Task 594

Following previous works (McHugh, 2012; Cheng 595

et al., 2024), the number of samples required to 596

approximate the real distribution can be calculated 597
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Figure 4: Upper-bound of the error based on calculation.

as follows:598

P (DKL(gn,k||f) > ϵ) ≤ e−nϵ

[
3c1
c2

k−2∑
i=0

ki−1(
e
√
n

2π
)i
]

599

c1 and c2 are constant values (based on (McHugh,600

2012) c1 = 2, c2 = π
2 ), k is the number of cate-601

gories in the categorical distribution (in our case,602

k = 3), and n is the number of samples. If we fix603

the left-hand side to be less than 0.1, we would get604

n has to be 25 (see Figure 4).605

C Label Processing606

We process the annotation by first converting the607

categorical data to numerical values. For atypi-608

cality and originality, we code agree, neutral, and609

disagreement choices as 1, 0, and -1. As there are610

three subquestions for both atypicality and origi-611

nality, we simply add up the three scores from each612

category and get one accumulated score for each.613

For overall creativity, we keep the raw score (an614

integer number between 1 and 5). Thus each an-615

notation data point consists of three integer scores,616

corresponding to atypicality, originality, and over-617

all creativity.618

We then normalize the score by individual anno-619

tators to mitigate the differences in people’s rating620

preferences. In particular, for each score category,621

we group the scores provided by each annotator622

and standardize them (subtract mean and divide623

by standard deviation). We then map the standard-624

ized score to an integer (1, 2, or 3) by dividing the625

standardized score interval into three bins.626

D Connection between atypicality and627

creativity628

After analyzing the fine-grained creativity data we629

collected (Sec. 3.2), we find out that the Pearson630

R correlation between the normalized atypicality631

and overall creativity score is 0.3776 (p < 0.01), a632

positive correlation6. Therefore, it makes sense to633

6The sample size is 500: 20 ads with 25 annotations each.

evaluate the same methodology on data with only 634

atypicality annotation to prove its effectiveness at 635

a larger scale. 636

E Experiment Details 637

Configurations 638

• Temperature: 0.75 (for distribution prediction) 639

and 0.001 (for all other tasks) 640

• Max New Token: 256 641

• Quantization (LLaVA only): load in 8bit 642

• Model Checkpoint 643

– GPT-4: gpt-4-vision-preview 644

– LLaVa7B: 645

llava-v1.6-mistral-7b-hf 646

– LLaVa13B: 647

llava-v1.6-vicuna-13b-hf 648

• Number of pairwise samples (% of label “1”) 649

– creativity: 55 (47%) 650

– atypicality: 113 (41%) 651

– originality: 108 (50%) 652

Running Time (Approximately) 653

• Creative-20 654

– GPT4-v: 30min for all tasks combined; 655

– LLaVA7B: 9hr for all tasks combined; 656

– LLaVA7B: 12hr for all tasks combined; 657

• Atypical-300 (atypical data only) 658

– GPT4-v: 2hr for all tasks combined; 659

– LLaVA7B: 12hr for all tasks combined; 660

– LLaVA7B: 16hr for all tasks combined; 661

F VLM Prompts 662

Creativity 663

Single Label & Distribution Modeling 664

How creative is this visual advertise- 665

ment? Give your answer in the scale 666

of 1 to 3 with 1 being not creative at all, 667

2 being neutral, and 3 being very cre- 668

ative. Give your answer in the following 669

format: "answer: {score}; explanation: 670

{reasoning}" 671
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Disagreement672

I am about to ship this advertisement de-673

sign to the public and I am unsure how674

would the audience intepret it. Some675

might consider it creative (i.e. com-676

pose of creative ideas) while some others677

would not. To what extent would they678

agree on each other?679

Make your best guess and give me an680

agreement score between 1 to 3, with 1681

being easily agree (high agreement), 2682

being neutral, and 3 being hardly agree683

(low agreement).684

Give your answer in the following for-685

mat: "answer: {score}; explanation:686

{reasoning}"687

Pairwise688

Here are two images of advertisement.689

Which one is more likely to succeed in690

catching people’s eyes by being creative?691

1 for the left image and 2 for the right692

image. Give your answer in the follow-693

ing format: "explanation: {reasoning};694

answer: {choice}"695

Atypicality696

Single Label & Distribution Modeling697

How unusual (i.e. including abnormal698

objects or atypical connotations) about699

the advertisement? Give your answer in700

the scale of 1 to 3 with 1 being very nor-701

mal, 2 being neutral, and 3 being very un-702

usual and abnomal. Give your answer in703

the following format: "answer: {score};704

explanation: {reasoning}" "705

Disagreement706

I am about to ship this advertisement de-707

sign to the public and I am unsure how708

would the audience intepret it. Some709

might consider it unusual (i.e. some710

abnormal objects or connections) while711

some others would not. To what extent712

would they agree on each other? Make713

your best guess and give me an agree-714

ment score between 1 to 3, with 1 being715

easily agree (high agreement), 2 being716

neutral, and 3 being hardly agree (low717

agreement). Give your answer in the fol-718

lowing format: "answer: {score}; expla-719

nation: {reasoning}"720

Pairwise 721

Here are two images of advertisement. 722

Which one is more abnormal and un- 723

usual? Answer 1 for the one on the left 724

and 2 for the one on the right. Give your 725

answer in the following format: "expla- 726

nation: {reasoning}; answer: {choice}" 727

Originality 728

Single Label & Distribution Modeling 729

How novel (i.e. unique from previous 730

ads) is this visual advertisement? Give 731

your answer in the scale of 1 to 3 with 1 732

being not original at all, 2 being neutral, 733

and 3 being very unusual and outstand- 734

ing. Give your answer in the following 735

format: "answer: {score}; explanation: 736

{reasoning}" 737

Disagreement 738

I am about to ship this advertisement de- 739

sign to the public and I am unsure how 740

would the audience intepret it. Some 741

might consider it original (i.e. unique 742

of its kind) while some others would not. 743

To what extent would they agree on each 744

other? Make your best guess and give me 745

an agreement score between 1 to 3, with 746

1 being easily agree (high agreement), 2 747

being neutral, and 3 being hardly agree 748

(low agreement). Give your answer in 749

the following format: "answer: {score}; 750

explanation: {reasoning}" 751

Pairwise 752

Here are two images of advertisement. 753

Which one is more unique compared with 754

other ads in the same product category? 755

Answer 1 for the left one and 2 for the 756

right one. Give your answer in the fol- 757

lowing format: : "explanation: {reason- 758

ing}; answer: {choice}" 759

Atypical-300 Prompts (atypicality only) 760

Single Label & Distribution Modeling 761

How unusual (i.e. including abnormal 762

objects or atypical connotations) about 763

the advertisement? Give an answer of 764

either 0 or 1; answer 0 for being very 765

normal and 1 being very unusual and 766

abnomal. Give your answer in the fol- 767

lowing format: "answer: {score}; expla- 768

nation: {reasoning}" 769
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Disagreement770

I am about to ship this advertisement de-771

sign to the public and I am unsure how772

would the audience intepret it. Some773

might consider it unusual (i.e. some774

abnormal objects or connections) while775

some others would not. To what extent776

would they agree on each other? Make777

your best guess and give me an agree-778

ment score of either 0 or 1, with 1 for no779

agreement, 0 high agreement. Give your780

answer in the following format: "answer:781

{score}; explanation: {reasoning}"782

G Output Examples783

We have three examples with all the scoring met-784

rics, see Figure 5, 6, 7.785
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Figure 5: Example (A) and creativity predictions by models; complete output in Table 3

Aspect Human GPT-4v LLaVA-7B LLaVA-13B KL(H||LLaV A− 7B) KL(H||LLaV A− 13B)

Creativity 2.60 3 2 3 0.0456 0.0367

Originality 2.92 3 3 2 0.0000 0.4091

Atypicality 2.92 3 3 3 0.0270 0.0000

Table 3: Model output and human ratings for Example (A), see ad image and distribution modeling result in Figure 5

Figure 6: Example (B) and creativity predictions by models; complete output in Table 4

Aspect Human GPT-4v LLaVA-7B LLaVA-13B KL(H||LLaV A− 7B) KL(H||LLaV A− 13B)

Creativity 1.84 2 3 3 0.5434 0.1749

Originality 1.44 1 3 2 2.3743 1.4753

Atypicality 1.28 1 2 1 1.3535 1.1474

Table 4: Model output and human ratings for Example (B), see ad image and distribution modeling result in Figure 6
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Figure 7: Example (C) and creativity predictions by models; complete output in Table 5

Aspect Human GPT-4v LLaVA-7B LLaVA-13B KL(H||LLaV A− 7B) KL(H||LLaV A− 13B)

Creativity 1.64 2 3 2 0.7273 0.4306

Originality 1.36 1 2 1 1.334 0.6839

Atypicality 1.44 1 2 1 0.6141 0.6203

Table 5: Model output and human ratings for Example (C), see ad image and distribution modeling result in Figure 7
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Figure 8: Amazon Mechanical Turk interface.
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