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ABSTRACT

While data plays a crucial role in training contemporary AI models, it is acknowl-
edged that valuable public data will be exhausted in a few years, directing the
world’s attention towards the massive decentralized private data. However, the
privacy-sensitive nature of raw data and lack of incentive mechanism prevent these
valuable data from being fully exploited. Addressing these challenges, this paper
proposes inclusive and incentivized personalized federated learning (iPFL), which
incentivizes data holders with diverse purposes to collaboratively train personal-
ized models without revealing raw data. iPFL constructs a model-sharing mar-
ket by solving a graph-based training optimization and incorporates an incentive
mechanism based on game theory principles. Theoretical analysis shows that iPFL
adheres to two key incentive properties: individual rationality and truthfulness.
Empirical studies on eleven AI tasks (e.g., large language models’ instruction-
following tasks) demonstrate that iPFL consistently achieves the highest economic
utility, and better or comparable model performance compared to baseline meth-
ods. We anticipate that our iPFL can serve as a valuable technique for boosting
future AI models on decentralized private data while making everyone satisfied.

1 INTRODUCTION

Training on massive publicly-available data (Raffel et al., 2020; Gao et al., 2020; Schuhmann et al.,
2021; 2022), AI models have demonstrated significant proficiency in diverse domains (Brown et al.,
2020; Ouyang et al., 2022b; Rombach et al., 2022; Ramesh et al., 2021). As a well-known repre-
sentative, ChatGPT (Ouyang et al., 2022b; OpenAI, 2023) has swept the world with its exceptional
ability to solve general tasks. While it is commonly acknowledged that more data leads to better
performance (Kaplan et al., 2020), it has been estimated that available and valuable data in public
will be exhausted by the year 2026 (Villalobos et al., 2022; Muennighoff et al., 2023), significantly
impeding the continued enhancement of AI models under the current training paradigm.

The gradual depletion of public data starkly contrasts with the private sector, where massive in-
stitutions separately hold a wealth of valuable data. For instance, financial institutions such as
Bloomberg (Wu et al., 2023) possess high-quality private data to train AI models for finance. Ide-
ally, if these institutions collaborate on their resources, they can create a substantial and diverse
database capable of augmenting contemporary AI models (Wu et al., 2023; Singhal et al., 2023;
Wang et al., 2023; Chen et al., 2023). Unfortunately, two critical practical issues prevent distributed
private data from being fully exploited (Voigt & Von dem Bussche, 2017; Kairouz et al., 2021).
Firstly, the sensitivity of private data deters institutions from sharing it readily since this could raise
privacy concerns and cause interest conflict (Voigt & Von dem Bussche, 2017; Price & Cohen, 2019;
Hathaliya & Tanwar, 2020; Box & Pottas, 2013; Qi et al., 2023; Kaissis et al., 2021). Secondly, the
absence of a comprehensive incentive mechanism results in a lack of motivation for institutions to
actively and willingly engage in collaboration (Yang et al., 2019; Karimireddy et al., 2022).

Consequently, to enable the utilization of decentralized private data for the continued enhancement
of contemporary AI models, it is imperative to establish a harmonious sharing market, which should
safeguard privacy and ensure individual interests. In this market, data owners could act as buyers
who selectively buy models from others to help train stronger models for their interested tasks; or as
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Figure 1: Inclusive PFL market and our iPFL. a. The clients have different purposes for entering a
PFL system. A client can be: i) a trader who simultaneously buys model and sells their model; ii)
a buyer who only buys a model and never shares its own model; iii) a seller who only sells its own
model and never buys models; iv) an attacker who intends to ruin the system. b. In an inclusive
market system, the model and money transaction should satisfy the needs of all the participants and
block out attackers. c. In our iPFL, all the market behaviors are completed over a neutral server.

sellers who gain revenues from other institutions that have bought their models. Such a guarantee of
privacy (i.e., trading models rather than data) and interests can well motivate institutions to partici-
pate in the market, forming a virtuous circle as more participants lead to better performance which
in turn attracts more participants.

Following this vision, we adopt personalized federated learning (PFL) (Wu et al., 2022; T Dinh et al.,
2020; Fallah et al., 2020) as the technical foundation for model training in this market, due to PFL’s
properties on preserving data privacy (i.e., sharing models) and catering to personal interests (i.e.,
improving personalization performance). In this PFL-based market, coordinated by a central server,
participants share their locally-trained models to achieve personalization through collaboration (Ye
et al., 2023b; Li et al., 2021a; Huang et al., 2021). This approach has shown promising personalized
performance through techniques like model regularization (Li et al., 2021a), meta-learning (Fallah
et al., 2020), and clustering (Sattler et al., 2020). However, existing methods mainly focus on per-
sonalization techniques, overlooking participants’ economic conditions and motivations, which are
two key factors in market dynamics.

Therefore, in this paper, we introduce an inclusive PFL system that accommodates individual model
preferences and economic conditions, where we specifically consider four types of participants as
shown in Figure 1 (a). We model the overall system as a graphical game, with participants as nodes
and their exchange relationships as asymmetrically weighted edges, enabling a nuanced model-
sharing network; see illustration in Figure 1 (b). To achieve this, we propose a novel graph-based
PFL optimization objective that captures an individual’s model preference via model similarity and
economic conditions via reserving personalized utility functions. Specifically, we pursue personal-
ized models by minimizing loss on interested tasks while maximizing the pair-wise model similarity
among participants and the total social welfare within the overall collaboration graph. In this way,
participants are allowed to select models based on their preferences and affordability, improving per-

2


	Introduction
	Related Works
	Problem Formulation
	Inclusive and Incentivized Personalized Federated Learning
	Analysis
	Experiments
	Performance evaluation
	Inclusive market

	Conclusion
	Algorithm Pseudo Codes
	Related Work on Incentive federated learning
	Theory
	Proofs for the theories
	Experimental Details
	Baselines
	Hyperparameter Settings
	Implementing details
	Incentive properties
	Additional details for inclusive market
	Validation on gain function
	Ablation study

	Discussion

