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ABSTRACT

Voxel-wise contrastive learning (VCL) is a prominent approach in semi-
supervised medical image segmentation. Based on the initially generated pseudo-
labels, VCL pulls voxels with the same pseudo-labels toward their prototypes
while pushes those with different labels apart, thereby learns effective represen-
tations for the segmentation task. However, in multi-organ segmentation (MoS),
the complex anatomical structures of certain organs often lead to many unreliable
pseudo-labels. Directly applying VCL can introduce confirmation bias, result-
ing in poor segmentation performance. A common practice is to first transform
these unreliable pseudo-labels into more reliable complementary ones, which rep-
resent classes that voxels are least likely to belong to, and then push voxels away
from the prototypes of their complementary labels. However, we find that in this
approach, if voxels with unreliable pseudo-labels are originally close in feature
space, they can end up far apart after being pushed away from their complemen-
tary prototypes. This disruption of the semantic relationships among voxels can
be detrimental to the MoS task. In this paper, we propose DVCL, a novel distance-
aware VCL method for semi-supervised MoS. DVCL is based on the observation
that voxels close to each other in the feature space (‘neighbors’) likely belong
to the same semantic category, while distant ones (outsiders’) likely belong to
different categories. In DVCL, we first identify neighbors and outsiders for all
voxels with unreliable pseudo-labels, and then pull their neighbors into the same
clusters while pushing outsiders away. In this way, neighbors of unreliable vox-
els remain their neighbors and outsiders remain outsiders. This approach helps
maintain useful semantic relationships among unreliable voxels while still enjoy-
ing the advantages of VCL. We conduct extensive experiments on four datasets to
validate the effectiveness. Extensive experiments on four datasets demonstrate the
superior performance of DVCL compared to state-of-the-art methods.

1 INTRODUCTION

Medical image segmentation is a critical task in computer-aided diagnosis (Meng et al.,[2022};|{Zhao
et al., [2022). However, considering the large amount of effort and expertise required for labeling
data (Greenspan et al.l 2016), semi-supervised learning (SSL) is often employed. In SSL, voxel-
wise contrastive learning (VCL) (Chaitanya et al.l 2023} [You et al., 2024; [Wu et al.l [2024) has
proven highly effective. Based on the pseudo-labels generated by the initial model, VCL pulls voxels
with the same pseudo-labels toward their prototypes while pushing those with different pseudo-
labels away from each other, thereby learning effective representations from unlabeled voxels for
the segmentation task.

However, existing VCL methods can encounter difficulty in multi-organ segmentation (MoS). MoS
is more challenging than single-organ segmentation due to complex anatomical structures, includ-
ing large size variations (e.g., the liver is over 200 times larger than the right adrenal gland), dif-
ferent shapes (e.g., the stomach has a more complex shape than the liver despite similar volumes),
and overlapping organs (e.g., the pancreas often overlaps with adjacent organs, resulting in unclear
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Figure 1: (a) Category-wise performance for the FLARE 2022 dataset. The orange bars represent
the Dice similarity coefficient (referred to as Dice) for each organ,and the blue bars denote the
percentange of reliable voxels. (b) The idea of our method vs. existing methods. DVCL maintains
useful semantic relationships among unreliable voxels in the feature space.

boundaries). Consequently, segmenting these organs becomes considerably more difficult, resulting
in many unreliable pseudo-labels, especially at the initial stage. These unreliable pseudo-labels gen-
erally lead to confirmation bias in VCL, ultimately lowering the segmentation performance on these
organs. Figure [[{a) shows the segmentation performance of different organs on the FLARE 2022
dataset. The blue bars denote the percentage of voxels with reliable pseudo labels for each organ, and
the orange bars represent the corresponding performance. We can see that some organs, such as the
left and right adrenal glands and the pancreas, have many more unreliable voxels. Correspondingly,
the segmentation performance of these organs is lower than others.

To address these challenges in VCL, some methods choose not to use voxels with unreliable pseudo-
labels (Su et al., 2024; |Chaitanya et al.,|2023; Wang et al., 2022a). However, given the amount of
unreliable voxels, this approach wastes the valuable information contained in them. To leverage
information contained in a large number of unreliable pseudo-labels, a popular practice is to use
complementary labels (Wang et al., |2022c} Du et al., 2023} [Feng et al., [2024; |Deng et al.| [2024).
The complementary labels of a voxel represent classes that the voxel is least likely to belong to, and
therefore can be more reliable than the original pseudo-label. We can then push the voxel away from
the prototypes of its complementary labels. An example of using complementary labels is shown in
the upper left of Fig. [I[b). The two yellow nodes A and B, labeled with ¢ 1, are the two voxels
least likely to belong to class 1 and therefore are pushed away from the prototype of class 1 (shown
as the star in the left corner) during VCL. Likewise, voxel C' and D, labeled with ¢ 2 are pushed
away from the prototype of its complementary class 2. Experiments demonstrate that VCL based on
complementary labels helps to learn good voxel representations(Wang et al., 2022cj Du et al., 2023j
Feng et al.;2024; Deng et al.| 2024).

Despite the successes of this technique, we have identified a hidden drawback. This approach can
disrupt the relationships among some unreliable voxels, and these relationships are helpful when
learning features. An example is shown in the upper two figures of Fig. [[[b). The left figure shows
the feature space of some voxels before using complementary labels. The four voxels with unreliable
pseudo-labels are shown as yellow nodes denoted as A, B, C, and D, and their complementary labels
are ¢ 1, ¢ 1, ¢ 2 and ¢ 2, respectively. We can see that before using VCL, the two voxels A and
B are close to each other and are likely to belong to the same category. On the other hand, voxel C
should belong to a different class. However, after being pushed away from prototype 1, voxel A and
B become far apart from each other, suggesting that they end up belonging to different categories.
Similarly, after being pushed away from prototype 2, voxel C' moves closer to B, suggesting that B
and C appear to belong to the same category. This disruption of the semantic relationships among
voxels can be detrimental to the segmentation task.

Then the critical question is, among a large number of voxels with unreliable pseudo-labels, which
kind of information should be maintained during VCL? Our answer to this questions is: neighbors
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remain neighbors, and outsiders remain outsiders. Correspondingly, we propose a novel distance-
aware VCL (DVCL) technique. The rationale behind DVCL is simple: for a voxel with an unreli-
able pseudo-label, we wish to maintain two types of information. Its close voxels in feature space
(referred to as neighbors), which likely belong to the same semantic category, should still be its
neighbors after implementing DVCL, while its far-away voxels (referred to as outsiders), which
likely belong to different categories, should remain its outsiders after DVCL. Specifically, in DVCL,
we first identify, for each voxel with an unreliable pseudo-label, its neighbors and outsiders. Dur-
ing contrastive learning, for all unreliable voxels, we pull their neighbors into the same clusters
while pushing outsiders away. This approach helps maintain useful semantic relationships among
unreliable voxels while still enjoying the advantages of contrastive learning.

An example of using DVCL is shown in the bottom figure of Fig[T[b). Take voxel B as an example
(Query). Before implementing DVCL, voxel A is one of its neighbors, and voxel C' is one of its
outsiders. Then, after DVCL, voxel A is pulled to the same cluster of B, while voxel C' is pushed
away from it. In this way, the neighbors and outsiders of this query voxel B are kept the same.
One interesting thing we should emphasize is related to voxel D, which is neither a neighbor nor
an outsider for the query voxel B. However, this does not mean it remains in the same location
after DVCL. As voxel D, in most conditions, belongs to the neighbor or an outsider for some other
voxels, it will be moved accordingly to maintain their relationships.

Additionally, in the image space, an entropy-based selection module (ESM) is designed to adaptively
separate all pseudo-labels into two groups, i.e., a reliable one and an unreliable one. Furthermore,
reliable pseudo-labels are assigned higher weights, while unreliable pseudo-labels receive lower
weights, effectively reweighting the unsupervised loss. We conduct extensive experiments on four
datasets to demonstrate the effectiveness of DVCL. Compared to state-of-the-art methods, our pro-
posed DVCL achieves superior performance. Additionally, we believe that DVCL can be applied to
other segmentation tasks where there are a large number of unreliable pseudo-labels. Overall, our
contributions can be summarized as follows:

e We propose a novel Distance-aware Voxel-based Contrastive Learning technique. By main-
taining useful semantic relationships among unreliable voxels, discriminative features for
segmentation can be learned.

e We propose an entropy-based learning approach to efficiently utilize pseudo-labels that
have low confidence yet are accurate in image space.

e Extensive experiments on four medical multi-organ benchmarks demonstrate the effective-
ness of our method and show that we advance the state-of-the-art approaches.

2 RELATED WORK

Semi-supervised multi-organ segmentation. Recently, semi-supervised methods for MoS have
emerged (Zhou et al.| 2019 [Xia et al., [2020; Ma et al., [2023c). For example, Wen et al.[Wen et al.
(2024) proposed a DCL-Net to utilize global and local VCL to enhance model performance. For a
more detailed summary of semi-supervised MoS methods, please refer to Appendix [Al

Semi-supervised contrastive learning. Recently, VCL has achieved significant success in extract-
ing powerful features from unlabeled data in SSL (Wang et al.l 2021 [2022b; [Feng et al., 2024;
Deng et al., [2024). For example, Wang et al.| (2021) proposed a VCL algorithm for SSL semantic
segmentation that enhances similarity between embeddings of same-class voxels while distinguish-
ing different-class voxels using pseudo-labels. However, unreliable pseudo-labels can introduce
confirmation bias in VCL, ultimately reducing task performance. |[Wang et al.| (2022b)) proposed
an uncertainty-guided contrastive learning method that discard unreliable pseudo-labels based on
threshold. More recently, works such as (Wang et al.,|2022c};\Du et al.|[2023} [Feng et al.,[2024; |Deng
et al., |2024) have focused on leveraging unreliable pseudo-labels for learning rather than filtering
them out, often employing complementary labels. For a more detailed summary of complementary
label VCL methods, please refer to Appendix [A] However, this approach can disrupt the relation-
ships among some unreliable voxels, and these relationship are helpful when learning features. In
contrast, our method emphasizes preserving these semantic relationships among unreliable voxels.
This capability is a key reason for the superiority of our method.
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Figure 2: Pipeline overview. Overview of our framework, which consists of two networks. Labeled
data is directly fed into both networks for supervised training. For unlabeled data, we separate the
initially generated pseudo-labels into reliable and unreliable ones based on ESM. Reliable features
(features with reliable pseudo-labels and ground-truth masks) are used to compute the Ly,qc. Unre-
liable features (features with unreliable pseudo-labels) are used to compute the Lg¢). Additionally,
the Lecps is computed using the probability maps and all pseudo-labels.

Self-supervised Learning. The self-supervised training has been widely applied in the computer
vision tasks (Wu et al.l [2018; |[Yang et all |2021; |Chongjian et al.; Wu et al.| [2023). For example,
Debidatta et al. (Dwibedi et al., [2021)) used an memory bank for the purpose of nearest neighbor
mining (NNCLR). For a more detailed summary of self-supervised training methods, please refer to

Appendix [A]

3 METHOD

3.1 PROBLEM DEFINITION AND FRAMEWORK OVERVIEW

Problem definition. The training dataset, denoted as S, consists of both labeled and unlabeled data,
expressed as S = S'USY. Here, 8! = {(;, )}, constitutes the labeled data, and S* = {x;} M,
represents the unlabeled data. (A/ > N in most cases). In this context, z; € RP*XHXW refers to
the input volume, and y; € REXDPXHXW denotes the ground-truth mask, where C' is the number of
classes, including the background. H,W, and D represent the height, width, and depth of the input
medical volume, respectively. The goal is to train a segmentation network based on S’ and S* that
correctly predicts labels for unseen data.

Framework overview. An overview of the proposed framework is illustrated in Fig[2] which is
based on the Cross Pseudo Supervision (CPS) framework (Chen et al., [2021) and utilizes two par-
allel segmentation networks: model A and model B. Both networks share the same structure but
are initialized with different weights. Each model consists of four main components: an encoder, a
decoder, a segmentation head, and a feature head (i.e., the sequentially-connected MLP layers). Full
details of the framework are provided in Appendix [B] The pseudo-code of our framework is sum-
marized in Algorithm [T (Appendix [B). The framework incorporates two primary training strategies:
1) An entropy-based learning approach to effectively utilize the pseudo-labels in the image space,
which is described in Section[3.2] ii) Distance-aware voxel-wise contrastive learning to leverage fea-
ture interactions between unreliable voxels in the feature space, allowing for comprehensive mining
of unreliable pseudo-label information. This is detailed in Section[3.3]
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Figure 3: Left: The calculation process of the entropy-based Learning. Right: An illustration of the
positive and negative candidates in the Lo and neighbors and outsiders in the Lqy..

3.2 ENTROPY-BASED LEARNING

In the CPS method, the CPS loss is computed at the image level by considering all pseudo-labels
without discrimination. However, overfitting to incorrect pseudo-labels can result in confirmation
bias. To address this issue, existing methods Shen et al.|(2023) use a confidence thresholding mech-
anism to filter out unreliable and potentially incorrect pseudo-labels during training. Unfortunately,
this approach results in the underutilization of pseudo-labels, causing a significant loss of semantic
information. Thus, we propose an entropy-based learning approach to mitigate confirmation bias
and effectively utilize the pseudo-labels, as shown in Fig[3] left, including entropy-based selection
module (ESM) and entropy-weighted cross pseudo supervision (ECPS) loss.

Entropy-based Selection Module. We follow |Wang et al.[(2022c) utilize voxel-wise entropy e( )

as the selection indicator between reliable and unreliable pseudo-Iabels in unlabeled data as:

c

ey =Y —pij(c)log (pf(c) Z c)log (p5(c)) . (1)
c=1 c=1
where pl(-;)(c) is the value of p(J) at c-th dimension. We then define M, )[ ,j] and ng')[i7 j] as
the masks of low and high entropy for selecting reliable and unreliable pseudo-labels respectively.
These masks can be expressed as:

{Mf[i,j] =I(ef; < 72), Mili, j] = L(ef; > 72), @)
ME[i, ) = e < 77), M7 [i, 4] = Uefj > 77%),
where T( ) is the selection threshold of the entropy mask as follows:

T =g taeh, ] =eg taey 3)
where e( ) is the average entropy of voxels at training iteration ¢, ie, e((l't) = %65}

|B| DXxHXW 2

and e(t) is the variance, ie, e() = ZB*DZW (el(-;) — e((l't)) . « is factor and is set to 0.5
in our experiments. This new selection strategy has the following benefits: i) ESM allows the
model to adapt its confidence across different training stages, thereby enabling a clearer distinction
between reliable and unreliable pseudo-labels. ii) ESM compares confidence against a threshold, 7,
without needing to sort all training voxels (Wang et al., 2022c} Ma et al.,[2023a; |Wang et al.| [2023).
This reduces the time complexity from O(log N) to O(1), making the strategy more efficient when
applied to large-scale datasets.

Entropy-weighted Cross Pseudo Supervision loss. Based on the segmented regions of reliable and
unreliable pseudo-labels, we utilize an exponential function (Chen et al.,2023b) to fit the confidence
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distribution. The weights are calculated as follows:

A B
Wmax exp <1nguc>a lf ZEUEJ\/[;?[Z,‘?], WB: Wmax exp <logf;wc)7if xijej\/[uB [27.7]7

Winax, otherwise, Whinax, otherwise,

WA= 4)

where Whax is the weight for reliable pseudo-labels and is set to 1 in our experiments. The weights
of the unreliable pseudo-labels are calculated using an exponential function, where high uncertainty
corresponds to small weights, and low uncertainty corresponds to large weights. Therefore, this
approach increases the utilization of pseudo-labels by assigning lower weights to unreliable pseudo-
labels. Based on the designed weights, ECPS loss is defined as follows:

B, <~DxHxW
Zi=1 Z_]:Xl )
|Bu| x Dx Hx W
where gjz(j) = arg max(pg‘)) is the pseudo-labels of the j-th voxel of i-th unlabeled image. L.
indicates the cross-entropy loss.

Leeps = WP Lee(05,95) + WALee (05, 55)) )

3.3 DISTANCE-AWARE VOXEL-WISE CONTRASTIVE LEARNING

To effectively maintain useful semantic relationships among unreliable voxels while still enjoying
the advantages of VCL, we propose a distance-aware VCL (DVCL) technique. Using the selection of
reliable and unreliable pseudo-labels from Section[3.2} we employ the high-quality VCL (HqC) loss
for voxels with reliable pseudo-labels and ground-truth masks. For voxels with unreliable pseudo-
labels, we apply the DVCL loss.

High-quality Voxel-wise Contrastive Learning. During network training, anchor voxels are sam-
pled for each class present in the current mini-batch. For labeled data, we select voxels with accurate
predictions based on ground-truth masks, ensuring the quality of the anchor voxels. The feature sets
of the labeled anchor voxels for class c are selected as:

Rfl = {r{} | yij = c,arg maxp{}(c) = c},Rfl = {rfj | vij =c,arg maxpg(c) =c} (6)
where r%) € R? represents the feature of the j-th voxel of i-th labeled image given by feature head.
yi; denotes the ground-truth mask. Similar to Singh| (2021)), the pseudo-labels obtained from the
segmentation head are utilized as class labels for the unlabeled voxels. The feature sets of anchor
voxels with reliable pseudo-labels are selected as:

R?u = {I‘é | QSA = C, Tyj € Mﬁ[’é,]]} 7RcBu = {rg | Z}g = C, Tyj € Mr‘B[Zv]]} ) (7)
where M [i, j] denotes the reliable pseudo-labels by following Eq[2] The set of all qualified anchor
voxels for class c is defined as follows:

Re=RM YRR JRE™ ©)

To prevent limited anchors leading to an overly localized and unstable sample center, we store R,
by using a memory bank. When the memory bank is saturated, we remove old features to leave
enough space to store the latest features. Inspired by (Miao et al.L[2023), based on the anchor voxels
defined in Eq[8] the positive candidate for class c is set as the feature center of all anchor voxels:

1
’PC—W

] Z r.. )

re€Rc

We consider labeled voxels that are misclassified as class ¢ as negative candidates for that class,
helping to guide these voxels away from misclassified categories in the feature space. Consequently,
the feature sets of negative candidates for class c are defined as follows:

GM = {r} | argmaxpfj(c) = c,yi; # c},GP' = {rZ | arg maxpZ(c) = c,y;; # c}. (10)
Based on the anchor voxels, positive candidates, and negative candidates, we use the popular In-

foNCE loss function (Oord et al. |2018) to calculate the contrastive loss. The HqC loss Lyqc is
defined as:

ViR T exp ({rem: Pe) /7) o

L 1qc —
ha CxM eXp(<rcmaPC> /T) + Zr]:]:lexp (<rcm7 rg"m> /T)
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where M is the number of anchor voxels, and r.,,, denotes the feature vectors of the m-th anchor
voxels of class c. Each anchor voxel is followed by a positive candidate P. and N negative can-
didates, {r_,,,,}"_;. (-,-) denotes the cosine similarity between features. In this study, we set M
=256, N =50, andT— 1.

Distance-aware Voxel-wise Contrastive Learning. From the perspective that features that are
close or distant in the feature space should yield consistent or inconsistent predictions, we propose
a DVCL technique to maintain useful semantic relationships among unreliable voxels. Inspired
by |Goldberger et al.|(2004); [Wu et al.| (2018), we define O, ,, as the probability that the feature r,,
has same prediction to feature r,, :
»L pn
Om,n El— ¢ T )
quEUR ePmPa
where Ur = M| JMP denotes the feature set of all voxels with unreliable pseudo-labels by
following Eq[2] r,, and r,, denote the features of two voxels from Ug, while having correspond-
ing predict probabilities p,, and p,. We then define two sets for each feature r,, (quary) in Ug:
close neighbor set C,,, (features potentially from same classes) and distant outsider set D,,, (features
potentially from different classes). Inspired by (Yang et al.| [2021), C,, is formed by selecting the
K-Nearest Neighbors(KNN) (Cover & Hart, (1967) of r,, from Ug using cosine similarity as the
distance metric. Conversely, D,,, is constructed using the K- Furthest Neighbors of r,,,:
Cm = {rn|top-K(cos (vp,1y) , V1, € Ur)}, Dy = {ri|low-K'(cos (v, rk), Vo € Ur)}.
(13)
Following Dwibedi et al. (Dwibedi et al. [2021), we use queues as candidate sets C,, and D,,,
respectively, where each element represents a feature. During network training with sample batches,
we store features in C,,, and D,,,, updating the candidate sets using a first-in-first-out strategy.

(12)

Returning to our motivation, for each feature r,,, the features in D,,, should have different predic-
tions than those in C,,. This process involves moving features in C,,, towards r,,, while pushing away
features in D,,,. To achieve this, we first define two likelihood functions:

PP PPk
’rrL| 95 Hom n— HZ ¢ ep Pa m‘ 95 Hom n— H Z ¢ epmpq (14)
r,€Cm r,€C4=TeC€UR rgEDm rr€DA&~TqCUR
where 6s denotes the parameters of the segmentation head in our network. We then propose to
simultaneously maximize the likelihood of the close neighbor set and minimize the likelihood of the
distant outsider set, denoted as
N (Cm | T'm, 95)

Cwmpm =—lo —7

One problem optimizing Eq[T5]is that it requires the participation of all features in Ug to compute
Eq[T4] which, in practice, can result in a significant waste of time and resources. Here we resort to
get an upper-bound of Eq[I5}

15)

N (Cm | 0s)
1 ms Dm = —log
p(C ) %% 3 (Do [ 0s)
T
==Y Pmpn+D_ PP+ ([Cn| — [Din|) log( Y e
rn €Cm rp,€Dm rq€Ur
T
< =S phpn + > pEpk+ (Il — D) (log [Ur | + f;;”j) (16)
rn€Cm r,€EDm rq€UR
<= PmPa+ D Pnpi+([Cn| — [Dim|) (log [Ur| + 1)
rn ECm rp€EDm
Details for our proof can be found in Appendix[J}
Finally, our DVCL loss is defined as fOIIOWS'
Lavel = |U | > ¥(Cm, D). (17)
R rmceUr
Overall loss. Finally, our overall contrastive loss can be formulated as:
Lcontra = thc + ﬂﬁdvcl (18)

where the scalar 5 = 0.3 is used to balance the two loss functions.



Under review as a conference paper at ICLR 2025

Table 1: Quantitative results on two settings of FLARE 2022 dataset. ‘w/o VCL ’ or ‘w/ VCL’
indicates whether the SSL. methods combined with VCL or not. Prevalent SSL methods, including
DAN (Zhang et al.,|2017), MT (Tarvainen & Valpola, 2017), UA-MT (Yu et al., 2019), SASSnet (L1
et al.,2020), DTC (Luo et al.,|2021a), CPS (Chen et al.,|2021), CLD (Lin et al.,2022), DHC (Wang
& Li,[2023), MagicNet (Chen et al.,|2023a), UGPCL (Chen et al.,[2021), U°PL (Wang et al., 2022¢),
BaCon (Feng et al., [2024)), and CCL (Deng et al., [2024)). Best results are boldfaced.

‘ Methods H Mean Dice for each organ Mean Mean
Liv Spl Sto L.kid Rkid Aor Pan IVC Duo Gal Eso RAG LAG Dice Jaccard
‘ Fully H 9421 88.32 49.40 91.68 91.33 89.89 48.83 79.24 52.10 56.24 61.13 44.87 42.12H 68.41+£0.58 56.97+0.42
50%' hel, Jdata(' hel. J:u laheled- 47:42)
DAN 96.50 89.74 62.04 93.63 93.24 90.76 61.71 80.09 66.60 70.07 67.20 58.04 43.47 || 74.86+0.69 63.731+0.62
0 MT 96.97 89.64 66.63 93.66 92.58 91.39 68.65 82.08 60.96 69.89 71.68 57.51 62.21 | 77.224+0.42 65.944+0.83
O| UA-MT 97.21 88.85 71.66 94.00 93.50 92.41 70.60 82.92 64.85 76.82 72.05 60.02 60.85| 78.91+0.89 68.01+1.21
i SASSnet || 9525 92.03 66.48 92.47 93.79 90.03 63.61 79.94 60.14 65.57 70.83 59.98 62.78 | 76.38+0.61 65.20+0.60
3| DTC 96.47 91.33 6594 94.46 93.57 92.52 64.88 83.77 65.58 75.80 68.53 68.87 61.35| 78.70+0.79 67.64+1.05
CPS 96.77 91.23 72.63 93.38 93.70 92.35 70.34 83.30 65.48 78.81 72.37 58.34 61.47 || 79.24+0.56 67.994+0.56
CLD 94.27 88.54 74.88 91.48 93.33 91.51 71.51 83.21 68.15 76.68 71.03 64.57 63.98 | 79.47+0.27 67.95+0.28
DHC 92.54 90.81 76.96 93.39 92.18 91.84 74.65 83.25 69.44 84.60 72.91 64.52 55.88 | 80.23+1.07 68.90+0.26
MagicNet || 96.49 88.84 80.33 90.84 93.06 91.72 69.46 81.98 67.44 82.81 75.79 63.40 59.98 || 80.16+0.33 69.08+0.12
UGPCL 96.00 90.63 79.75 94.88 94.01 90.86 73.39 82.26 66.28 81.02 71.42 61.81 65.44 80.59+0.85 69.76+0.85
d U?PL 96.83 90.67 77.19 94.25 94.33 92.73 74.36 84.22 68.37 82.99 75.57 66.83 67.27 || 81.97+0.31 71.69+0.31
>| BaCon 95.54 90.81 76.89 93.78 93.49 91.71 74.68 83.77 68.67 83.33 73.18 68.80 66.54 || 81.63+0.56 70.82+0.57
E| ccL 96.25 91.65 76.14 93.04 93.48 92.15 73.44 83.19 67.35 82.49 75.54 68.05 64.39| 81.324+0.32 70.68+0.51
Ours 96.75 94.06 83.72 94.43 93.43 92.31 75.84 84.28 69.36 86.44 75.88 69.36 68.31 || 83.401+0.32 72.651+0.47
10% labeled data (labeled:unlabeled=42:420)
DAN 95.89 84.15 67.29 92.81 91.96 91.35 63.12 79.33 66.48 77.29 67.82 50.41 48.41| 75.10+0.69 63.83+0.23
0 MT 96.49 91.54 74.64 93.78 92.77 92.17 69.23 82.71 66.68 73.49 70.66 61.88 41.26 || 77.49+0.48 66.451+0.39
O| UA-MT 96.42 9198 7991 92.74 92.83 92.33 71.43 83.10 67.72 77.26 7241 64.04 46.18 || 79.10+0.38 68.2140.48
>o SASSnet || 96.21 90.40 67.12 94.00 92.85 91.61 67.89 79.59 6547 71.59 71.44 52.07 57.83 || 76.77+0.30 65.89+0.44
3| DTC 96.63 9291 72.76 92.68 92.40 91.87 66.82 81.47 65.76 78.38 69.39 59.74 59.10 || 78.45+0.82 67.05+1.02
CPS 96.62 92.16 77.02 92.70 92.71 92.25 69.39 81.91 65.94 75.12 72.78 63.56 58.96 | 79.324+0.46 68.141+0.61
CLD 94.63 89.74 73.20 91.76 9297 91.61 70.27 83.12 68.13 84.15 72.69 67.89 55.27 || 79.65+0.17 68.224+0.49
DHC 93.17 90.64 80.56 93.13 92.89 91.38 72.22 83.75 69.73 82.47 73.25 67.12 56.19 | 80.50+0.43 69.38+0.63
MagicNet || 97.04 88.04 81.51 92.18 92.95 91.75 71.15 81.01 69.61 84.36 77.07 63.34 60.33 || 80.79+0.75 70.23+0.96
UGPCL 96.81 92.11 75.48 94.02 94.79 92.07 68.75 82.46 68.60 77.50 71.09 63.54 58.10 || 79.64+0.72 69.09+0.58
d U2PL 96.34 91.45 80.09 94.30 93.81 91.17 74.53 83.13 69.88 84.40 72.70 67.25 68.12 || 82.09+0.32 71.344+0.51
>| BaCon 95.88 90.35 77.17 94.35 9398 92.10 73.32 83.75 69.67 81.15 74.87 69.44 69.55 || 81.97+0.33 71.044+0.40
3| ccL 95.77 91.44 76.81 92.71 93.54 92.02 73.59 83.58 67.17 81.19 7545 70.15 69.99 || 81.80+0.11 70.9140.32
Ours 97.37 93.53 83.47 94.86 93.69 92.52 76.98 84.43 70.97 87.71 75.69 70.60 71.67 || 84.111+0.08 73.491+0.13

4 EXPERIMENTS

4.1 DATASET AND IMPLEMENTATION DETAILS

We evaluate our method using four widely recognized MoS datasets, i.e., FLARE 2022 dataset (Ma
et al.,|2023b), AMOS dataset (Ji et al.}|2022), MMWHS dataset (Zhuang & Shen, |2016), and BTCV
dataset (Landman et al.l 2015). For more details, please refer to the Appendix We implement
the proposed framework with PyTorch, using 2 NVIDIA A100 GPUs. For more implementation
details, i.e., data preprocessing, network parameters, data augmentation, learning rate policy, batch
sizes, etc., please refer to the Appendix/D] In our experiments, the segmentation performances of
the different methods are evaluated using two standard evaluation metrics: the Dice and the Jaccard
index (referred to as Jaccard). To reduce the randomness of network training, experiments are
calculated in triplicate for all methods and the mean and standard deviation (SD) of the Dice and
Jaccard values are calculated. Model weights are determined based on performance on the validation
set, while comparisons of different methods are made using segmentation metrics on the test set.

4.2 COMPARISON TO SOTA METHODS

We demonstrate that our method achieves superior performance across all datasets and label ra-
tios (i.e., 10%, 50%). As shown in Table[I] Table[5| ( Appendix[F|), Tablel6] ( Appendix|G]), and
Table[7] (Appendix[H), our methods consistently outperform all the compared SSL-based methods
(For more methods details, please refer to the Appendix[E) by a considerable margin across all
datasets and label ratios. This validates the superior performance of our proposed methods in terms
of segmentation accuracy and label efficiency. For example, compared to the second-best results, our
method under {10%, 50%} label ratios achieves {2.02%1, 1.43%1}, {5.28%7, 2.13%1}, {2.01%1,
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Figure 4: Dice curves generated by different methods on validation set of FLARE 2022 during
network training.

1.04%1}, {2.53%1, 3.84%7} in mean Dice across FLARE 2022, AMOS, MMWHS, and BTCYV,
respectively. These results indicate that our method is well segmented relative to other methods.
We provide qualitative illustrations of FLARE 2022, AMOS, and MMWHS in Fig[5] Figld] Fig[7(
Appendix[G]), respectively.

Furthermore, As shown in Fig[] we plot the Dice curves of four challenging organs (i.e., Sto, Pan,
RAG, and LAG) obtained by different methods on the validation set during network training. In
the case of these challenging organs, our method is able to learn organ knowledge earlier than other
methods. For instance, in the curve for the RAG, our approach achieves this at least 4000 iter-
ations earlier than others. Furthermore, UGPCL (discard unreliable pseudo-labels) exhibits lower
performance compared to the baseline (CPS), indicating that discarding unreliable voxels from these
challenging organs leads to significant information loss and, consequently, a decline in performance.
In contrast, our algorithm outperforms the U?PL (using complementary labels) in terms of perfor-
mance.

Ground-truth Ours ceL Bacon U2PL UGPCL MagicNet DHC CLD CPS

T 6 07 7 2 2 12 12

B Livd rRkid B spl O Pan O Aor@ 1vc [] RAG [ LAG [ 6Gal [0 Eso [0 Stolll Duo M LKid

Figure 5: Visualization of the segmentation results for the FLARE 2022 dataset. (a-c) Segmentation
results for one case of three transverse sections and (d) 3D segmentation views.
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Figure 6: Visualization of the segmentation results for the AMOS dataset. (a-c) Segmentation results
for one case of three transverse sections and (d) 3D segmentation views.



Under review as a conference paper at ICLR 2025

Table 2: Ablation on component aspect: (1) EBL; (2) DVCL. Best results are boldfaced.

Mean Dice for each organ Mean Mean

Basclincipr Rl DVCLH Liv Spl Sto Lkid Rkid Aor Pan IVC Duo Gal Eso RAG LAGH Dice Jaccard

4 96.58 90.56 82.8 93.77 9335 9223 76.59 83.93 69.04 827 7343 67.04 68.72| 82.36+0.28 71.440.48
v 96.84 95.04 82.65 94.69 93.43 92.14 76.83 83.6 70.5 8572 74.17 70.65 68.08| 83.41+031 72.5+0.54
v

AN AN

96.92 91.86 77.02 92.70 9271 9225 69.39 8191 6594 75.12 7278 63.56 58.96|| 79.324+0.46 68.1410.61
97.37 93.53 8347 94.86 93.69 92.52 76.98 84.43 70.97 87.71 75.69 70.60 71.67|| 84.11+0.08 73.4910.13

Table 3: Analysis of the number of neighbors K Table 4: Performance comparisons of DVCL and

and outsiders K. Best results are boldfaced. current nearest neighbor VCL.
K neighbors K’ outsiders H Mean Dice Mean Jaccard Methods Mean Mean
5 5 82384027  71.0720.25 _ ice laccard
5 10 82924045  71.81£0.34 NCCL (Wu et al.[[2023) 80.9840.79  70.99+0.82
10 10 83.2440.17  72.24+0.17 NNCLR (Dwibedi et al}2021) 83.1740.34  72.0940.41
10 15 84.11£0.08  73.4940.13 SNCLR (Chongjian et al.) 83.6740.71  72.74+0.67
15 15 83.8140.12 73.124:0.09 DVCL (ours) 84.111+0.08 73.4910.13

4.3 ABLATION STUDY

In this subsection, we conduct various ablations to better understand our design choices. For all the
ablation experiments the models are trained on FLARE 2022 dataset with 10% labeled ratio.

Importance of Each Components. We analyze the effectiveness of different components of our
method. At the core of our approach is the combination of two strategies: an entropy-based learning
(EBL) approach and distance-aware voxel-wise contrastive learning (DVCL). We deactivate each
component and then evaluate the resulting models, as shown in Table 2] As illustrated, both EBL
and DVCL significantly enhance performance, particularly for challenging organs (i.e., Sto; Pan;
LAG; RAG). Furthermore, the integration of both EBL and DVCL yields the highest mean Dice
(84.11%) and mean Jaccard (73.49%).

Importance of Neighbors and Outsiders. Although voxels from different organs might become
neighbors due to similar features in the feature space, by carefully choosing the value for the num-
ber of neighbors,K, we can effectively reduce such misclassifications and ensure that the selected
neighbors are as likely as possible to belong to the same class. As shown in Table 3] the optimal
values are K = 10 and K’ = 15, which yield the highest mean Dice and mean Jaccard. When K is
small, the query voxel has fewer neighbors. Although these neighbors have high similarity, they
may only contain limited semantic information. Conversely, when K is large, the number of neigh-
bors increases, potentially introducing misclassified samples with high similarity but belonging to
different categories.

Analysis on The Nearest-neighbor Voxel-wise Contrastive Learning. In Table 4} we com-
pare DVCL with existing nearest neighbor VCL methods (Wu et al.l 2023} [Dwibed: et al., |2021}
Chongjian et al.) and find that DVCL exhibits superior performance. This improvement can be at-
tributed to two main factors. First, for unreliable voxels, DVCL not only considers similar neighbors
but also introduces outsiders, which provide valuable inter-class contrastive information. Second,
DVCL transcends traditional positive and negative sample pair comparisons by employing con-
trastive learning between two feature sets. Moreover, the results of ablation studies of the contrastive
learning strategycan be found in Appendix[M]

5 CONCLUSION

In this work, we introduce a semi-supervised VCL method for MoS, termed DVCL, to make suffi-
cient use of voxels with unreliable pseudo-labels. Contrary to the previous works that use comple-
mentary labels, DVCL helps maintain useful semantic relationships among unreliable voxels while
still enjoying the advantages of VCL. Additionally, we propose an entropy-based learning approach
to efficiently utilize pseudo-labels that have low confidence yet are accurate in image space. Com-
parative experiments against state-of-the-art methods and extensive ablation studies demonstrate the
effectiveness of our method.

10
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Appendix

The appendix is organized as follows:

¢ §A: Additional details on the related work.

¢ §B: Additional details on the framework.

» §C: Additional details on the training datasets.

» §D: Additional details on the data preprocessing and implementation.
* §E: Details on state-of-the-art semi-supervised segmentation methods in comparision.
* §F: More experiment results on AMOS.

* §G: More experiment results on MMWHS.

* §H: More experiment results on BTCV.

» §I: More experiment results on ablation study for hyper-parameters.
* §J: Additional details on the complete derivation of the formula.

* §K: Additional details on the visualization on feature space.

e §L: Additional details on the statistical result evaluation.

A RELATED WORK

Semi-supervised Multi-organ Segmentation. Accurately segmenting multiple organs in CT scans
is crucial for a variety of medical procedures (Gao et al. |2023)). Lee et al. (Lee et al.) proposed a
lightweight volumetric ConvNet for multi-organ segmentation in CT scans called 3D UX-Net for
segmenting 13 organs from CT scans. 3D UX-Net is a supervised network that relies on the quantity
and quality of labeled data. Recently, a number of semi-supervised learning methods were developed
for multi-organ segmentation in CT scans (Zhou et al.| 2019; Xia et al.| 2020; Ma et al.} 2023c). To
alleviate the class-imbalance problem, Lin et al. [Lin et al. (2022) proposed a a novel framework
to leverage label distribution to encourage the network to put more effort into small organ. Wang
et al. Wang & Li| (2023) proposed a dual-debiased heterogeneous co-training (DHC) framework
that leverages the pseudo-labels dynamically to guide the model to solve data and learning biases.
Chen et al. (Chen et al.| (2023a) designed a data augmentation strategy (MagicNet) that encourages
unlabeled images to learn an organ’s semantic information regarding its position relative to labeled
images. Furthermore, Wen et al. Wen et al.| (2024) proposed a two-stage dual contrastive learning
network (DCL-Net) to utilize global and local contrastive learning to strengthen the relations among
images and classes. In this work, we also use contrastive learning to fully utilize unlabeled data
and propose a feature interaction method for unreliable voxels to deeply explore their semantic
relationships, thereby improving the segmentation performance of difficult organs.

Complementary Label VCL.

e U?PL (Wang et al., [2022c): Instead of discarding unreliable pixels, they are effectively
treated as negative samples for the least likely categories. This enables a semi-supervised
semantic segmentation framework that leverages these uncertain predictions to enhance
learning.

e Lion (Du et al} |2023): They introduce a negative learning module to extract knowl-
edge from complementary labels, thereby maximizing the utility of underestimated, low-
confidence unlabeled data. Furthermore, they propose an innovative NC-Loss to enhance
the model’s performance.

e BaCon (Feng et al. [2024): To address the issue of class imbalance across multiple
categories, they build upon the complementary label approach and propose a Balanced
Distribution-related Temperature Adjusting (BTA) method. This approach dynamically
modulates the class-wise temperature of positive pairs in VCL.

e CCL (Deng et al., [2024): They propose a Contrastive Complementary Labeling (CCL)
method, which constructs reliable negative pairs using the complementary labels of low-
confidence data. This approach supplies discriminative information for subsequent con-
trastive learning while effectively avoiding the introduction of potential noise.
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Self-supervised Learning. A particular kind of self-supervised training — known as instance dis-
crimination has become popular. For example, Wu et al. (Wu et al.,[2018]) proposed an unsupervised
feature learning approach by maximizing distinction between instances via a novel non parametric
softmax formulation. Debidatta Dwibedi et al. (Dwibedi et al., [2021)) used an explicit support set
(also known as a memory queue/bank) for the purpose of nearest neighbor mining(NNCLR). Fur-
thermore, Yang et al. (Yang et al.,2021) only use a few neighbors from the feature bank to cluster
the target features with a consistency regularization. Recently, Ge et al. (Chongjian et al.) computed
cross-attention scores to explore soft neighbors during contrastive learning (SNCLR). Building on
these approaches, Wu et al. (Wu et al., 2023)) proposed a neighbor-guided consistent and contrastive
learning framework for semi-supervised setting (NCCL). However, this approach can disrupt the
relationships among some unreliable voxels, and these relationship are helpful when learning fea-
tures. However, these existing methods select only semantically similar positive samples based on
neighbors, while we introduce not only similar samples but also dissimilar ones, providing valuable
inter-class contrastive information.

B FRAMEWORK OVERVIEW

This framework encompasses two parallel segmentation networks, model A and model B. These
networks share a common structure, but they are initialized differently; however, both are trained
on the same input image. The purpose of this approach is to ensure that both networks produce
consistent outputs. For the unlabeled data, each segmentation network can generate a pseudo-label,
which serves as an additional signal to supervise the other segmentation network.

At each training step, B; labeled data and B,, unlabeled data are sampled and fed into the model A
and the model B, respectively. For the labeled data, the supervised loss function is applied, guiding
each segmentation head to generate a prediction mask that closely aligns with the ground-truth mask:

B;
1
‘Csup - gl Z [£8<p;4ayl) + ‘Cs<szayz)] ) (19)
=1

where L, = %[CDEC + Lee], LDice and L, represent the Dice and cross-entropy losses, respectively.
pl(f) is the output probability map. For all data, the ECPS loss and the contrastive loss are employed.
Our optimization target is to minimize the overall loss, which can be formulated as:

Etotal = ACsup + )\uﬂecps + )\cﬁcontray

‘Ccontra = thc + B‘Cdvcl

where Lqup, Lecpss Lnge, and Layve denote the supervised, ECPS, HqC, and DVCL losses, respec-
tively. Additionally, A,, and ). are the hyperparameters to control the contribution of each loss term.
Ay is set to 0.1 and used the CPS weight ramp-up functionYu et al.| (2019). The value of ). is set

to 0.1. The scalar 5 = 0.3 is used to balance the two loss functions. The training procedure is
presented in Algorithm T}

(20)

C DATASETS

FLARE 2022. This dataset is from the MICCAI 2022 Challenge Fast and Low GPU memory
Abdominal Organ Segmentation (Ma et al.,|2023b)) and comprises 70 3D CT volumes accompanied
by a corresponding ground-truth mask. In addition, it includes 2000 unlabeled 3D CT volumes. The
dataset is designed to segment 13 abdominal organs: the liver (Liv), spleen (Spl), pancreas (Pan),
right kidney (R.kid), left kidney (L.kid), stomach (Sto), gallbladder (Gal), esophagus (Eso), aorta
(Aor), inferior vena cava (IVC), right adrenal gland (RAG), left adrenal gland (LAG), and duodenum
(Duo). For dataset partitioning, we divide the labeled data into training, validation, and test sets at a
ratio of 6:2:2. In addition, we incorporate the unlabeled data into the training set, resulting in labeled
data proportions of 50% (42 labeled cases and 42 unlabeled cases) and 10% (42 labeled cases and
378 unlabeled cases) within two training sets.

AMOS. This dataset originates from the Multi-Modality Abdominal Multi-Organ Segmentation
Challenge 2022 (Ji et al,, |2022). The AMOS dataset is comprised of 300 CT images, which are
annotated at the pixel level for 15 distinct abdominal organs, including two additional organs not
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Algorithm 1: Training Procedure of Our Framework

input : Segmentation networks { f(-; ;) }, maximum epoch Enax, batchsize B, labeled training data and
their ground-truth masks S; = {(«, y:)7_1 }, unlabeled training data S,, = {(z:)2,}.
output: Trained weights of model A f(-;64) and model B f(-;05);

1 Initialize network parameters of model A f(-;604) and model B f(-;05);
2 for epoch € [1, Emax| do

3 for batch B do

4 Get probabilities: p;* «+— segmentation head A(z;), p + segmentation head B(z;);
5 Get features: r;' « feature head A(z;),r? « feature head B(z;);

6 for z; € S; do

7 \ Calculate Lqup < {pi,p?,y:} via Eq; // Compute supervised loss
8 end

9 for z; € S, do

10 Get pseudo-labels: §7* < arg max(p;), JZ « arg max(p?);

1 Get reliable pseudo-labels M (x;) and M (x;) via Eq

12 Get unreliable pseudo-labels M2 (x;) and M2 (x;) via Eq

13 Get weights W' and W? via Eq

14 Calculate Locps < {97, 97, W', W?}via Eq // Compute ECPS loss

15 end

16 Initialize Leontra <= 0, Lnge = 0, Lavea < 0;

17 for z; € S, U S, do

18 for z; € S; U M7 (z;) U MP (x;) do

19 for c < 1to C do

20 Get feature sets of anchor voxels R. via Eq

21 Random sample M anchor voxels: {rm}ﬁle € Re;

2 Get positive candidates P, via Eq@

23 Get feature sets of negative candidates G. = G2 (J G2 via Eq

24 Random sample IV negative candidates: {rn}ﬁzl € Ge;

25 Calculate £ + {{r}M_, {r,}2_,,P.};// Compute HqC loss
26 ['hqc — ['hqc + ['7

27 end

28 end

29 for z; € M (x;) U ME(x;) do

30 Get {Oi,j}‘j’f{?(”)w{f @1 yia Bq ,

31 Get the close neighbor set C; via Eq ,

32 Get the distant outsider set D; via EqJI13}

33 Calculate Lgye < {ri,C;, D;} via Eq , // Compute DVCL loss

34 end

35 end

36 Calculate Leontra < Lhge + BLavar via Eqf18];

37 Update model A f(-;6.4) and model B f(-;05) by decreasing the stochastic gradient on Lgup,

Lecpss and Leontra via Eq20];

38 end

39 epoch = epoch + 1;
40 end

found in the FLARE 2022 dataset: the bladder (BI) and prostate/uterus (P/U). In our experiments,
we divide the dataset into training, validation, and test sets using a ratio of 6:2:2. For the training
set, the proportion of labeled data is set to 10% and 50%.

BTCYV. This dataset is from MICCAI Multi-Atlas Labeling Beyond Cranial Vault-Workshop Chal-
lenge [Landman et al.| (2015) which contains 30 CT images with 13 organs annotation. In contrast
to the FLARE 2022 dataset, the Duo has been replaced with the portal vein and splenic vein (P&S).
Each CT scan was acquired with contrast enhancement in portal venous phase and consists of 80 to
225 slices with 512x512 pixels and slice thickness ranging from 1 to 6 mm. In our experiments, we
divide the dataset into training, validation, and test sets using a ratio of 6:2:2. For the training set,
the proportion of labeled data is set to 10% and 50%.
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MMWHS. This dataset is from the Multi-Modality Whole Heart Segmentation Challenge
2017 (Zhuang & Shen, |2016) . The dataset contains 20 3D CT volumes with corresponding an-
notations of seven cardiac structures, i.e., the myocardium of the left ventricle (MYO), left atrium
blood cavity (LAC), right atrium blood cavity (RAC), left ventricle blood cavity (LVC), right ven-
tricle blood cavity (RVC), ascending aorta (AA), and pulmonary aorta (PA). In our experiments, we
divide the dataset into training, validation, and test sets at a ratio of 6:2:2. For the training set, the
proportion of labeled data is set to 10%and 50%.

D DATA PREPROCESSING AND IMPLEMENTATION DETAILS

Data Preprocessing. We apply hierarchical steps for data preprocessing before network training.
1) the orientation of all CT scans is standardized in the left-posterior-inferior (LPI) direction. 2)
The voxel values are clipped into the range of [-325, 325] Hounsfield units (HU) to enhance the
contrast of the foreground organs and suppress background interference. 3) The voxel spacing is
standardized to [1.25, 1.25, 2.5]. 4) Min-max normalization is implemented using the formula
(x — xo.5)/(w99.5 — x0.5), Where zg 5 and x99 5 represent the 0.5th and 99.5th percentiles of x,
respectively.

Implementation Details. All experiments are conducted using the PyTorch platform and trained
on 2 NVIDIA A100 GPUs. For network training, we use the stochastic gradient descent (SGD)
optimizer with a weight decay of 0.0001 and momentum of 0.9 (Luo et al.| 2021b). To mitigate
the overfitting problem, we apply basic data augmentation, including random cropping and flip-
ping (Wang & Li, [2023). The model uses randomly cropped patches as inputs, with a patch size of
64 x 128 x 128. During network training, we adopt a polynomial learning rate policy that scales the
initial learning rate by (1 — %)0'9 (Chen et al.l 2023a), where iteration and max_iteration
represent the current iteration and maximum number of iterations, respectively. For the MMWHS
dataset, the segmentation model is trained with a batch size of 4, comprising an equal split of 2
labeled and 2 unlabeled instances, over a total of 10,000 iterations with an initial learning rate of
0.03. For the FLARE 2022, AMOS and BTCV datasets, we opt for a batch size of 8, including 4
labeled and 4 unlabeled instances, and conduct training for 20,000 iterations with an initial learning
rate of 0.1. Note that, for all the evaluated methods, we make no additional modifications during
the training process for fair evaluations. During inference, the final volumetric segmentation is gen-
erated using a sliding-window strategy. The stride used is 32 x 80 x 80, and the sliding-window
approach employs a patch size of 64 x 160 x 160.

E SEMI-SUPERVISED SEGMENTATION METHODS IN COMPARISON

For experiments, we compare our method to thirteen state-of-the-art semi-supervised segmentation
methods: (1) deep adversarial networks (DAN) (Zhang et al.| 2017), (2) MT (Tarvainen & Valpola,
2017), (3) uncertainty-aware mean teacher (UA-MT) (Yu et al. [2019), (4) the shape-aware semi-
supervised network (SASSnet) (Li et al.,|2020), (5) the dual-task consistency (DTC) framework (Luo
et al.,[2021a)), (6) CPS (Chen et al.,[2021)), (7) calibrating label distribution (CLD) for segmentation
(Lin et al.| 2022)), (8) the dual-debiased heterogeneous co-training (DHC) framework (Wang & Li,
2023)), (9) MagicNet (Chen et al., [2023a)), (10) Uncertainty-guided pixel contrastive learning (UG-
PCL) framework (Chen et al.,2021)), (11) Using unreliable pseudo-labels (U2?PL) framework (Wang
et al.l 2022c)), (12) Balanced feature-level contrastive learning (BaCon) framework (Feng et al.,
2024]), (13) Contrastive complementary labeling (CCL) framework (Deng et al.,2024), and the fully
supervised 3D U-Net (Cicek et al.,2016). Note that among all the above evaluated methods, several
methods use a contrastive learning objective, including UGPCL (Chen et al., 2021}, UZPL (Wang
et al., [2022c)), BaCon (Feng et al., [2024), and CCL (Deng et al., 2024). For all semi-supervised
methods, we utilize 3D U-Net as the backbone.

F MORE EXPERIMENT RESULTS ON AMOS.

Table[5] shows the qualitative results, where our method provides better segmentation performance
compared to all other approaches. This clearly demonstrates the superiority of our model.
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Table 5: Quantitative results on two settings of AMOS dataset. ‘w/o VCL’ or ‘w/ VCL’ indicates
whether the SSL. methods combined with VCL or not. Best results are boldfaced.

‘ Methods H Mean Dice for each organ H Mean Mean
Liv  Sto Spl Lkid Rkid Aor Bla IVC Pan Duo P/U Gal Eso RAG LAG Dice Jaccard
10% labeled data (labeled:unlabeled=18:162)
3D U-Net (Cicek et al.J2016] 8599 4008 82.19 79.57 8024 7551 11.63 59.86 26.80 20.22 2240 1506 37.05 3246 9.68 || 4524:£0.65 39.06+0.42
_| DAN @hang eTal.13017) 86.54 50.00 8398 8697 8576 8546 54.81 67.26 4897 43.84 5223 33.08 4028 28.00 18.09| 57.80:0.88 47.38:0.89
O| MT (Tarvainen & ValpolaJ2017] || 89.26 56.87 84.27 8442 8598 85.57 5122 70.13 4891 48.04 3946 4217 5071 4392 3046/ 6144128 51.00£1.10
Z| UA-MT(Yaetal.J2019] 88.25 5249 8639 8634 8773 86.14 6822 70.76 47.19 4279 49.54 3249 52.87 4398 37.76/| 61.73+1.12 50.97+0.90
5| SASSnet (i etar. 200] 90.33 48.61 86.87 87.66 88.17 87.09 4355 7385 5029 4856 838 36.15 43.18 41.36 28.85|| 5835142 51.15+0.83
DTC (Luo etal 203 Ta) 89.81 5049 8748 8520 85.84 8583 6449 7272 4344 47.36 39.19 38.62 50.56 4253 37.02| 60.81+127 50.84:1.24
CPS (Chen et al. J3021] 88.52 5552 8325 8630 87.97 8536 60.53 7171 50.11 46.05 60.33 37.95 5237 4633 37.48| 63.524036 51.82:£0.49
CLD (Cin etal 12023 8843 6371 8490 8585 86.07 8516 64.15 7556 5521 49.67 60.62 3947 5671 5091 40.56/| 6581124 54.00+1.69
DHC (Wang & Li]2023] 8327 6339 83.60 84.11 8566 8440 74.52 74.88 5602 51.89 6547 47.53 4321 4828 4259| 65.17+147 5246+1.30
MagicNet {Chen et al.]2023a] 88.99 6120 8352 8839 87.24 83.69 6247 74.83 54.11 51.18 54.62 56.69 55.68 46.87 43.16| 65314131 54.89+0.78
" [ UGPCL {Chen et al.12021] 9031 60.14 86.78 86.62 87.87 8669 56.14 71.14 3627 4416 46.04 3821 4882 3820 35.09]] 6148E1.02 50.99E161
S| U?PL (Wang etal.12022c] 90.23 54.80 8580 87.97 89.10 87.95 5931 7439 5207 5145 54.92 36.64 56.67 49.77 44.54|| 64.73:£1.35 54464101
Z| BaCon (Feng et al./3024] 89.84 5657 8636 89.41 8878 8835 3896 7362 50.98 44.82 5047 4336 58.67 50.81 42381/| 64.40+1.50 54.61+0.72
2| CCL (Deng etal 12074 90.58 55.51 85.13 88.01 89.11 88.33 6234 7372 5073 45.13 5834 40.11 60.09 4533 3320|| 64.00+£0.16 533340.70
Ours 90.76 _70.37 89.62 89.74 89.21 8848 72.14 77.59 5536 5585 65.61 5520 63.79 5558 47.14)| 71.0910.51 59.34:+0.46
50% labeled data (labeled:unlabeled=90:90)

3D U-Net (Cicek et al.J2016] 89.25 55.60 8423 8740 8858 87.32 5349 7371 4856 4821 52.68 3843 5027 3848 3030/ 61.29+1.74 51.62%1.35
_| DAN @hang eTal.13017] 90.49 5591 89.63 90.08 88.74 8671 47.44 7209 5498 5033 53.04 39.13 5834 29.57 649 || 6139£1.16 52.06%145
O| MT (Tarvainen & ValpolaJ2017] || 92.08 62.02 89.83 90.23 89.24 89.12 63.05 78.11 5346 52.85 4093 51.63 59.64 4541 37.35|| 66.1740.75 57.06::1.00
Z| UA-MT (Yuetal.J2019] 90.86 58.55 88.92 88.93 88.83 8849 5486 7428 5188 54.54 4473 40.99 5858 51.31 41.78)| 6548:0.80 55.6241.10
3| SASSnet (i ctar. 200] 91.65 53.00 91.54 89.61 89.72 8850 5043 74.87 4634 5248 5592 37.93 60.57 45.62 39.17|| 63.77£1.13 54.6840.55
DTC (Luo etal J202Ta) 91.25 5649 90.68 88.88 89.30 89.16 6737 7650 48.13 54.67 54.23 41.88 6249 47.67 4291|| 66.93£1.78 55924178
CPS (Chen et al. J303T] 90.94 61.90 89.97 90.25 89.67 88.77 65.03 7527 5234 4515 5476 42.87 6244 49.96 47.74|| 66.65+£1.24 56.5640.54
CLD (Cin etal 12023 91.23 66.18 89.34 89.50 89.86 88.85 6640 7697 5563 5335 58.82 4578 6293 5424 43.79|| 69.09:+1.14 57.99%1.14
DHC (Wang & Li]2023] 86.68 5839 8662 8557 8748 87.28 67.04 74.38 60.88 5691 58.87 5375 5414 5159 51.03| 68.60+0.56 56.05:+0.51
MagicNet {Chen et al.|2023a] 91.69 66.33 8859 90.28 89.64 86.80 61.80 74.39 59.94 52.88 5728 58.83 59.53 5274 4235|| 68.94:+0.56 58334052
" | UGPCL {Chen et al.;2021] 90.84 68.10 90.04 89.86 89.92 89.09 7245 7695 56.10 57.52 60.73 53.87 65.19 51.67 48.38[ 70.71£0.17 59.42£031
S| U?PL (Wang etal.12022c] 86.09 62.61 87.08 87.18 8748 87.35 73.57 76.57 60.32 56.67 65.75 5830 61.75 5524 4355 69.97+025 57.42:+0.20
Z| BaCon (Feng et al. 3024] 88.51 6440 8878 88.58 89.22 8827 7317 77.69 5444 5558 6446 S53.14 6229 5134 5L15/| 70.07+£035 57.94+0.53
2| CCL (Deng et al 12074 88.70 67.89 8844 88.80 89.48 88.93 7528 7696 61.22 56.86 6447 51.07 62.65 37.07 34.13|| 68.80+1.65 57.281.02
Ours 9223 7323 91.14 9041 8976 8932 7187 7890 6126 57.97 71.24 5542 66.57 5534 49.25|| 72841023 61.38:+0.23

Table 6: Quantitative results on two settings of MMWHS dataset. ‘w/o VCL or ‘w/ VCL’ indicates
whether the SSL methods combined with CL or not. Best results are boldfaced.

Methods Mean Dice for each organ Mean Mean
MYO LAC RAC LVC RVC AA PA Dice Jaccard
10% labeled data (labeled:unlabeled=2:10)
DAN (Zhang et al.,2017} 89.19 69.26 80.65 68.50 84.23 83.83 4457 || 74.32+0.84 61.77+£1.53
A MT (Tarvainen & Valpolaf2017} 87.83 77.09 81.65 77.16 84.78 90.88 69.46 || 81.27£0.57 69.4940.65
O| UA-MT (Yu et al.[[2019) 89.50 77.67 84.84 7830 86.10 92.02 69.35|| 82.54+0.84 71.2840.97
z SASSnet (Li et al.;2020) 89.66 77.62 85.61 80.92 8543 90.99 59.20 || 81.35£0.45 70.15+0.34
3| DTC (Luo et al.])2021a] 89.29 77.83 8494 7870 86.24 90.23 71.74 || 82.71£0.50 71.32+0.57
CPS (Chen et al./[2021) 90.10 79.00 8545 80.84 87.98 90.71 70.82 || 83.564+0.22 72.6340.40
CLD (Lin et al.|[2022} 90.82 80.88 88.70 78.94 87.22 9249 7048 || 84.224+0.80 73.8440.85
DHC (Wang & Li)[2023) 90.40 77.14 8587 78.64 88.91 89.99 7471 83.674+0.80 72.83+1.13
MagicNet(Chen et al.]2023a) 87.99 74.14 85.03 7538 83.93 90.03 59.51 || 79.43£0.67 67.56+1.11
" | UGPCL (Chen et al.][2021] 90.70 78.41 84.58 7833 86.86 91.81 77.05|| 83.96+0.36 73.1240.48
d U2PL (Wang et al.[[2022c} 90.16 80.52 87.50 77.29 88.38 93.00 73.41 84.3240.18 73.7040.26
z BaCon (Feng et al.;2024} 90.80 79.82 85.64 8049 8721 91.76 73.54 || 84.184+0.12 73.4840.11
2| CCL (Deng et al.[[2024) 90.61 80.04 87.41 80.87 87.25 92.16 68.11 83.784+0.31 73.1640.35
Ours 91.21 80.98 88.80 80.77 8835 93.25 80.92|| 86.33+0.28 76.461+0.45
50% labeled data (1 beled:unlabeled: (.6)

DAN (Zhang et al.,2017} 90.46 82.08 87.21 7720 87.64 89.35 73.16|| 83.874+0.80 73.11%1.10
B MT (Tarvainen & Valpola,2017} 90.57 84.49 8827 80.82 8831 92.68 77.65|| 86.11+£0.20 76.1840.15
O| UA-MT (Yu et al.[[2019) 90.94 8459 8847 8227 8836 93.12 77.30|| 86.43+0.07 76.7110.19
z SASSnet (Li et al.[[2020) 88.73 79.02 85.89 7930 85.60 91.14 71.59 || 83.04£0.40 71.8240.60
| DTC (Luo et al.]2021a] 91.20 84.23 88.03 80.95 8836 90.79 77.35|| 85.8440.22 75.8140.39
CPS (Chen et al./[2021) 91.42 8440 8890 82.10 88.93 9299 76.89 || 86.5240.15 76.8440.15
CLD (Lin et al.|2022) 91.12 8549 90.54 79.98 88.92 91.37 80.63 || 86.874+0.33 77.2940.46
DHC (Wang & Li)2023) 90.75 8493 89.34 81.83 88.69 93.72 79.23 || 86.93+0.14 77.4340.23
MagicNet(Chen et al.|[2023a) 91.27 83.58 87.75 79.07 89.21 90.12 66.07 || 83.874+0.65 73.5240.57
" | UGPCL (Chen et al.][2021] 91.76  85.35 89.56 80.13 88.04 9336 76.89 || 86.441+0.47 76.7240.67
d U2PL (Wang et al.|[2022c] 91.07 8599 90.81 8191 88.14 93.66 75.17 || 86.684+0.07 77.1040.11
z BaCon (Feng et al.|2024} 91.26 8491 89.42 82.12 88.05 93.13 7498 || 86.2740.10 76.4440.14
2| CCL (Deng et al..|2024) 91.02 8444 8751 8143 87.60 89.76 77.54|| 85.6240.66 75.314+0.93
Ours 91.31 86.19 91.00 82.58 8837 9430 82.03 || 87.97+0.03 78.9210.06

G

MORE EXPERIMENT RESULTS ON MMWHS.

Fig[7)and Table[6| show the qualitative results, where our method provides better segmentation per-
formance compared to all other approaches. This clearly demonstrates the superiority of our model.
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Figure 7: Visualization of the segmentation results for the BTCV dataset. (a-c) Segmentation results
for one case of three transverse sections and (d) 3D segmentation views.

Table 7: Quantitative results on two settings of BTCV dataset. ‘w/o VCL’ or ‘w/ VCL’ indicates
whether the SSL methods combined with CL or not. Best results are boldfaced.

‘ Methods ‘ ‘ Mean Dice for each organ ‘ ‘ Mean Mean
) Spl Rkid Lkid Gal Eso Liv Sto Aor IVC P&S Pan RAG LAG Dice Jaccard
10% labeled data (labeled:unlabeled=2:12)

3D U-Net (Cicek et al.}2016) 025 31.44 3099 000 000 47.78 376 41.07 9.94 3.67 041 0.00 0.02 13.031+0.15 8.2940.10

o DAN (Zhang et al.§2017] 59.98 82.65 77.08 436 0.71 8022 8.69 46.88 60.62 3047 11.36 18.65 830 || 37.69£1.48 29.06%1.11
O| MT (Tarvainen & Valpola2017) 64.00 8225 71.56 16.80 27.09 8593 8.64 8029 60.62 37.63 29.79 1490 7.52 || 45.16+1.94 35.20+1.42
? UA-MT (Yu et al. 12019 7546 80.28 7322 11.95 1447 8474 9.89 7979 70.66 37.14 20.86 1436 11.39)| 44.94+1.17 35.69+0.84
S| SASSnet {Li et al. 12020} 74.17 80.94 80.02 1625 637 8570 6.28 7726 69.04 40.79 32.16 29.83 1.67 || 46.19+1.09 36.98+0.88
DTC (Luo et al.12021a] 76.05 7889 78.16 1025 3550 86.14 7.05 8424 70.72 32.19 2222 36.71 3.30 || 47.80+1.42 38.19%1.10
CPS (Chen et al. 2021) 75.56 7734 7733 890 18.14 86.16 13.48 8298 67.81 4329 2124 31.48 1597 47.67+0.76 37.86+0.41
CLD (Lin et al.;2022] 69.84 8248 71.53 2356 9.92 86.14 1441 83.15 69.04 4371 31.03 3894 13.13|| 48.99+0.92 38.73+0.81
DHC (Wang & L1)2023] 72.12 80.80 80.79 16.38 24.63 85.61 15.29 83.02 62.29 4346 29.70 35.78 7.65 49.04+0.35 38.68+0.17
MagicNet (Chen et al.]2023a) 71.86 82.00 79.35 16.30 34.69 86.18 12.00 83.93 64.56 42.66 30.60 37.61 10.26]| 50.1540.58 39.5040.54
" | UGPCL (Chen et al.[2021] 7543 8172 78.66 1343 6.89 8701 9.04 8446 72.62 3485 28.03 29.84 3.73 || 46.59+1.29 37.72+1.06
3| U2PL (Wang et al.12022c] 7248 80.69 79.94 1021 30.93 86.93 1296 84.98 64.67 40.14 24.53 28.54 12.53|| 48.421+0.68 38.4440.23
| BaCon (Feng et al.|2024] 76.02 82.64 7478 15.67 2233 8435 9.73 8258 69.35 44.20 2556 3221 3.26 || 47.90+1.50 38.20+1.12
2| ccL (Deng et al.}[2024) 76.20 80.37 77.95 13.63 29.25 85.58 12.22 81.36 65.88 37.94 29.18 26.14 8.08 47.98+1.43 37.84+1.08
Ours 7470 83.40 7342 24.74 46.93 87.07 11.65 85.79 74.03 41.74 2637 40.25 14.74| 52.68+0.39 41.95+0.75

50% labeled data (labeled:unlabeled=12:12)

3D U-Net (Cicek et al.[2016) 6126 7508 7121 8.08 2406 8137 10.69 7887 55.11 3256 11.04 2.66 6.96 || 39.92+1.17 30.70+1.23

o DAN (Zhang et al.12017] 74.07 888 8856 20.19 26.10 85.69 36.81 7879 59.77 5295 50.12 4831 40.16| 57.72+1.21 45.94+1.15
O| MT (Tarvainen & Valpola}2017) 77.10 88.55 87.19 11.92 66.83 86.01 31.71 87.84 77.10 4728 4245 36.18 41.94| 60.16+0.95 48.98+0.46
Z| UA-MT (Yu et al.]2019] 7534 86.48 87.71 1240 5777 87.63 28.83 88.30 7548 4436 37.65 38.01 33.42| 57.95+0.80 47.05+0.50
S| SASSnet (Li et al.J2020) 76.48 90.28 87.96 12.01 56.46 87.64 3556 89.29 7834 5125 51.73 4297 4487 61.91+0.12 50.75+0.12
DTC (Luo et al./2021a] 77.85 86.85 89.45 12.17 64.13 88.81 29.97 89.02 74.62 46.98 41.73 52.61 35.89|| 60.77+0.96 49.71+0.67
CPS (Chen et al. 2021) 76.54 8293 87.82 6.66 63.06 88.00 31.44 89.13 7726 49.79 4548 49.78 44.73|| 60.97+0.43 49.7440.51
CLD (Lin et al.}2022] 75.96 8827 9020 1520 54.09 82.62 33.63 87.43 76.16 49.84 50.15 58.00 37.02)| 61.4240.84 49.8240.80
DHC (Wang & Li1/2023] 76.65 8871 87.19 10.00 69.03 80.67 33.06 86.43 7324 48.67 4797 5397 40.26)| 61.22+1.57 49.43+1.42
MagicNet (Chen et al.}2023a) 77.01 8872 86.56 1747 6724 76.52 37.11 8736 76.74 4795 47.63 4895 41.73|| 61.61+0.34 49.3440.66
UGPCL (Chen et al. {2021 75.69 8570 8882 5.86 6198 86.13 36.38 88.80 74.13 46.61 34.14 38.84 44.39| 59.04+0.84 48.08+0.79

3| U2PL (Wang et al.12022c] 76.59 87.67 8772 19.44 63.14 8798 27.53 89.49 7645 47.06 44770 44.66 44.93|| 61.34+0.27 50.13+0.33
z BaCon (Feng et al.[[2024] 7591 88.17 87.04 11.15 66.55 87.77 34.52 88.14 75.76 45.18 37.69 52.99 43.18/| 61.08+0.04 49.71+0.10
2| CCL (Deng et al.;2024) 77.14 8777 89.53 5.81 67.04 86.75 3191 88.54 78.35 43.50 36.69 53.75 38.41|| 60.401+0.89 49.40+0.86
Ours 78.02 88.84 90.33 28.77 67.32 8595 42.81 87.93 7576 57.10 56.44 50.51 44.95/| 65.75+0.19 53.73£0.37

H MORE EXPERIMENT RESULTS ON BTCV.

Table[7] shows qualitative and quantitative results, where our method provides better segmentation
performance compared to all other approaches. This clearly demonstrates the superiority of our
model.

I ABLATION STUDY FOR HYPER-PARAMETERS.

To validate the robustness of our method, we implement ablation studies on hyper-parameters, in-
cluding the variance factor «, temperature coefficient 7, number of negative candidates /N, anchor
voxels M, Scalar (3, contrastive loss weight A\, and dimensionality of voxel-level features 1. The
quantitative results for the different hyper-parameters are presented in Fig[8]

Variance Factor «. In the entropy-based selection module, « is the variance factor influences
the proportion of reliable voxels. To determine the value of «, we train and test our method with
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Figure 8: Quantitative comparisons of different hyper-parameters on FLARE 2022 dataset. (a-f)
present mean Dice and mean Jaccard generated by the our method trained with different o, 7, M/N,
B, A, and V, respectively.

different « values. As shown in Fig[§|a), our method trained with o = 0.5 obtains the highest mean
Dice and mean Jaccard.

Temperature Coefficient 7. In the calculation of UVCL loss, 7 plays a significant role in adjusting
the emphasis on challenging samples. To evaluate the effect of different 7 values, ablation exper-
iments are performed using 7 € {0.05,0.1,0.5,1,5}. The results (Figb)) indicate that 7 = 1
achieves optimal segmentation performance.

Number of Negative Candidates N and Anchor Voxels M. N and M are used to calculate the
HqC loss. As shown in Fig[§]c), the HqC loss trained with N = 50 and M = 256 achieves the best
segmentation results.

Scalar 3. Scalar 3 is used to balance the HqC loss and the DVCL loss. As shown in Fig[§|d),
B = 0.3 obtains the highest mean Dice and mean Jaccard.

Contrastive Loss Weight \.. ). determines the contribution of contrastive loss to the total loss. As
shown in Fig[§]e), Ao = 0.1 obtains the highest mean Dice and mean Jaccard.

Dimensionality of Voxel-level Features ). V determines the dimensionality of voxel-level features
generated by the feature head. A small V may fail to capture sufficient information, whereas a
large V may introduce noise. Considering this problem, experiments are conducted using V €
{32,64,128,256,512 }. The results (Figf)) demonstrate that )V = 256 achieves the optimal
segmentation performance.

J THE COMPLETE DERIVATION OF THE FORMULA.

N(C'm | T'm, 08) — _ log HrnGCm Om‘"

Cons Din) = — log 1 LEm: 05),
W )= 108 e T ds) M., co, Om

= — logH Om,n + log H O,k

rn€Cm rp€EDm
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Since the logarithm of a product is equal to the sum of the logarithms, we have

— lOg H Om,n +10g H Om,k = —Zlog(om,n)+z IOg(Omvk)

rpn€Cm rp€Dm r,€Cm rp,€EDm
epmpn ep%pk
= - E IOg )+§ IOg( T )
Z ePiPq ePmPq
rpn€Cm rq€Ur r,€Dm rqo€Ur (21)
= _§ [P pn — log( E epmpq +E [prpr — log( E epmp"
rn€Cm rqeUr rp.€Dm rq€Ur
_ T T plp
==Y pmbn+Y_ P+ (Con| — [Din|)log( > ePmPa)
rn€Cm rp€Dm rq€Ux

Consider the last term of Eq2T}

Pl pg
Drgev g™

T
(1Con| = D) 1og( 3 e"*) = ([Conl = Do) log (Ul - ==777—)
rq€URr
T
> geu
= (ICn| — [P ) (log |Ur| + log(="* = —))
[Ug|
Using Jensen Inequality log (E[X]) > E[log(X)], we have

S e £ ph Pa
(1Cm| ~ Do) log [Ur| + log(="*177%——)) < (Cm| ~ [P0 U] +3_ 1720

ro€Ur

The expression pl.p, represents the inner product between the probability vector of r,, and the probability

T
vectors of all r,, in Ur. Since r,, and r,, are not identical, it follows that pZ,p, < 1, and thus) GU;{}L:T <
1. We have

T
(1Co| = P (l0g [UR | +3 757 < ([l = [P (log [UR| +1) @)

rq€UR

Substituting Eq[22]into Eq[21] gives

¥(Crm, D)
T
= S e + 3 Phpe+ (G| — [Dml) log( S e P)
rp,€Cm r, €D rqocURr
T T PTP
miq
rn€Cm r,€Dm, rqo€UR
< =" phpn + S phpit (ol — [Dunl) (l0g|Ur| + 1)
rp€Cm ry€Dm

K VISUALIZATION ON FEATURE SPACE.

To better understand the effectiveness of DVCL, we provide visualizations of the feature space,
showing the t-SNE plots (van der Maaten & Hinton), [2008)) generated after applying VCL, Comple-
mentary Label VCL, and our proposed DVCL. The experiments are conducted on the test set using
the FLARE 2022 dataset, trained under a 10% labeled data setting. To more intuitively illustrate
the changes among unreliable voxels and reduce the influence of a large number of voxel on the
observation, we downsample the original patch size (80, 160, 160) by a factor of 1/4 (20, 40, 40)
during test inference and apply dimensionality reduction to the output of the feature head. The vi-
sualization results are shown in FigEka), node2 and nodel3 represent reliable voxels, while node4,
node5, node6, and nodel2 represent unreliable voxels that definitely do not belong to category 2 in
the Complementary Label VCL. The numbers indicate the true classes of the features. Additionally,
we calculate both inter-class and intra-class distances for the features. The inter-class distance is ob-
tained by computing the Euclidean distance between the feature centers of two categories, while the
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Figure 9: (a) Visualization of the feature spaces learned by VCL, Complementary Label VCL, and
our proposed DVCL using t-SNE (van der Maaten & Hinton|, [2008)) on the FLARE 2022 dataset.
(b)The confusion matrices represent the inter-class and intra-class distances.

intra-class distance is defined as the Euclidean distance between the two farthest features within the
same category. These distances are organized in a matrix, where the diagonal represents intra-class
distances and the off-diagonal represents inter-class distances, as shown in Fig.[9[b).

After applying VCL, it can be observed that its strength lies in forming highly structured features
with clear boundaries between different categories, which is a notable advantage of VCL
let al] [2021}; [Alonso et all} 2021). As shown in Fig [Pfa)(top left), features with high classification
confidence, such as node2 and nodel3, are treated as reliable voxels. However, voxels like nodel2,
node4, node5, and node6, which are prone to classification confusion and have low confidence, tend
to cluster together in the feature space without forming well-defined feature boundaries. As a result,
they are typically classified as unreliable voxels. When Complementary Label VCL is introduced,
these unreliable voxels, although prone to classification confusion, can be confidently identified
as not belonging to category 2. This causes their features to be pushed away from the feature
center of node2. However, this random repulsion operation can disrupt semantic relationships. For
example, after applying VCL, node4 and nodel2 may be confused, but node4 and node6 should
be distinguishable. Yet, with Complementary Label VCL, node4 and node6 are unintentionally
drawn closer together, as shown in Fig Dfa)(top right). The same applies to node5 and node6.
This misalignment may increase the burden on contrastive learning, potentially undermining its
effectiveness.

To address the aforementioned issues, DVCL introduces the concepts of “neighbors” and “out-
siders,” which ensure semantic separation between node4 and node6 while maintaining the semantic
consistency of node4. Through the visualization of feature maps and the changes in inter-class dis-
tances, it can be observed that after applying DVCL, the semantic relationships between previously
unreliable voxels in VCL are preserved, and the feature classification becomes clearer. Addition-
ally, we observe that, compared to Complementary Label VCL, the intra-class distance between
unreliable voxels significantly decreases after applying DVCL, resulting in more distinct and distin-
guishable feature classification boundaries.

L. STATISTICAL RESULT EVALUATION.

We conducted three repeated experiments for all methods and evaluated the stability of the segmen-
tation results for each organ using box plots. We calculated the Dice values for each organ across all
images in the test set for the three experiments. The test set includes 14 images, so for each organ,
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Figure 10: Dice comparison in box plots on FLARE 2022 dataset with 10% labeled images.

the box plot is based on 3x14=42 Dice values. It is noteworthy that for some challenging organs,
such as the right adrenal gland and left adrenal gland, our method achieved the best and most stable
segmentation performance, with the least fluctuation in the results.
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Table 8: Ablation studies of the contrastive learning strategy are conducted, comparing several meth-

ods, including InfoNCE (Oord et all, 2018)), SimCLR (Chen et al.} 2020), KL divergence
Cruzl, 2008), and Log-likelihood (Wu et al.l, 2018). Best results are boldfaced.

Method H Term H Mean Dice Mean Jaccard
P D (T T /7) 3 3
InfoNCE log o POy o s B oy 83.0540.28 73.2140.31
. _ exp (fym T /T) exp (rm 1y /T)
SimCLR log Sroec,, oxb (;'m_rn/T) + log SrrcDo, o0 (P TR 77 82.7740.15 72.45+0.33
KL —ﬁ Zrngcm KL(rm, [|rn) + )\ﬁ Zrke'Dm KL(ry, ||rk) 82.4740.31 72.0140.40
Log-likelihood _log M (Cmlrm 0s) 84.1140.08  73.494-0.13

N(Dmlrm.05)’

M ABLATION STUDIE OF THE CONTRASTIVE LEARNING STRATEGY.

We chose to use the likelihood of class relationships, rather than directly pulling together or push-
ing apart voxel features as in traditional contrastive learning, because we argue that introducing
contrastive learning between two feature sets goes beyond the limitations of traditional positive-
negative sample comparisons. This approach enables us to more effectively capture distributional
differences between groups, thereby providing a clearer understanding of the semantic structural
relationships between samples. We adopted negative log-likelihood (NLL) as the loss function, in-
spired by self-supervised learning 2018). To further validate the effectiveness of our
strategy, we conducted comparative experiments with different contrastive learning strategies (in-
cluding InfoNCE, SimCLR, and KL divergence). The results demonstrate that our strategy achieves
the best performance, as shown in Table[§].
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