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Abstract

In contrast to the classic formulation of partial monitoring, linear partial monitoring
can model infinite outcome spaces, while imposing a linear structure on both the
losses and the observations. This setting can be viewed as a generalization of
linear bandits where loss and feedback are decoupled in a flexible manner. In
this work, we address a nonstochastic (adversarial), finite-actions version of the
problem through a simple instance of the exploration-by-optimization method that
is amenable to efficient implementation. We derive regret bounds that depend
on the game structure in a more transparent manner than previous theoretical
guarantees for this paradigm. Our bounds feature instance-specific quantities that
reflect the degree of alignment between observations and losses, and resemble
known guarantees in the stochastic setting. Notably, they achieve the standard√
T rate in easy (locally observable) games and T 2/3 in hard (globally observable)

games, where T is the time horizon. We instantiate these bounds in a selection of
old and new partial information settings subsumed by this model, and illustrate that
the achieved dependence on the game structure can be tight in interesting cases.

1 Introduction

Partial monitoring models sequential decision-making problems with general feedback structures. A
generic nonstochastic partial monitoring problem is characterized by an action space A, an outcome
space Z , an observation space Σ, a loss function Y : A × Z → R, and an observation function
Φ: A×Z → Σ. All of these components are known to the learner, who interacts with an unknown
environment in a series of T rounds. In each round t, the learner picks an action At ∈ A, observes
Φ(At, Zt), and incurs the (unobserved) loss Y (At, Zt), where Zt ∈ Z is a latent outcome. The
learner aims to minimize the regret, defined as the difference between the cumulative losses of played
actions and the cumulative losses incurred by the best action in hindsight. This general decoupling
between losses and observations results in an extraordinary modeling power. Not only does this
framework encompass full-information scenarios [23, 13], where the latent outcome can be inferred
from the observation, and bandit scenarios [4, 11], where the loss and the observation coincide;
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it can model problems that interpolate between these two extremes, like feedback graphs [2], and
problems that go beyond bandit feedback, like dynamic pricing [14]. The primary object of study
in this framework is how the structure of the game affects its difficulty, measured via the notion of
minimax regret (the best achievable worst-case regret).

When A and Z are both finite, one recovers the well-studied finite partial monitoring problem. An
extensive line of work over the last few decades [46, 14, 3, 20, 6, 36, 37] has shown that all finite
games can be classified into one of four classes, each characterized by the achievable minimax rate
in terms of T , which can only be Ω(T ), Θ(T 2/3), Θ(T 1/2), or 0. These classes, respectively, consist
of: hopeless games, hard—or (strictly) globally observable—games, easy—or locally observable—
games, and trivial games. What delineates these categories are precise ‘observability’ conditions
on the loss and observation functions. An important work in our context is that of Lattimore and
Szepesvári [38], who introduced the exploration-by-optimization (EXO) method (see Section 3 for a
detailed description) and achieved—via an intuitive and efficient algorithm—the best known rates for
the problem, free from arbitrary and redundant game-dependent constants that appear in prior results.

Nevertheless, the restriction to finite outcome spaces remains a limitation of this model. On the other
hand, the linear partial monitoring framework [40, 15, 29, 30] allows infinite outcomes, but restricts
that, for a given outcome, the loss and observation functions are linear in some representation of
the actions. This framework still encompasses a broad spectrum of problems (see Section 2), and
arguably, provides a more intuitive observation structure, free from the combinatorial complications
of the finite model (which can nonetheless be made to fit within the linear framework [30]). A simpler
point of view sees this model as a generalization of the standard linear bandit problem [17, 10], which
corresponds to the case when the loss and observation functions coincide. Kirschner et al. [29, 30]
studied an instance of this model in the stochastic setting (where the hidden outcome is fixed over the
rounds and the learner receives noisy observations), adopting a version of the information-directed
sampling [47] algorithm. Remarkably, they showed that the classification theorem continues to hold
in the linear setting with analogous observability criteria. Also of note is that their bounds feature
certain alignment constants that reflect the difficulty of the game within its respective class in an
arguably more interpretable manner compared to finite partial monitoring results.

In the nonstochastic (adversarial) setting, a linear partial monitoring problem was studied by Lattimore
and Gyorgy [35], who also adopted the EXO approach. In fact, their setup is more general than
what we described above since their observation function is taken as arbitrary. Nevertheless, they
established an elegant result bounding the regret of a general EXO policy in terms of a generalized
version of the information ratio [47], which characterizes the Bayesian regret of information-directed
sampling. As such, however, their bounds are still of a largely opaque nature in terms of their
dependence on problem-specific parameters. Moreover, in its general form, implementing their EXO
algorithm involves solving a daunting optimization problem (over a possibly infinite dimensional
space) at every step in order to compute a loss estimation function and a sampling distribution. Hence,
though constructive, their approach serves more as a template than a concrete implementable policy.
An expanded discussion on related works is provided in Appendix A.

1.1 Contributions

We address a finite-actions version of adversarial linear partial monitoring through a simple instance
of the EXO method. Outlined in Section 3, this policy builds upon an exponential weights update
and imposes a simple structure on the adopted loss estimator, which is made possible thanks to the
linearity of the observation function. As a result, the aforementioned optimization problem is reduced
to one of minimizing a convex objective over probability distributions over the actions, subject to a
certain convex constraint. This problem is efficiently solvable against many loss (outcome) spaces of
interest. Under the observability conditions identified by Kirschner et al. [29] in the stochastic setting,
we prove new regret bounds for this policy in Sections 4 and 5 for locally and globally observable
games respectively; the former of order

√
T and the latter of order T 2/3, as one would expect.

The proofs rely on bounding the optimal value of the optimization program alluded to above via an
application of the minimax theorem, following the analysis of EXO by Lattimore and Szepesvári
[38] in the finite setting. However, to better exploit the linear structure of our setting, we employ
new arguments, including a more natural way of constructing exploration distributions in locally
observable games. The resulting bounds feature interpretable instance-dependent quantities, similar
to the alignment constants of Kirschner et al. [29, 30], that gauge the difficulty of the game within its
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observability class. We then illustrate the versatility of the bounds by instantiating them in a selection
of both locally and globally observable games, proving their near-optimality in some cases.

2 Preliminaries

Notation. For a positive integer d, [d] denotes the set {1, . . . , d}. We use the Iverson bracket notation
J·K to denote the indicator function. For a set S ⊆ Rd, co(S) denotes its convex hull, and ext(S)
the set of its extreme points. Moreover, its (absolute) polar set is defined as S◦ := {x ∈ Rd |
sups∈S |⟨x, s⟩| ≤ 1}. For a real matrixX , tr(X), rk(X), col(X), X†, and ∥X∥ denote, respectively,
its trace, rank, column space, Moore–Penrose inverse, and operator norm (induced by the Euclidean
L2-norm). For p ∈ [0,∞], let Bp(r) be the centered Lp ball of radius r > 0. We use 1d and Id to
denote, respectively, the d-dimensional vector with all entries equal to 1 and the d× d identity matrix.
The probability simplex in Rd is denoted by ∆d := {x ∈ [0, 1]d | ∥x∥1 = 1}. Given a finite index
set Z and a collection of matrices {Xz | z ∈ Z}, all with the same number of rows, we denote by
span{Xz | z ∈ Z} the span of all their columns.

2.1 Problem setting

Let A := [k] denote the action set, where k is a positive integer. We associate every action a ∈ A
with a feature vector ψa ∈ Rd and an observation matrix Ma ∈ Rd×n(a), where n(·) maps every
action to a positive integer. We will use X to denote the set {ψa | a ∈ A}. Let L ⊂ Rd be a
convex and compact loss space, which, in our setting, is synonymous with the outcome space Z as
used in the introduction. We assume here that L contains a centered L2 ball B2(r) of some radius
r > 0. This simplifies the observation structure of the game and suffices to subsume typical cases
such as when L represents the absolute polar set of X or a ball of bounded norm. We study the
following game between a learner and an oblivious adversary over T rounds. Before the game
starts, the adversary secretly chooses a sequence of loss vectors (ℓt)t∈[T ], where ℓt ∈ L. Then, at
every round t ∈ [T ], the learner: i) selects (possibly at random) an action At ∈ A ; ii) observes the
signal ϕt :=M⊤

At
ℓt ∈ Rn(At), which, in general, is distinct from the incurred (but unobserved) loss

ψ⊤
At
ℓt ∈ R. The feature mapping and the observation matrices are known to the learner. For brevity,

let yt(a) := ψ⊤
a ℓt for every a ∈ A. In the notation used in the introduction, one can see that for

a ∈ A and ℓ ∈ L, the loss map in the setting becomes Y (a, ℓ) = ψ⊤
a ℓ, while the observation map

becomes Φ(a, ℓ) =M⊤
a ℓ.

For round t ∈ [T ], let Ht := (As, ϕs)
t
s=1 denote the interaction history up to the end of the round,

and let Ft := σ(Ht) denote the σ-algebra generated byHt. The learner’s policy can be represented
via a sequence (πt)t∈[T ] of probability kernels such that πt maps the historyHt−1 to a distribution
over the actions, from which At is to be sampled. The learner’s goal is to minimize the following
standard notion of regret

RT := E

[
T∑
t=1

yt(At)

]
−min
a∈A

T∑
t=1

yt(a) , (1)

where the expectation is with respect to the internal randomness of the algorithm. The dependence
of the regret on the learner’s strategy (πt)t and the sequence of losses (ℓt)t is suppressed from the
notation for brevity. The minimax regret is defined as R∗

T := inf(πt)t sup(ℓt)t RT . where the inf is
over all (possibly randomized) learning algorithms and the sup is over all sequences of T loss vectors
from L. Similarly to [29, 30], we impose a standard boundedness assumption throughout this work:
Assumption 1. It holds that maxa,b∈A,ℓ∈L |(ψa − ψb)⊤ℓ| ≤ 2.

As a notational remark, we define Et[·] := E[· | Ft−1], with F0 being the trivial σ-algebra. Moreover,
throughout the paper, we treat functions over A as vectors in Rk. In particular, for b ∈ A(= [k]), the
indicator vector eb ∈ Rk corresponds to the function a 7→ Ja = bK over A.

2.2 Observability conditions and lower bounds

Similarly to the finite partial monitoring setting, the observation structure of the game characterizes
the achievable regret. Before we proceed, we introduce some relevant concepts. An action a ∈ A
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is called Pareto optimal if ψa ∈ ext(co(X )); i.e., ψa is an extreme point of the convex hull of X .
Let A∗ ⊆ A satisfy that ext(co(X )) = {ψa | a ∈ A∗} and contain no two actions with the same
features. Additionally, let k∗ := |A∗|. This set is well-defined since ext(co(X )) ⊆ X ; moreover,
it is the smallest subset of A that satisfies mina∈A⟨ψa, ℓ⟩ = mina∗∈A∗⟨ψa∗ , ℓ⟩ for every ℓ ∈ Rd.
The set of actions that are optimal against a loss vector ℓ ∈ Rd is denoted by P(ℓ) := { a ∈ A |
⟨ψa − ψb, ℓ⟩ ≤ 0 for all b ∈ A}, which extends to sets C ⊆ Rd as P(C) := ∪ℓ∈CP(ℓ). We state
below the observability conditions that determine the difficulty of the game (in terms of the scaling of
the regret with T ) as identified by Kirschner et al. [29] in the stochastic setting.
Definition 1 (Observability conditions [29]). A game is called globally observable if

ψa − ψb ∈ span{Mc | c ∈ A} for all a, b ∈ A . (2)

Further, a game is called locally observable if for every convex set C ⊆ Rd,

ψa − ψb ∈ span{Mc | c ∈ P(C)} for all a, b ∈ P(C). (3)

Note that the second condition implies the first by taking C as Rd (or simply {0}). Intuitively, in
a globally observable game, one can use the observations to estimate the difference between the
losses of any pair of actions. In locally observable games, one can do so efficiently; only using
observations from actions that perform at least as good as the pair of interest. (See also the equivalent
formulation provided in Lemma 4 below, or Lemma 5 in Appendix B.) Kirschner et al. [30] refined
these conditions to account for cases when L is an arbitrary (and possibly low-dimensional) set. We
do not pursue this direction here; as mentioned in the problem setting, we focus on the case when
L has a non-empty interior (in particular, we assumed it contains a centered L2 ball), rendering the
conditions above sufficient to derive the following lower bounds.
Proposition 1. Assume that the game has at least two non-duplicate Pareto optimal actions, and that
B2(r) ⊆ L for some r > 0. Then, the minimax regret R∗

T is Ω̃(
√
T ) if the game is locally observable,

Ω̃(T 2/3) if it is globally but not locally observable, and Ω(T ) otherwise.

These bounds are obtained in the same manner as similar results in the finite outcomes setting and the
linear stochastic setting [29], see Appendix J. However, one must deal with some technical nuisances
since in our case, the stochastic setting is not immediately subsumed by the adversarial one; besides
boundedness issues, the manner in which noise is added to the observations can make the relationship
a bit subtle, refer to [33, Chapter 29] for details. Over the coming section, we will derive regret upper
bounds with matching rates and interpretable game-dependent constants for an EXO-based policy.

2.3 Examples

Owing to its flexibility, this setting can model many online learning problems, classic and contrived,
as we now elaborate. In all these examples, L is typically taken as X ◦, which is equivalent to B∞(1)
when ψa = ea for all a ∈ A.

Full information. In this game, also known as prediction with expert advice [13], we have that
d = k, ψa = ea, and Ma = Ik for all a ∈ A. Hence, the learner observes the entire loss vector upon
playing any action, and the game is clearly locally observable.

Feedback graphs. An instance of this game [42, 1, 2] is characterized by a graph G = (A, E) over
the actions (we focus on undirected graphs). As in the previous game, d = k and ψa = ea; however,
Ma only has the vectors (eb)b∈NG(a) as columns, where NG(a) is the neighborhood of a (which need
not include a itself). Globally observable games correspond to weakly observable graphs, where the
loss of every action is observable; while locally observable games correspond to strongly observable
graphs, where each action either has a self-loop, is connected to all other actions, or both.

Linear bandits. Adversarial linear bandits [17, 10] (with a finite action set) is recovered by simply
fixing Ma = ψa for all a ∈ A. This is easily verifiable to be a locally observable game, which
reduces to a standard bandit problem when ψa = ea.

Linear dueling bandits. This game is a quantitative variation of the dueling bandits problem. It was
proposed in [29, 30] in the stochastic linear partial monitoring setting, extending the finite-outcomes
formulation in [24]. Here, the action set has the form A = [m]× [m] for some positive integer m.
Given a feature mapping a 7→ ψa from [m] to Rd, we extend it to A via (a, b) 7→ ψa,b := ψa + ψb.
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However, the observations are given byMa,b = ψa−ψb; hence, the learner receives relative feedback.
This game can also be shown to be locally observable [29, 30].

Bandits with ill-conditioned observers. Modifying a problem from [18], consider a game where
d = k, ψa = ea, andMa = (1−ε)1k/k+εea for some ε ∈ (0, 1], such that ε = 1 recovers standard
bandits. Note that the observations become, in a sense, less informative as ε decreases. Nevertheless,
the game is always locally observable as ea − eb = 1/ε(Ma −Mb).

Composite graph feedback. We describe now another variant of the graph feedback problem, still
characterized by an undirected graph G = (A, E), which we now assume to contain all self-loops.
Here, again, d = k and ψa = ea; however, upon playing an action, the learner observes the average
of the losses of its neighbors (which includes the played action itself). That is, if A is the adjacency
matrix of the graph and D is the degree matrix, then Ma is the a-th column of AD−1. This is less
informative than standard graph feedback, and draws inspiration from problems studied in [55, 25].
Global observability here corresponds to AD−1 being invertible, whereas the only locally observable
graph is the one corresponding to standard bandits, see Appendix I for more details.

3 Exploration-by-Optimization, the Linear Case

We describe in this section a simple instantiation of the EXO approach [38, 35] suited to our setting,
resulting in a policy amenable to efficient implementation. We show in later sections that this policy
suffices to obtain tight bounds, even if its specificity excludes it from enjoying the generic guarantees
provided by Lattimore and Gyorgy [35] and Lattimore [34] for general EXO. The predictions made
by this policy revolve around the predictions of an instance of the exponential weights algorithm,
restricted over the set A∗ of Pareto optimal actions (without duplicates). When executed against a
sequence of loss functions (ŷt)t∈[T ] with ŷt : A → R, the exponential weights algorithm outputs at
round t a distribution qt ∈ ∆k given by

qt(a) =
Ja ∈ A∗K exp

(
−η
∑t−1
s=1 ŷs(a)

)∑
a′∈A∗ exp

(
−η
∑t−1
s=1 ŷs(a

′)
) , (4)

where η > 0 is a learning rate parameter. This would have been a sound approach on its own were
we able to access the loss functions (yt)t directly. Instead, we are to estimate these loss functions,
which, in general, requires carefully exploring the actions. Incurring minimal loss while doing so, to
the extent allowed by the structure of the game, is the essential goal of the EXO method. Towards
making this tradeoff more explicit, the following lemma provides a generic regret bound for any
policy by pivoting around the predictions (qt)t produced against some sequence (ŷt)t of surrogate
loss functions satisfying certain conditions. (Proofs of this section’s results are in Appendix D.)
Lemma 1. Fix a learning policy and define pt as the law ofAt conditioned onFt−1. Let qt be as given
in (4) for some learning rate η > 0 and sequence of surrogate loss functions (ŷt)t such that ŷt ∈ Rk

is Ft−measurable and satisfies maxa∈A |ηŷt(a)| ≤ 1. Further, let a∗ ∈ argmina∈A∗
∑T
t=1 yt(a).

Then, the regret of the policy satisfies

RT ≤
log k

η
+

T∑
t=1

E
[
⟨pt − qt, yt⟩+ η⟨qt,Etŷ2t ⟩+ ⟨qt − ea∗ , yt − Etŷt⟩

]
.

While not particularly insightful, results of this form nonetheless motivate the EXO approach, where
one picks the predictions and the surrogate loss functions by solving an optimization problem at
every step, seeking to minimize an upper bound on the second term in the regret guarantee of
Lemma 1. More precisely, at every round t, reliant on the observed history thus far, one decides
on a prediction pt ∈ ∆k and a function gt : A × R → Rk so as to set ŷt = gt(At, ϕt), assuming
||gt(At, ϕt)||∞ ≤ 1/η. To make the dependence on ℓt more explicit, we denote by H the d×k matrix
with {ψa}a∈A as columns. In particular, this enables us to write yt = H⊤ℓt. Considering the t-th
summand in the second term in the bound of Lemma 1, the term inside the expectation becomes

⟨pt− qt, H⊤ℓt⟩+η
〈
qt,
∑
apt(a)gt(a,M

⊤
a ℓt)

2
〉
+
〈
qt− ea∗ , H⊤ℓt−

∑
apt(a)gt(a,M

⊤
a ℓt)

〉
, (5)

where gt(a,M⊤
a ℓt)

2 is the entry-wise square of gt(a,M⊤
a ℓt). The general strategy is to optimize

jointly in pt and gt the expression above, maximized over the adversary’s choice of ℓt. Besides some
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small deviations, this still aligns closely with the approach of Lattimore and Gyorgy [35].1 Now,
however, exploiting the structure of our setting, we sidestep the demanding task of optimizing over
all possible loss estimators by committing to a simple structure commonly used in (adversarial) linear
bandit algorithms [10, 33], modified slightly to suit our partial monitoring setup.

Before proceeding in that direction, we introduce some notation. Let M denote the d× (
∑
a n(a))

matrix obtained by stacking horizontally the observation matrices of all the actions; such that
span{Ma | a ∈ A} = col(M). For any π ∈ ∆k, we define Q(π) :=

∑
a∈A π(a)MaM

⊤
a .

Moreover, with δ ∈ (0, 1/2], let Qδ(π) := Q((1− δ)π + δ1k/k). This forces the argument of Q to
be bounded away from zero, implying that col(Qδ(π)) = col(M) for any π ∈ ∆k (see Lemma 8 in
Appendix C), which is a convenient property for the analysis. Still, Qδ(π) need not be invertible as
we allow that rk(M) < d; hence, the ensuing presentation will feature quantities of the form Q(π)†

and Qδ(π)†. Returning to our task, the following lemma specifies a certain form for the pair (pt, gt)
and provides the resulting regret bound under global observability.
Lemma 2. In the same setting as Lemma 1, let the predictions of the policy satisfy pt = (1− δ)p̃t +
δ1k/k for some δ ∈ (0, 1) and p̃t ∈ ∆k, and let the surrogate loss functions satisfy ŷt = gt(At, ϕt)
where gt(a, ϕ) =

(
Ik − 1kq

⊤
t

)
H⊤Q(pt)

†Maϕ. Then, assuming global observability, it holds that

RT ≤
log k

η
+ 2δT +

T∑
t=1

E
[
⟨p̃t − qt, H⊤ℓt⟩+ ηω2

∑
a,b∈A

qt(a)qt(b)(ψa − ψb)⊤Qδ(p̃t)†(ψa − ψb)
]

provided that maxa,b∈A(ψa − ψb)⊤Qδ(p̃t)†(ψa − ψb) +maxc∈A∥M⊤
c Qδ(p̃t)

†Mc∥2 ≤ 2
ηω , where

ω := sup
a,b,c∈A, p∈∆k, ℓ∈L

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ|∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥ ≤ max
a∈A,ℓ∈L

∥∥M⊤
a ℓ
∥∥ .

Here, Q(pt)
†MAt

ϕt =: ℓ̂t is an estimator of ℓt that is essentially unbiased.2 Instead of taking the loss
estimate of action a ∈ A as ψ⊤

a ℓ̂t as common in linear bandit algorithms, we use a shifted version
(ψa −Hqt)⊤ℓ̂t anchored about Hqt =

∑
b∈A qt(b)ψb. Shifting the loss estimators in this manner

(via any anchor in co(A)) does not alter the resulting qt; however, its effect is that the last term in
the bound of Lemma 2 (known as the variance term) is expressed in terms of feature differences.
This is crucial if one is to take advantage of either observability condition, since they only relate the
observation matrices (in terms of which Qδ(·) is defined) to feature differences. Specifically using
Hqt as the anchor is, in a certain sense, an optimal choice, see Lemmas 13 and 14 in Appendix C.

With the structures imposed upon gt and pt in Lemma 2, we can now reduce our task of minimizing the
regret bound to solving a (constrained) optimization problem at every step t (depending on the history
only through qt) over the distribution p̃t ∈ Rk. In the following, let L be a free parameter satisfying
L ≥ ω. Define the function E : A×A×∆k → R as E(a, b; p) := (ψa − ψb)⊤Qδ(p)† (ψa − ψb),
and for every pair q ∈ ∆k and η > 0, define the function Λη,q : ∆k × L → R as3

Λη,q(p, ℓ) :=
1

η
⟨p− q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b)E(a, b; p) .

Next, define z : ∆k → R as z(p) := maxa,b∈A E(a, b; p) + maxc∈A∥M⊤
c Qδ(p)

†Mc∥2 and its
sub-level set Ξη :=

{
p ∈ ∆k : z(p) ≤ 2/ηL

}
. Finally, let

Λ∗
η,q := min

p∈Ξη

max
ℓ∈L

Λη,q(p, ℓ) and Λ∗
η := sup

q∈∆k

Λ∗
η,q .

Algorithm 1 summarizes the policy we have arrived at: at round t, given qt, we choose a distribution
p̃t satisfying z(p̃t) ≤ 2/ηL and maxℓ∈L Λη,qt(p̃t, ℓ) ≤ Λ∗

η + ε, for some tolerance ε > 0. In the

1The core algorithm here corresponds to the FTRL algorithm run on the probability simplex over the actions,
while they use FTRL with a general potential over the convex hull of the action set. The two approaches can be
related, see [28, Section 5.2]. Moreover, we use a second order bound on the Bregman divergence (or stability)
term, which introduces the constraint over the norm of the loss estimators.

2Its expectation is the projection of ℓt onto col(M ).
3As an alternative form, Lemma 13 in Appendix C implies that Λη,q(p, ℓ) = (1/η)⟨p − q,H⊤ℓ⟩ +

2L2 ∑
a∈A q(a)(ψa −Hq)⊤Qδ(p)

†(ψa −Hq).
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Algorithm 1 Anchored Exploration-by-Optimization

1: input: learning rate η > 0 , stability parameter δ ∈ (0, 1/2] , sub-optimality tolerance ε ≥ 0,
scale parameter L ≥ ω

2: initialize: ŷ0 = 0
3: for t = 1, . . . , T do
4: ∀a ∈ A , set qt(a) ∝ Ja ∈ A∗K exp

(
−η
∑t−1
s=1 ŷs(a)

)
5: choose p̃t ∈ ∆k such that maxℓ∈L Λη,qt(p̃t, ℓ) ≤ Λ∗

η + ε and z(p̃t) ≤ 2
ηL

6: set pt = (1− δ)p̃t + δ1k/k
7: execute At ∼ pt and observe ϕt =M⊤

At
ℓt

8: ∀a ∈ A , set ŷt(a) = (ψa −Hqt)⊤Q(pt)
†MAtϕt ▷ or simply, ŷt(a) = ψ⊤

a Q(pt)
†MAtϕt

9: end for

following round, qt+1 is computed via the exponential weights update in (4) with ŷt as given in
Lemma 2. As shown in Appendix D (in the proof of Lemma 3 below), the functions z(·) and
maxℓ∈L Λη,q(·, ℓ) are both convex. Hence, the problem at hand is a (finite-dimensional) convex
program, the structure of which depends on that of the loss space L, over which the max in the first
(and more troublesome) term of Λη,q is taken. Typical examples of L, like balls of bounded norm or
the polar set of X , can further simplify the form of the objective function, see Appendix G for details.
Note that the parameter δ is introduced to maintain numerical stability. Turning back to the regret,
the following bound readily follows from Lemma 2.

Proposition 2. Under global observability, Algorithm 1 satisfiesRT ≤
log k

η
+ηΛ∗

ηT +(2δ+ηε)T .

What remains now is deriving an upper bound on Λ∗
η depending on the structure of the game, and

tuning the algorithm’s parameters accordingly. Note that an adequate tuning of η would depend on
Λ∗
η (or a satisfactory upper bound), which might be difficult to compute. Following Lattimore and

Szepesvári [38], we can use a learning rate sequence (ηt)t, which is updated at round t + 1 using
the attained value at the optimization problem of round t. This still allows recovering essentially the
same regret rates, details are included in Appendix H for completeness. Now, for bounding Λ∗

η, the
properties of our Λη,q allow us to invoke Sion’s minimax theorem, as Lattimore and Szepesvári [38]
did in the finite setting.
Lemma 3. For any η > 0 and q ∈ ∆k, it holds that

Λ∗
η,q = max

ℓ∈L
min
p∈Ξη

Λη,q(p, ℓ) .

The next two sections will start from this result and derive bounds on Λ∗
η for locally and globally

observable games, exploiting the linear structure of the problem.

4 Locally Observable Games

As alluded to before, what distinguishes locally observable games is that exploration, roughly
speaking, is cheap. The following lemma provides an alternative definition of local observability that
appeals to this intuition.
Lemma 4. A game is locally observable if and only if it holds for all a ∈ A∗, ℓ ∈ Rd, and
a∗ ∈ argmina′∈A ψ

⊤
a′ℓ that ψa − ψa∗ ∈ span

{
Mb | ψ⊤

b ℓ ≤ ψ⊤
a ℓ
}

.

Fixing q ∈ ∆k and η > 0, we show in this section how to exploit this property to bound Λ∗
η. We

sketch here the main arguments, deferring details to Appendix E, where proofs of this section’s results
can be found. Note that Lemma 3 reduces the task of bounding Λ∗

η,q to finding a uniform upper bound
on minp∈Ξη

Λη,q(p, ℓ) holding against any fixed loss vector ℓ. With the clairvoyant-like knowledge
of ℓ that this affords us, we start by constructing a specific distribution p ∈ Ξη that depends on ℓ and
derive an upper bound on Λη,q when evaluated at this pair. Using this result, we can then bound Λ∗

η,q
and Λ∗

η by passing to worst case over ℓ ∈ L and q ∈ ∆k.

Our choice of p will take the form p = γπ + (1− γ)p̂, with γ ∈ (0, 1/2] and π, p̂ ∈ ∆k. For brevity,
let γ = 1 − γ. The role of π is to ensure that p ∈ Ξη and that of p̂ is to control the magnitude of
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Λη,q(p, ℓ). As a starting point, it is easy to show that

Λη,q(γπ + γp̂, ℓ)

≤ 2γ

η
+
γ

η
⟨p̂− q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b) (ψa − ψb)⊤Qδ(γπ + γp̂)† (ψa − ψb) (6)

≤ 2γ

η
+
γ

η
⟨p̂− q,H⊤ℓ⟩+ 2L2

∑
a,b∈A

q(a)q(b) (ψa − ψb)⊤Qδ(p̂)† (ψa − ψb) . (7)

We proceed first with the selection of p̂ aiming to minimize the second and third terms, which exhibit a
tradeoff between minimizing our loss against ℓ (compared to q) and sufficiently exploring to minimize
the variance of the loss estimator. In finite partial monitoring [37, 38], the analogous predicament is
resolved via a ‘water transfer’ operator. Leveraging properties of the same spirit as Lemma 4, this
technique involves perturbing q to ensure that each action receives comparable mass to actions whose
estimators rely on the observations of the former, without incurring more loss in the process. While
some adaptation of this approach can be utilized here (more details below), we will describe in what
follows an alternative manner of redistributing the mass in q that is arguably more natural (especially
considering the structure of (7)), and that, moreover, only relies on the simple characterization of
local observability given by Lemma 4, without explicit reference to the neighborhood relation used in
finite partial monitoring.

To control the third term, it is helpful to first relate the feature differences (ψa − ψb)a,b∈A to
the observations matrices (Ma)a∈A (or their collective form M ) seeing that Qδ(p̂) is a linear
combination of the latter. While this feat only requires global observability, the stronger assumption
of local observability allows one to do so in a manner that facilitates controlling the second term
simultaneously, as will be shortly shown. Towards this goal, we define some relevant objects.
Let n :=

∑
a∈A n(a) and k∗ := |A∗|. Note that any v ∈ Rn can, with a slight notation abuse,

be decomposed as (v(a))a∈A with v(a) ∈ Rn(a) such that Mv =
∑
a∈AMav(a). In locally

observable games, Lemma 4 gives that for any loss vector ℓ ∈ L, action a ∈ A∗, and optimal action
a∗ ∈ argminc∈A ψ

⊤
c ℓ, there exists a vector v ∈ Rn such that ψa−ψa∗ = Mv and that, at the same

time, having v(b) ̸= 0 for some b ∈ A implies that ψ⊤
b ℓ ≤ ψ⊤

a ℓ. Hence, the following set is not
empty under local observability:

W loc
ℓ :=

{
λ = (λa)a∈A∗ ∈ Rk

∗×n | ∃a∗ ∈ argmin
c∈A

ψ⊤
c ℓ ∀(a, b) ∈ A∗ ×A ,

ψa − ψa∗ = Mλa and λa(b) ̸= 0⇒ ψ⊤
b ℓ ≤ ψ⊤

a ℓ
}
.

Each member of this set is a sequence of weight-vectors in Rn, one for each action in A∗, that
allows recovering the difference between its feature vector and that of a fixed optimal action by
linearly combining columns from the observation matrices of better- (or similarly) performing
actions. Finally, for λ ∈ W loc

ℓ and a ∈ A∗, let supp(λ, a) :=
{
b ∈ A | λa(b) ̸= 0

}
, and define

supp(λ) :=
⋃
a∈A∗ supp(λ, a); that is, the set of all actions whose observations are relied on.

Now, fixing some λ ∈ W loc
ℓ and a∗ ∈ argmina′∈A ψ

⊤
a′ℓ (such that ψa−ψa∗ = Mλa for all a ∈ A),

one can show that∑
a,b∈A

q(a)q(b) (ψa − ψb)⊤Qδ(p̂)† (ψa − ψb) ≤ 2
∑
a∈A

q(a) (ψa − ψa∗)⊤Qδ(p̂)† (ψa − ψa∗)

≤ 2 max
s∈A∗

(∑
c∈A∥λs(c)∥

)∑
c∈A

∑
a∈A∗

q(a)∥λa(c)∥
∥∥M⊤

c Qδ(p̂)
†Mc

∥∥ .
An easily demonstrated fact is that for any r ∈ ∆k,

∑
c∈A r(c)

∥∥M⊤
c Qδ(r)

†Mc

∥∥ ≤ 2 rk(M) ≤ 2d.
In view of the bound reported above, one can exploit this property by setting p̂ =

∑
a∈A∗ q(a)νa,

where νa ∈ ∆k is such that νa(c) ∝ ∥λa(c)∥. That is, we choose p̂ as a mixture (weighted according
to q) of k∗ distributions, each associated with a Pareto optimal action a ∈ A∗ and supported on
supp(λ, a). In particular, action a transfers a fraction of its total mass q(a) to action c proportionally
to ∥λa(c)∥, representing the ‘importance’ of c to a. (For a∗, simply set νa∗ = ea∗ .) As an aside,
though arrived at through a different manner, the exploration distribution used by Lattimore and
Szepesvári [38] in the analysis of EXO in finite partial monitoring assumes a form similar to p̂, only
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that, roughly speaking, νa is taken there as uniform over supp(λ, a). We show in Appendix E.1 a
way to incorporate this alternative choice (among others) into the analysis scheme showcased in this
section, though resulting in a generally worse bound than what we report below for our choice of p̂.

Proceeding with the analysis, note that by the definition ofW loc, ψ⊤
b ℓ ≤ ψ⊤

a ℓ for all b ∈ supp(λ, a);
hence, it holds that ⟨νa − ea, H⊤ℓ⟩ ≤ 0 for all a ∈ A∗. And since p̂− q =

∑
a∈A∗(νa − ea), we

see now that the second term in Equation (7) becomes non-positive. While for the third term, a
refinement of the arguments laid above gives that∑

a,b∈A

q(a)q(b) (ψa − ψb)⊤Qδ(p̂)† (ψa − ψb) ≤ 4β2
λ min {rk(M), | supp(λ)|} ,

where βλ := maxa∈A∗
∑
b∈A∥λa(b)∥ represents the ‘difficulty’ of recovering the features from the

observations via λ. The alternative bound featuring | supp(λ)| brings an improvement in problems
with abundant feedback per played action, like the full-information and graph feedback problems.
We then proceed by taking the infimum of the bound above over λ ∈ W loc

ℓ , before passing to the
worst case over ℓ ∈ L. What remains now is the less challenging task of bounding the first term in
(7). This is done by choosing γ ∝ η, provided η is small enough, with the leading constant chosen
to ensure that z(p) ≤ 2/ηL; specifically, it is an upper bound on the value of an optimal-design-like
criterion that π is chosen to minimize. Ultimately, we arrive at the following result:
Theorem 1. In locally observable games, it holds that

Λ∗
η ≤ max

ℓ∈L
inf

λ∈Wloc
ℓ

8L2β2
λ min {rk(M), | supp(λ)|}+ 2L

(
1 + β2

glo

)
min {rk(M), w∗}

provided
1

η
≥ 2L

(
1 + β2

glo

)
min {rk(M), w∗} , where βglo := max

a,b∈A
min

v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥

and w∗ := min
S⊆A
|S|max

b∈A

∥∥M⊤
b U
(∑

s∈SU
⊤MsM

⊤
s U
)−1

U⊤Mb

∥∥ ≤ k .
Here, U ∈ Rd×rk(M) denotes a matrix whose columns (ui)i∈[rk(M)] form an orthonormal basis
for col(M).4 Let βloc := maxℓ∈L minλ∈Wloc

ℓ
βλ, which satisfies βloc ≥ βglo (see Lemma 17 in

Appendix E). Assuming for simplicity that L, βloc ≥ 1; the following simpler bound is obtained
immediately:

Λ∗
η ≤ 12L2β2

locd .

We see that under local observability, similarly to finite partial monitoring [38], there exist constants
α,B such that Λ∗

η ≤ α given that η ≤ 1/B. Assuming δ and ε are sufficiently small, setting
η = min{1/B,

√
log k/αT} yields via Proposition 2 that RT is O

(√
αT log k

)
. We refer again to

Appendix H for a discussion on adaptive learning rates following [38]. We also note here that B can
be chosen conservatively as it only affects the regret additively. We now use the bound of Theorem 1
to obtain regret bounds for the locally observable games discussed in Section 2. Omitted details and
derivations are provided in Appendix I.

Full information. Here, playing any action is sufficiently informative; for any ℓ ∈ L, we can trivially
pick λ ∈ W loc

ℓ supported only on an optimal action and satisfying βλ ≤
√
2. Moreover, w∗ ≤ 1

taking S as a singleton. Hence, we recover the order-optimal O(
√
T log k) regret bound [13].

Strongly observable feedback graphs. Generalizing the example above, we can, against any ℓ ∈ L,
find λ ∈ W loc

ℓ supported on an independent set (a set of actions no two distinct members of which
are neighbors) and satisfying βλ ≤ 2. This set can be iteratively constructed by first selecting an
optimal action, removing its neighbors from the graph, and repeating this (proceeding with the best
remaining action) until the graph is empty. This gives that β2

λ| supp(λ)| is bounded up to a constant
by α(G), the independence number of the graph (size of a maximal independent set). The same can
be shown to hold for w∗, allowing us to recover the near-optimal O(

√
α(G)T log k) regret bound for

this problem [42, 2].

Linear bandits. Since the features and the observation vectors coincide, it is immediate that βloc ≤ 2.
The regret bound is then of order

√
dT log(k) (as achieved in [10] and [33, Chp. 27]), which reduces

to the near-optimal
√
kT log(k) rate for standard bandits.

4The inverse of
∑

s∈SU
⊤MsM

⊤
s U exists when span({Ms}s∈S) = col(M), see Lemma 9 in Appendix C.
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Linear dueling bandits. It also holds in this example that βloc ≤ 2, implying again that the regret
bound is of order

√
dT log(k).

Bandits with ill-conditioned observers. Since ea − eb = 1/ε(Ma −Mb), we have that βloc ≤ 2/ε.
Thus, the regret bound is of order 1/ε

√
kT log k. We show in Appendix J that this bound is tight up

to logarithmic factors.

5 Globally Observable Games

On the other hand, exploration is generally costly in globally observable games. Here, starting from
the decomposition in (6), we simply pick p̂ = q and place the burden of controlling the variance term
entirely on π. Consequently, γ must be kept sufficiently large; precisely, of order

√
η. This causes the

final bound to scale with 1/
√
η, hence becoming η-dependent, which aligns with the finite outcomes

setting [38]. Building on this, the next theorem provides two bounds on Λ∗
η. The first resembles the

square root of the second term in the bound of Theorem 1, while the second bound features a refined
alignment constant but has a generally worse dependence on the structure of the observation matrices.
Theorem 2. In globally observable games, it holds that

Λ∗
η ≤ 4

√
1/ηLmin

{
(1 + βglo)

√
min{rk(M), w∗},

(
1 + β2,glo

)√
u∗
}

provided that
1

η
≥ (1 + L2)min

{
(1 + β2

glo)min{rk(M), w∗},
(
1 + β2

2,glo

)
u∗
}

, where

β2,glo := max
a,b∈A

∥∥M †(ψa−ψb)
∥∥ , and u∗ := min

S⊆A
|S|
∥∥M⊤U

(∑
s∈SU

⊤MsM
⊤
s U
)−1

U⊤M
∥∥ ≤ k .

Note that w∗ ≤ u∗, and that β2,glo = maxa,b∈A minv∈Rn : ψa−ψb=Mv∥v∥; hence, β2,glo ≤ βglo ≤√
kβ2,glo. This theorem shows that in the present regime, there exist constants α,B such that

Λ∗
η ≤ α/

√
η given that η ≤ 1/B. Assuming again that δ and ε are sufficiently small, setting

η = min
{
1/B,

(
log k/αT

)2/3}
yields via Proposition 2 that RT is O

(
(αT )2/3(log k)1/3

)
. The

adaptive tuning of η is discussed in Appendix H. We now revisit the globally observable examples
from Section 2.

Weakly observable feedback graphs. Here, it is immediate to verify that βglo ≤ 2. A subset of
vertices (actions) is said to be a total dominating set if the union of their neighborhoods covers
all vertices. Moreover, the total domination number of the graph, δ(G), is defined as the size of a
minimal total dominating set. It can be easily shown (see Appendix I) that w∗ ≤ δ(G), leading to a
O((δ(G) log k)1/3T 2/3) regret bound. Further refining this bound to scale with the weak domination
number (which only considers weakly observable nodes) used in [1] requires a careful combination
of the analyses of this section and the previous one to eliminate unnecessary forced exploration over
the strongly observable portion of the graph.

Composite graph feedback. It holds here that w∗ = u∗ = rk(M) = k; hence, the second bound
is generally better. The regret bound is then O((k log k)1/3(β2,gloT )2/3), the tightness of which
remains to be studied. In Appendix I, we provide a more detailed discussion about the interpretation
of β2,glo in this problem, as well as two instantiations of which in simple families of graphs.

6 Limitations and Future Work

Besides enjoying the same rates in T as the bounds derived in this work, the regret bounds derived
by Kirschner et al. [29, 30] in the stochastic setting feature analogous alignment constants to βloc
and βglo, see [29, Lemma 13] or [30, Lemma 5]. Comparatively, our bounds enjoy some extra
versatility as they easily yield nearly tight guarantees for feedback-rich problems like full-information
and feedback graphs, which were not addressed in [29, 30]. However, our exposition is limited to
full-dimensional loss spaces (like [29] but unlike [30]) and finite actions. The former aspect precludes
us from recovering tight guarantees for finite partial monitoring as the observation conditions do
not match in general, see [30, Example 8]. Addressing this aspect in the adversarial setting is left
for future work. Likewise for studying generic compact action sets, for which a full classification
theorem is lacking also in the stochastic setting. Lastly, characterizing how the minimax regret
depends on instance-based constants remains a general challenging direction.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: All the claims made in the abstract and introduction are formalized via
theorems stated in the main body and formally proven in the appendix.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We explicitly added a section where limitations are discussed.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]

15



Justification:
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification:
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in this paper fully conforms to the NeurIPS Code of
Ethics. There are no ethical concerns related to data collection, experiments, or other aspects
of the work, as it focuses purely on theoretical analysis.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This paper focuses on theoretical advancements in partial monitoring and
does not have direct societal applications. As such, it does not explicitly discuss potential
positive or negative societal impacts. The work is foundational in nature and does not
involve technologies that could be misused or present ethical concerns in its current form.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Related Works

The work of Rustichini [48] is generally recognized as the first work on partial monitoring. Notably,
he studied a modified notion of regret under which non-trivial guarantees can be derived for hopeless
games, see also [43, 41, 44, 32, 34]. Finite partial monitoring has also been extensively studied in
the stochastic setting [7, 8, 56, 31, 51]. Among the works cited earlier in the adversarial (finite)
setting, of most relevance here are those by Lattimore and Szepesvári [37, 38]. The first proved a
minimax theorem for all games with finite actions, linking the minimax (adversarial) regret and the
worst-case Bayesian regret. For finite partial monitoring, they bounded the latter by presenting an
algorithm (Mario sampling) enjoying a bounded information ratio in the Bayesian setting, which in
turn, implies a non-constructive guarantee on the former. The second work, as mentioned already,
proposed the EXO method, and showed that its regret matches the non-constructive bounds of the
first work. The subsequent work of Lattimore and Gyorgy [35] does, in some sense, link these two
results in a general linear partial monitoring setup by showing that the regret of EXO can be bounded
in terms of a general notion of information ratio. We note here that the results by Kirschner et al.
[29, 30] in the stationary stochastic linear setting cannot be combined with these findings to yield
bounds on the adversarial minimax regret or the regret of EXO, as that requires bounding (some form
of) the information ratio for arbitrary (finitely supported) priors over sequences of latent outcomes.

In the same line of work, Lattimore [34] expanded on the results of Lattimore and Gyorgy [35]
considering all games with infinite outcomes and finite actions. He showed that the optimal rate in T
is indeed determined by the behavior of the information ratio, and that for every p ∈ [1/2, 1], there
exist games where the minimax regret is T p up to subpolynomial factors. Further, Foster et al. [22]
showed that the regret of EXO can also be bounded in terms of the Decision-Estimation Coefficient,
a general complexity measure for interactive decision making [21], which too is rather opaque in
terms of its dependence on game-specific parameters.

The first work on linear partial monitoring is by Lin et al. [40], followed by the closely related work
of Chaudhuri and Tewari [15]. Both study the stochastic setting and only prove T 2/3 bounds under
a global observability condition. On the other hand, they focus on designing efficient algorithms
in the face of combinatorial action spaces that can be exponentially large. On a different thread,
Ito and Takemura [28] employ a version of EXO in the standard linear bandit setting (hence our
algorithm and theirs naturally follow a similar general template) and obtain best-of-both-worlds
(BOBW) bounds (near optimal bounds in both the adversarial and the stochastic settings). Their
techniques and contributions remain distinct from ours as they do not address partial monitoring. In a
related line of work [52, 53, 54], EXO is used to obtain BOBW bounds in partial monitoring, but
only for finite outcomes.

B The Geometry of a Linear Partial Monitoring Game

This section provides a brief overview of some partial monitoring concepts and terminology, see
[3, 6, 29, 33], which will be used in the proofs, particularly those of the lower bounds in Appendix J.
We remark that the definitions used here mostly concern the case when B2(r) ⊆ L for some r > 0,
which is our focus in this work. Recall that X := {ψa | a ∈ A}, and define V := co(X ), which is a
convex polytope. An action a ∈ A is called Pareto optimal if ψa ∈ ext(X ); that is, ψa is a vertex of
V . The convex cone

Ca :=
{
ℓ ∈ Rd | ∀b ∈ A , ⟨ψa − ψb, ℓ⟩ ≤ 0

}
=
{
ℓ ∈ Rd | ∀x ∈ V , ⟨ψa − x, ℓ⟩ ≤ 0

}
is called the cell of a. A Pareto optimal action a satisfies that {ψa} ∩ co(X \ {ψa}) = ∅ since ψa
is a vertex of V . Hence, by the separating hyperplane theorem, there exists a vector u ∈ Rd such
that ψ⊤

a u < x⊤u for all x ∈ X \ {ψa}, yielding that ψ⊤
a u < ψ⊤

b u for all b ∈ A with ψb ̸= ψa.
It follows that dim(Ca) = d, where dim(S) is the dimension of the affine hull of S, since we can
construct a small enough Euclidean ball around u where the same condition holds (recall that A
is finite). Conversely, dim(Ca) = d implies that a is Pareto optimal. This is because if ψa can be
written as convex combination of points in X \ {ψa}, then for every such point ψb (with positive
weight), ⟨ψa − ψb, ℓ⟩ = 0 for all ℓ ∈ Ca; hence, Ca cannot be full-dimensional.

The polytope V induces a graph (the 1-skeleton of V) whose vertices are the vertices of V , two of
which are adjacent in this graph if they are the endpoints of an edge of V . Two non-duplicate (i.e.,
having different features) Pareto optimal actions a and b are said to be neighbors if ψa and ψb are
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adjacent in the 1-skeleton of V . It is known that this graph is connected [5]. For any two neighbors a
and b, it holds that dim(Ca ∩ Cb) = d− 1. This is true since

Ca ∩ Cb =
{
ℓ ∈ Rd | ⟨ψa − ψb, ℓ⟩ = 0 and ∀c ∈ A , ⟨ψa − ψc, ℓ⟩ ≤ 0

}
,

A is finite, and the fact that there exists (by virtue of ψa and ψb being endpoints of an edge of V)
a vector u ∈ Rd such that ψ⊤

a u < x⊤u for all x ∈ V \ [ψa, ψb] (which also excludes duplicates of
a and b) and ψ⊤

a u = ψ⊤
b u. Conversely, if dim(Ca ∩ Cb) = d− 1 for two Pareto optimal actions a

and b, then they must be neighbors. To see this, note that each ℓ ∈ Ca ∩ Cb can be mapped to a face
of V containing both ψa and ψb in addition to points x ∈ V satisfying ⟨x, ℓ⟩ = ⟨ψa, ℓ⟩. Since the
intersection of two faces is also a face, the intersection of all faces containing ψa and ψb is still a face
of V . If a and b are not neighbors, this face must contain some vertex ψc different from ψa and ψb.
Therefore, for any ℓ ∈ Ca ∩ Cb, ⟨ψc, ℓ⟩ = ⟨ψa, ℓ⟩ = ⟨ψb, ℓ⟩, implying that dim(Ca ∩ Cb) ≤ d− 2
since ψa, ψb, and ψc are affinely independent being all distinct vertices of V . Lastly, for neighboring
actions a and b, define their neighborhood as

Na,b := {c ∈ A | ψc ∈ [ψa, ψb]} =
{
c ∈ A | ψc = αψa + (1− α)ψb , α ∈ [0, 1]

}
,

which includes the duplicates of a and b. (Note that the neighborhood relation is defined only for
non-duplicate Pareto optimal actions.)

Recall the definition P(ℓ) := { a ∈ A | ⟨ψa − ψb, ℓ⟩ ≤ 0 for all b ∈ A} for ℓ ∈ Rd, extending to
sets D ⊆ Rd via P(D) := ∪ℓ∈DP(ℓ). Lemma 26 in [29] shows that local observability as defined
via Definition 1 is equivalent to the more usual local observability condition used in finite partial
monitoring. The following lemma expands on that adding two more equivalent conditions, one of
which was featured in Lemma 4.
Lemma 5. The following conditions are equivalent.

i) For every convex set D ⊆ Rd,
ψa − ψb ∈ span{Mc | c ∈ P(D)} for all a, b ∈ P(D) .

ii) For any pair of neighboring actions a and b,
ψa − ψb ∈ span{Mc | c ∈ Na,b} .

iii) For any Pareto optimal action a, ℓ ∈ Rd, and a∗ ∈ argmina′∈A ψ
⊤
a′ℓ,

ψa − ψa∗ ∈ span
{
Mb | ψ⊤

b ℓ ≤ ψ⊤
a ℓ
}
.

iv) For any pair of Pareto optimal actions a and b, and any ℓ ∈ Rd,
ψa − ψb ∈ span

{
Mc | ψ⊤

c ℓ ≤ max{ψ⊤
a ℓ, ψ

⊤
b ℓ}

}
.

Proof. i)⇔ ii) This is given by [29, Lemma 26]. (Note that, unlike [29], our setting allows duplicate
actions; however, their proof extends immediately to the case when duplicates are present.)

i)⇒ iii) Since a is Pareto optimal, ψa ∈ ext(V), implying that {ψa} ∩ co(X \ {ψa}) = ∅. Hence,
by the separating hyperplane theorem, there exists a vector v ∈ Rd such that ψ⊤

a v < x⊤v for all
x ∈ X \ {ψa}, yielding that ψ⊤

a v < ψ⊤
b v for all b ∈ A with ψb ̸= ψa. Define E as the line segment

between v and ℓ, i.e.,
E :=

{
ℓ′ ∈ Rd | ℓ′ = (1− λ)ℓ+ λv , λ ∈ [0, 1]

}
.

Now, considering that a, a∗ ∈ P(E), Condition i) implies that
ψa − ψa∗ ∈ span{Mb | b ∈ P(E)}.

We now show that for every b ∈ P(E), ψ⊤
b ℓ ≤ ψ⊤

a ℓ, from which the lemma follows directly.
If ψb = ψa, the inequality holds trivially. Suppose now that ψb ̸= ψa. By the definition of v,
ψ⊤
a v < ψ⊤

b v. Hence, since b ∈ P(E), we have that for some λ ∈ [0, 1),
(1− λ)ψ⊤

b ℓ− (1− λ)ψ⊤
a ℓ ≤ λψ⊤

a v − λψ⊤
b v ≤ 0 .

Dividing by 1− λ (note that λ < 1) gives that ψ⊤
b ℓ ≤ ψ⊤

a ℓ as required.

iii)⇒ iv) This can be seen immediately upon writing ψa − ψb = ψa − ψa∗ − (ψb − ψa∗).
iv)⇒ ii) For neighbors a and b, [ψa, ψb] is a face (in particular, an edge) of the polytope V; hence,
there exists r ∈ R and ℓ ∈ Rd such that x⊤ℓ = r for x ∈ [ψa, ψb] and y⊤ℓ > r for y ∈ V \ [ψa, ψb].
This gives, via the definition of Na,b, that for any c ∈ A, ψ⊤

c ℓ ≤ max{ψ⊤
a ℓ, ψ

⊤
b ℓ} ⇒ c ∈ Na,b,

which established the sought implication.
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C Auxiliary Results

We will use Sn⪰ in the following to denote the set of (symmetric) positive semi-definite matrices
in Rn×n, while ⪰ will refer to the Loewner order: for any F,G ∈ Sn⪰, F ⪰ G is equivalent to
F −G ∈ Sn⪰.

Lemma 6. Let n and m be two positive integers, and let V be a subspace of Rn. Then, the mapping
(X,G) 7→ X⊤G†X is convex on Rn×m × {G ∈ Sn⪰ | col(G) = V} with respect to the Loewner
order.

Proof. This is a direct consequence of Theorem 8 in [45].

Lemma 7. Let n and m be two positive integers. For F,G ∈ Sn⪰ and X ∈ Rn×m such that
col(X) ⊆ col(G), it holds that

X⊤(F +G)†X ⪯ X⊤G†X .

Proof. This is a direct consequence of Theorem 5 in [12].

Recall that for π ∈ ∆k and δ ∈ (0, 1),

Q(π) :=
∑
a∈A

π(a)MaM
⊤
a and Qδ(π) := Q((1− δ)π + δ1k/k) .

Recall also that U ∈ Rd×rk(M) is a matrix whose columns (ui)i∈[rk(M)] form an orthonormal basis
for col(M), with M being the d × (

∑
a n(a)) matrix obtained by horizontally stacking all the

observations matrices (Ma)a∈A. Now, for π ∈ ∆k and δ ∈ (0, 1), define

B(π) :=
∑
a∈A

π(a)U⊤MaM
⊤
a U = U⊤Q(π)U and Bδ(π) := B((1− δ)π + δ1k/k) . (8)

Finally, recall that given a finite index set Z and a collection of matrices {Xz | z ∈ Z}, all with the
same number of rows, we denote by span{Xz | z ∈ Z} the span of all their columns.

Lemma 8. For any π ∈ ∆k, col(Q(π)) = span
{
Ma | π(a) > 0

}
.

Proof. Let n :=
∑
a∈A na, vπ be the n-dimensional vector constructed by concatenating the vectors√

π(a)1n(a) in order, and Dπ be the n× n diagonal matrix with vπ on the diagonal. Note then that
Q(π) can be written as MD2

πM
T . Hence,

col(Q(π)) = col(MD2
πM

T ) = col(MDπ) = span
{
Ma | π(a) > 0

}
.

Lemma 9. For any π ∈ ∆k, the following conditions are equivalent.

i) span
{
Ma | π(a) > 0

}
= col(M) ;

ii) col(Q(π)) = col(M) ;

iii) B(π) is positive definite ;

iv) span
{
U⊤Ma | π(a) > 0

}
= Rrk(M) .

Proof.
i)⇔ ii) Follows directly from Lemma 8.

i)⇒ iii) For any non-zero v ∈ Rrk(M),

v⊤B(π)v = v⊤U⊤Q(π)Uv = (Uv)⊤Q(π)(Uv) =
∑
a∈A

π(a)
∥∥M⊤

a Uv
∥∥2 .
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Note that Uv ̸= 0 since U has full rank, and Uv ∈ col(M) by the definition of U . Hence, thanks to
Condition i), M⊤

a Uv ̸= 0 for some a ∈ A with π(a) > 0, yielding that
∑
a∈A π(a)

∥∥M⊤
a Uv

∥∥2 > 0.

iii)⇒ iv) Applying an analogous argument to the one used in the proof of Lemma 8, one can show
that

col(B(π)) = span
{
U⊤Ma | π(a) > 0

}
.

The required property then follows since col(B(π)) = Rrk(M) by the assumption that B(π) is
positive definite.

iv) ⇒ i) For any x ∈ Rd, Condition iv) implies that U⊤x ∈ Rrk(M) can be written as U⊤x =∑
a∈A U

⊤Mava for some collection of vectors (va)a∈A such that va ∈ Rn(a) and va = 0 whenever
π(a) = 0. Now, take x to be in col(M). Since col(Ma) ∈ col(M) and UU⊤ is the projection
matrix onto col(M), we obtain that

x = UU⊤x =
∑
a∈A

UU⊤Mava =
∑
a∈A

Mava .

This shows that col(M) ⊆ span
{
Ma | π(a) > 0

}
. The required property then readily follows as

the converse statement is trivial.

Lemma 10. Fix some π ∈ ∆k such that B(π) is positive definite. Then, U B(π)−1 U⊤ = Q(π)† .

Proof. For brevity, let Q := Q(π), B := B(π), and X := UB−1U⊤. Also, recall that B = U⊤QU .
Since U has orthonormal columns, U⊤U = Irk(M) and UU⊤ is the orthogonal projection matrix
onto col(U), which coincides with col(M). Additionally, note that the row and column spaces of Q
are the same thanks to symmetry, both of which also coincide with col(M) via Lemma 9. Hence,

UBU⊤ = UU⊤QUU⊤ = Q .

We now prove the sought identity, that X = Q†, by verifying the Moore–Penrose conditions:

QXQ = UBU⊤UB−1U⊤UBU⊤ = UBU⊤ = Q ,

XQX = UB−1U⊤UBU⊤UB−1U⊤ = UB−1U⊤ = X ,

(QX)⊤ = (UU⊤)⊤ = UU⊤ = QX ,

(XQ)⊤ = (UU⊤)⊤ = UU⊤ = XQ .

Lemma 11. For any π ∈ ∆k and δ ∈ (0, 1), it holds that col(Qδ(π)) = col(M), Bδ(π) is positive
definite, and U Bδ(π)−1 U⊤ = Qδ(π)

†.

Proof. As (1− δ)π + δ1k/k has full support, the requirements follow from Lemma 9, Lemma 10,
and the definitions of Qδ(π) and Bδ(π).

Lemma 12 (Extension of Theorem 21.1 in [33]). Define the functions f, g : ∆k → [−∞,+∞] as

f(π) := log detB(π) and g(π) := max
a∈A

tr
(
M⊤
a UB(π)−1U⊤Ma

)
.

Then, for any π∗ ∈ ∆k, the following are equivalent:

i) π∗ is a minimizer of g ;

ii) π∗ is a maximizer of f ;

iii) g(π∗) = rk(M) .
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Proof. For brevity, let r := rk(M) and ga(π) := tr
(
M⊤
a UB(π)−1U⊤Ma

)
for a ∈ A. When B(π)

is ill-conditioned, f and g map to−∞ and +∞ respectively. It can be verified via standard arguments
that f and g indeed attain their maximum and minimum respectively on ∆k.

Via the definition of B (see (8)) and the fact that d(log detX) = tr(X−1dX), we have that(
∇f(π)

)
a

= tr
(
B(π)−1 U⊤MaM

⊤
a U
)

= tr
(
M⊤
a UB(π)−1U⊤Ma

)
= ga(π) .

Using the linearity of the trace, we get that∑
a∈A

π(a)
(
∇f(π)

)
a
=
∑
a∈A

π(a)ga(π) = tr
(
B(π)−1

∑
a∈A

π(a)U⊤MaM
⊤
a U
)
= tr(Ir) = r .

ii)⇒ i) By the concavity of f , the first-order optimality condition gives that for any π ∈ ∆k,

0 ≥ ⟨∇f(π∗), π − π∗⟩ =
∑
a

π(a)ga(π
∗)− r.

Taking π as a Dirac over some a ∈ A gives that ga(π∗) ≤ r; hence, g(π∗) ≤ r. However, for any
π ∈ ∆k, g(π) ≥

∑
a∈A π(a)ga(π) = r, so π∗ minimizes g and minπ∈∆k

g(π) = r.

iii)⇒ ii) If g(π∗) = r, then ga(π∗) ≤ r for every a ∈ A; hence,

⟨∇f(π∗), π − π∗⟩ =
∑
a∈A

π(a)ga(π
∗)− r ≤ 0

for all π ∈ ∆k. The concavity of f therefore implies that π∗ maximizes f .

i)⇒ iii) From the first part we know that minπ∈∆k
g(π) = r; hence, π∗, being a minimizer of g,

satisfies g(π∗) = r.

Lemma 13. For any p, q ∈ ∆k, it holds that∑
a,b∈A

q(a)q(b)(ψa − ψb)⊤Qδ(p)†(ψa − ψb) = 2
∑
a∈A

q(a)(ψa −Hq)⊤Qδ(p)†(ψa −Hq) .

Proof. Note that via the definition of H , we have that Hq =
∑
b∈A q(b)ψb. For brevity, let X :=

Qδ(p)
†. It is also noteworthy that the only relevant property of Qδ(p)† here is its symmetry. Starting

with the left-hand-side, we have that∑
a,b∈A

q(a)q(b)(ψa − ψb)⊤X(ψa − ψb) = 2
∑
a∈A

q(a)ψ⊤
a Xψa − 2

∑
a,b∈A

q(a)q(b)ψ⊤
a Xψb

= 2
∑
a∈A

q(a)ψ⊤
a Xψa − 2(Hq)⊤XHq .

where the equivalence of the two cross terms in the initial expansion follows from the symmetry of
X . Next, expanding the right-hand-side of the sought equality yields that

2
∑
a∈A

q(a)(ψa −Hq)⊤X(ψa −Hq) = 2
∑
a∈A

q(a)ψ⊤
a Xψa − 4

∑
a∈A

q(a)ψ⊤
a XHq + 2(Hq)⊤XHq

= 2
∑
a∈A

q(a)ψ⊤
a Xψa − 2(Hq)⊤XHq ,

which concludes the proof.

Lemma 14. For any p, q ∈ ∆k, it holds that∑
a∈A

q(a)(ψa −Hq)⊤Qδ(p)†(ψa −Hq) = min
r∈∆k

∑
a∈A

q(a)(ψa −Hr)⊤Qδ(p)†(ψa −Hr) .

Proof. Define F : ∆k → R such that F (r) =
∑
a∈A q(a)(ψa −Hr)⊤Qδ(p)†(ψa −Hr), which is

easily seen to be convex (Qδ(p)† is positive semi-definite). Its gradient is given by

∇F (r) = 2H⊤Qδ(p)
†Hr − 2H⊤Qδ(p)

†Hq .

This clearly vanishes when r = q; hence, via the convexity of F , it is minimized at q.
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D Proofs of Section 3

As a starting point for the analysis, the following lemma states a standard result for exponential
weights. A proof can be easily extracted, for example, from the proof of Theorem 1.5 in [26].
Lemma 15. Assuming that at every round t, ηŷt(a) ≥ −1 holds for every action a; then, for any
a∗ ∈ A∗, the sequence of predictions (qt)t defined by (4) satisfies

T∑
t=1

⟨qt − ea∗ , ŷt⟩ ≤
log k

η
+ η

T∑
t=1

⟨qt, ŷ2t ⟩ .

Lemma 1. Fix a learning policy and define pt as the law ofAt conditioned onFt−1. Let qt be as given
in (4) for some learning rate η > 0 and sequence of surrogate loss functions (ŷt)t such that ŷt ∈ Rk

is Ft−measurable and satisfies maxa∈A |ηŷt(a)| ≤ 1. Further, let a∗ ∈ argmina∈A∗
∑T
t=1 yt(a).

Then, the regret of the policy satisfies

RT ≤
log k

η
+

T∑
t=1

E
[
⟨pt − qt, yt⟩+ η⟨qt,Etŷ2t ⟩+ ⟨qt − ea∗ , yt − Etŷt⟩

]
.

Proof. Firstly, we have that

RT = E

[
T∑
t=1

yt(At)− yt(a∗)

]

= E

[
T∑
t=1

⟨pt − ea∗ , yt⟩

]

= E

[
T∑
t=1

⟨pt − qt, yt⟩+
T∑
t=1

⟨qt − ea∗ , ŷt⟩+
T∑
t=1

⟨qt − ea∗ , yt − ŷt⟩

]
,

where the second equality follows from the definition of pt, the linearity of expectation, and the tower
rule. Next, we apply Lemma 15 to the middle term (ηŷt(a) ≥ −1 holds by assumption) to get that

RT ≤
log k

η
+ E

[
T∑
t=1

⟨pt − qt, yt⟩+ η

T∑
t=1

⟨qt, ŷ2t ⟩+
T∑
t=1

⟨qt − ea∗ , yt − ŷt⟩

]

=
log k

η
+

T∑
t=1

E
[
⟨pt − qt, yt⟩+ η⟨qt,Etŷ2t ⟩+ ⟨qt − ea∗ , yt − Etŷt⟩

]
,

where the equality is another application of the linearity of expectation and the tower rule, using the
fact that qt is Ft−1 measurable as it only depends on (ŷs)

t−1
s=1.

Lemma 2. In the same setting as Lemma 1, let the predictions of the policy satisfy pt = (1− δ)p̃t +
δ1k/k for some δ ∈ (0, 1) and p̃t ∈ ∆k, and let the surrogate loss functions satisfy ŷt = gt(At, ϕt)
where gt(a, ϕ) =

(
Ik − 1kq

⊤
t

)
H⊤Q(pt)

†Maϕ. Then, assuming global observability, it holds that

RT ≤
log k

η
+ 2δT +

T∑
t=1

E
[
⟨p̃t − qt, H⊤ℓt⟩+ ηω2

∑
a,b∈A

qt(a)qt(b)(ψa − ψb)⊤Qδ(p̃t)†(ψa − ψb)
]

provided that maxa,b∈A(ψa − ψb)⊤Qδ(p̃t)†(ψa − ψb) +maxc∈A∥M⊤
c Qδ(p̃t)

†Mc∥2 ≤ 2
ηω , where

ω := sup
a,b,c∈A, p∈∆k, ℓ∈L

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ|∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥ ≤ max
a∈A,ℓ∈L

∥∥M⊤
a ℓ
∥∥ .

Proof. Fix some a∗ ∈ A∗. If ||gt(At, ϕt)||∞ ≤ η−1 holds in all rounds, Lemma 1 gives that
RT ≤ η−1log k +

∑T
t=1 EΓt, where

Γt := ⟨pt−qt, H⊤ℓt⟩+η
〈
qt,
∑
apt(a)gt(a,M

⊤
a ℓt)

2
〉
+
〈
qt−ea∗ , H⊤ℓt−

∑
apt(a)gt(a,M

⊤
a ℓt)

〉
.

(9)
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Concerning the third term in (9), we have that∑
apt(a)gt(a,M

⊤
a ℓt) =

(
Ik − 1kq

⊤
t

)
H⊤Q(pt)

†∑
apt(a)MaM

⊤
a ℓt

=
(
Ik − 1kq

⊤
t

)
H⊤Q(pt)

†Q(pt)ℓt

=
(
Ik − 1kq

⊤
t

)
H⊤UBδ(p̃t)

−1U⊤UBδ(p̃t)U
⊤ℓt

=
(
Ik − 1kq

⊤
t

)
H⊤UU⊤ℓt

=
(
Ik − 1kq

⊤
t

)
H⊤ℓt ,

where U and Bδ(·) are defined in Appendix C (see (8)), and the last equality holds since each row in(
Ik − 1kq

⊤
t

)
H⊤ is a convex combination of vectors of the form ψa − ψb with a, b ∈ A, which, via

global observability, belong to col(M), onto which UU⊤ projects. Hence, we get that〈
qt − ea∗ , H⊤ℓt −

∑
apt(a)gt(a,M

⊤
a ℓt)

〉
=
〈
qt − ea∗ , H⊤ℓt −

(
Ik − 1kq

⊤
t

)
H⊤ℓt

〉
=
〈
qt − ea∗ ,1kq⊤t H⊤ℓt

〉
= 0

using in the last equality that qt, ea∗ ∈ ∆k and all coordinates of 1kq⊤t H
⊤ℓt are identical. In what

follows, we will refer to the individual coordinates of gt(·, ·) as gt(b; ·, ·) for b ∈ A. Shifting to the
second term, fix b ∈ A and observe that∑

apt(a)gt(b; a,M
⊤
a ℓt)

2 =
∑
apt(a)

(
(ψb −Hqt)⊤Qδ(p̃t)†MaM

⊤
a ℓt
)2

=
∑
apt(a)

(
q⊤t (ψb1

⊤
k −H)⊤Qδ(p̃t)

†MaM
⊤
a ℓt
)2

≤
∑
apt(a)

∑
cqt(c)

(
(ψb − ψc)⊤Qδ(p̃t)†MaM

⊤
a ℓt
)2

≤ ω2∑
apt(a)

∑
cqt(c)

∥∥M⊤
a Qδ(p̃t)

†(ψb − ψc)
∥∥2

= ω2∑
apt(a)

∑
cqt(c)(ψb − ψc)⊤Qδ(p̃t)†MaM

⊤
a Qδ(p̃t)

†(ψb − ψc)
= ω2∑

cqt(c)(ψb − ψc)⊤Qδ(p̃t)†Qδ(p̃t)Qδ(p̃t)†(ψb − ψc)
= ω2∑

cqt(c)(ψb − ψc)⊤Qδ(p̃t)†(ψb − ψc) ,
where the first inequality is an application of Jensen’s inequality, while the second inequality follows
from the definition of ω.

As for the first term in (9), it is immediate that

⟨pt − qt, H⊤ℓt⟩ = δ⟨1k/k − qt, H⊤ℓt⟩+ (1− δ)⟨p̃t − qt, H⊤ℓt⟩ ≤ 2δ + ⟨p̃t − qt, H⊤ℓt⟩ ,
where we used the definition of pt and the assumptions that maxa,b∈A,ℓ∈L |(ψa − ψb)⊤ℓ| ≤ 2 and
δ ∈ (0, 1).

Finally, we examine the boundedness condition. Fixing a, b ∈ A, we have that

|gt(b; a,M⊤
a ℓt)| = |(ψb −Hqt)⊤Qδ(p̃t)†MaM

⊤
a ℓt|

= |q⊤t (ψb1⊤
k −H)⊤Qδ(p̃t)

†MaM
⊤
a ℓt|

≤
∑
cqt(c)|(ψb − ψc)⊤Qδ(p̃t)†MaM

⊤
a ℓt|

≤ ω
∑
cqt(c)

∥∥M⊤
a

(
Qδ(p̃t)

†)1/2(Qδ(p̃t)†)1/2(ψb − ψc)∥∥
≤ ω

∑
cqt(c)

∥∥M⊤
a

(
Qδ(p̃t)

†)1/2∥∥∥∥(Qδ(p̃t)†)1/2(ψb − ψc)∥∥
≤ ω

2

∑
cqt(c)

(∥∥M⊤
a

(
Qδ(p̃t)

†)1/2∥∥2 + ∥∥(Qδ(p̃t)†)1/2(ψb − ψc)∥∥2)
≤ ω

2

(∥∥M⊤
a Qδ(p̃t)

†Ma

∥∥+max
c∈A

(ψb − ψc)⊤Qδ(p̃t)†(ψb − ψc)
)
,

where the first and second inequalities again follow from Jensen’s inequality and the definition of ω
respectively. The required result now follows from Lemma 1.

Lemma 3. For any η > 0 and q ∈ ∆k, it holds that

Λ∗
η,q = max

ℓ∈L
min
p∈Ξη

Λη,q(p, ℓ) .
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Proof. Recall that

Λη,q(p, ℓ) :=
1

η
⟨p− q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b)E(a, b; p)

for p ∈ ∆k, and ℓ ∈ L; and that for any a, b ∈ A,

E(a, b; p) := (ψa − ψb)⊤Qδ(p)† (ψa − ψb) .

Also, recall that Ξη :=
{
p ∈ ∆k : z(p) ≤ 2/ηL

}
, where

z(p) := max
a,b∈A

E(a, b; p) + max
c∈A
∥M⊤

c Qδ(p)
†Mc∥2 ,

and that Λ∗
η,q := minp∈Ξη maxℓ∈L Λη,q(p, ℓ).

We start by showing that for a fixed pair (a, b) ∈ A2, E(a, b; p) is convex in p. Via Lemma 11 in
Appendix C, col(Qδ(p)) = col(M) for any p ∈ ∆k. Hence, the convexity of E in p follows from
Lemma 6 in Appendix C and the fact that Qδ(p) is affine in p. Moreover, for a fixed c ∈ A, the
function p 7→ ∥M⊤

c Qδ(p)
†Mc∥2 can also be easily shown to be convex by invoking once again

Lemma 6 and using that Qδ(p) is affine in p and that the spectral norm is convex and non-decreasing
in the Loewner order. Also note that both functions are continuous as the rank of Qδ(p) is constant
for any p ∈ ∆k (see Corollary 3.5 in [50]), or simply via the continuity of matrix inversion since
Qδ(p)

† = U Bδ(p)
−1 U⊤ and Bδ(p) (defined in (8)) is positive definite for any p ∈ ∆k as asserts

Lemma 11 in Appendix C. Hence, the function z is continuous and convex in p ∈ ∆k, and its
sub-level set Ξη :=

{
p ∈ ∆k : z(p) ≤ 2/ηL

}
is convex and compact.

The arguments above imply that for a fixed ℓ ∈ L, p 7→ Λη,q(p, ℓ) is continuous and convex over the
compact set Ξη. Moreover, for a fixed p ∈ ∆k, ℓ 7→ Λη,q(p, ℓ) is trivially continuous and concave
over the compact set L. Therefore, Sion’s minimax theorem [49] asserts that

min
p∈Ξη

max
ℓ∈L

Λη,q(p, ℓ) = max
ℓ∈L

min
p∈Ξη

Λη,q(p, ℓ) .

The theorem then follows from the definition of Λ∗
η,q .

E Proofs of Section 4

Lemma 4. A game is locally observable if and only if it holds for all a ∈ A∗, ℓ ∈ Rd, and
a∗ ∈ argmina′∈A ψ

⊤
a′ℓ that ψa − ψa∗ ∈ span

{
Mb | ψ⊤

b ℓ ≤ ψ⊤
a ℓ
}

.

Proof. This follows from Lemma 5 in Appendix B.

Before moving on to the proof of Theorem 1, we define an analogous set to W loc that does not
take the losses into account. Recall that global observability implies that for any pair of actions
(a, b), there exists a (not necessarily unique) weight vector v ∈ Rn such that ψa − ψb = Mv. The
following is the set of all possible action-pair-wise assignments of such weight vectors:

Wglo :=
{
ξ = (ξa,b)a,b∈A ∈ Rk

2×n | ∀a, b ∈ A, ψa − ψb = Mξa,b
}
.

Recall that
βglo := max

a,b∈A
min

v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥ .

The following lemma provides a slightly different characterization of βglo featuringWglo.
Lemma 16. It holds that

βglo = min
ξ∈Wglo

max
a,b∈A

∑
c∈A
∥ξa,b(c)∥ .

Proof. For a, b ∈ A, let v∗
a,b refer to an arbitrary member of argminv∈Rn : ψa−ψb=Mv

∑
c∈A∥v(c)∥.

Via the definition of Wglo, (v∗
a,b)a,b∈A ∈ Wglo; moreover, it holds that (v∗

a,b)a,b∈A ∈
argminξ∈Wglo

∑
c∈A∥ξa,b(c)∥ for all a, b ∈ A simultaneously. This implies that (v∗

a,b)a,b∈A ∈
argminξ∈Wglo maxa,b∈A

∑
c∈A∥ξa,b(c)∥, concluding the proof.
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The following lemma relates βglo and βloc.

Lemma 17. It holds that βglo ≤ βloc.

Proof. Recall that

βloc := max
ℓ∈L

min
λ∈Wloc

ℓ

max
a∈A∗

∑
c∈A
∥λa(c)∥ ,

where

W loc
ℓ :=

{
λ = (λa)a∈A∗ ∈ Rk

∗×n | ∃a∗ ∈ argmin
c∈A

ψ⊤
c ℓ ∀(a, b) ∈ A∗ ×A ,

ψa − ψa∗ = Mλa and λa(b) ̸= 0⇒ ψ⊤
b ℓ ≤ ψ⊤

a ℓ
}
.

Additionally, define

Wglo
ℓ :=

{
λ = (λa)a∈A∗ ∈ Rk

∗×n | ∃a∗ ∈ argmin
c∈A

ψ⊤
c ℓ ∀a ∈ A∗ , ψa − ψa∗ = Mλa

}
for ℓ ∈ L and, with some notation abuse,

Wglo
a′ :=

{
λ = (λa)a∈A∗ ∈ Rk

∗×n | ∀a ∈ A∗ , ψa − ψa′ = Mλa
}

for a′ ∈ A∗. Then,

βloc = max
ℓ∈L

min
λ∈Wloc

ℓ

max
a∈A∗

∑
c∈A
∥λa(c)∥

≥ max
ℓ∈L

min
λ∈Wglo

ℓ

max
a∈A∗

∑
c∈A
∥λa(c)∥

≥ max
b∈A∗

min
λ∈Wglo

b

max
a∈A∗

∑
c∈A
∥λa(c)∥

≥ max
b∈A∗

max
a∈A∗

min
λ∈Wglo

b

∑
c∈A
∥λa(c)∥

= max
a,b∈A∗

min
v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥ ,

where the first inequality holds sinceW loc
ℓ ⊆ Wglo

ℓ . Concerning the second inequality, as argued
in the proof of Lemma 5, it holds for any Pareto optimal action b that {ψa} ∩ co(X \ {ψa}) = ∅
(since ψb ∈ ext(V)); hence, by the separating hyperplane theorem, there exists a loss vector ℓb ∈ Rd
such that ψ⊤

b ℓb < x⊤ℓb for all x ∈ X \ {ψb}, yielding that only b and its duplicates can minimize
c 7→ ψ⊤

c ℓb over A. The inequality then follows by restricting the maximization to any selection of
loss vectors of the form (ℓb)b∈A∗ and using the fact thatWglo

ℓb
=Wglo

b .

On the other hand, we have that

βglo = max
a,b∈A

min
v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥ ;

hence, showing that the maximum on the right-hand side of the equation above is attained by a pair
a, b ∈ A∗ suffices to conclude the proof. Let a, b ∈ A be two arbitrary actions. By the definition
of A∗, there exist two probability distributions p1, p2 ∈ ∆k∗ such that ψa =

∑
h∈A∗ p1(h)ψh and

ψb =
∑
h∈A∗ p2(h)ψh. Then,

ψa − ψb =
∑
h∈A∗

p1(h)ψh −
∑
j∈A∗

p2(j)ψj =
∑

h,j∈A∗

p1(h)p2(j)(ψh − ψj) ,
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and ψa − ψb = M
∑
h,j∈A∗ p1(h)p2(j)v

∗
h,j , with v∗

h,j ∈ argminv∈Rn : ψh−ψj=Mv

∑
c∈A∥v(c)∥.

Hence,

min
v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥ ≤

∑
c∈A

∥∥∑
h,j∈A∗p1(h)p2(j)v

∗
h,j(c)

∥∥
≤

∑
h,j∈A∗

p1(h)p2(j)
∑
c∈A
∥v∗

h,j(c)∥

≤ max
h,j∈A∗

∑
c∈A
∥v∗

h,j(c)∥

= max
h,j∈A∗

min
v∈Rn : ψh−ψj=Mv

∑
c∈A
∥v(c)∥ ,

where the second inequality is an application of Jensen’s inequality. We have thus shown that

βglo = max
a,b∈A∗

min
v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥ ≤ βloc .

The proof of Theorem 1 relies on the following Proposition. (The definition of B(·) is given in (8).)

Proposition 3. Suppose that the game is locally observable. Then, for any ℓ ∈ L, q ∈ ∆k, λ ∈ W loc
ℓ ,

and ξ ∈ Wglo, it holds that

min
p∈Ξη

Λη,q(p, ℓ) ≤ 8L2β2
λ

∑
b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥
+ 2L

(
1 + β2

ξ

)
min
π∈∆k

max
c∈A

∥∥M⊤
c UB(π)−1U⊤Mc

∥∥
provided that 1/η ≥ 2L

(
1 + β2

ξ

)
min
π∈∆k

max
c∈A

∥∥M⊤
c UB(π)−1U⊤Mc

∥∥, where

βλ := max
a∈A∗

∑
b∈A∥λa(b)∥ , βξ := max

a,b∈A

∑
c∈A∥ξa,b(c)∥ , and

qλ(b) := q(b) Jb ∈ A∗,λb = 0K +
∑

a∈A∗ : λa ̸=0

q(a)
∥λa(b)∥∑
c∈A∥λa(c)∥︸ ︷︷ ︸

=: qλ
−
(b)

.

Proof. We show this by constructing a certain distribution p ∈ Ξη and bounding Λη,q(p, ℓ). Our
choice of p will take the form p = γπ + (1− γ)p̂, with γ ∈ (0, 1/2] and π, p̂ ∈ ∆k. For brevity, let
γ = 1− γ. The role of π is to ensure that γπ + γp̂ ∈ Ξη and that of p̂ is to control the magnitude of
Λη,q(γπ + γp̂, ℓ). Let a∗ ∈ argmina′∈A∗⟨ψa′ , ℓ⟩. Now,

Λη,q(γπ + γp̂, ℓ) =
γ

η
⟨π − q,H⊤ℓ⟩+ γ

η
⟨p̂− q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b)E(a, b; γπ + γp̂)

≤ 2γ

η
+
γ

η
⟨p̂− q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b)E(a, b; γπ + γp̂)

≤ 2γ

η
+
γ

η
⟨p̂− q,H⊤ℓ⟩+ 2L2

∑
a∈A

q(a)E(a, a∗; γπ + γp̂) , (10)

where the first inequality uses the assumption that maxa,b∈A,ℓ∈L |(ψa − ψb)⊤ℓ| ≤ 2, and the second
inequality follows from the definition of E , Lemma 13, and Lemma 14 (noting that E(a, a∗; p) =
(ψa −Hea∗)⊤Qδ(p)†(ψa −Hea∗)). We now proceed with the selection of p̂ with the purpose of
minimizing the second and third terms. A convenient choice is to select p̂ so as to perform better than
q against the loss vector ℓ. For that, it suffices to consider p̂ of the form

p̂ =
∑
a∈A∗

q(a)νa such that ∀a ∈ A∗ ⟨νa − ea, H⊤ℓ⟩ ≤ 0 , (11)
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where νa ∈ ∆k. That is, p̂ is a mixture (with weights proportional to q) of |A∗| distributions, each
associated with a Pareto optimal action and is chosen to outperform this action against ℓ. This choice
allows us to simultaneously eliminate the second term in (10) and bound the third term independently
of tunable parameters. The former fact is easily demonstrated:

γ

η
⟨p̂− q,H⊤ℓ⟩ = γ

η

∑
a∈A∗

q(a)⟨νa − ea, H⊤ℓ⟩ ≤ 0 . (12)

Moving over to the third term, fix λ ∈ W loc
ℓ such that ψa − ψa∗ = Mλa for all a ∈ A∗, which

exists via local observability. Then, for any a ∈ A∗ and any p ∈ ∆k, we have that

E(a, a∗; p) = (ψa − ψa∗)⊤Qδ(p)† (ψa − ψa∗)

=
∥∥(Qδ(p)†)1/2(ψa − ψa∗)∥∥2

=
∥∥(Qδ(p)†)1/2Mλa

∥∥2
=
∥∥∑

c∈A
(
Qδ(p)

†)1/2Mcλa(c)
∥∥2

≤
(∑

c∈A
∥∥( Qδ(p)†)1/2Mcλa(c)

∥∥)2
≤
(∑

c∈A
∥∥( Qδ(p)†)1/2Mc

∥∥∥λa(c)∥)2
≤
(∑

c∈A∥λa(c)∥
)∑
c∈A
∥λa(c)∥

∥∥(Qδ(p)†)1/2Mc

∥∥2 , (13)

where the first inequality is an application of the triangle inequality, the second a consequence of the
definition of the spectral norm, and the third an application of the Cauchy-Schwarz inequality. Hence,∑

a∈A
q(a)E(a, a∗; p) =

∑
a∈A∗

q(a)E(a, a∗; p)

≤
∑
a∈A∗

q(a)
(∑

c∈A∥λa(c)∥
)∑
c∈A
∥λa(c)∥

∥∥(Qδ(p)†)1/2Mc

∥∥2 (14)

≤ max
s∈A∗

(∑
c∈A∥λs(c)∥

) ∑
a∈A∗

q(a)
∑
c∈A
∥λa(c)∥

∥∥(Qδ(p)†)1/2Mc

∥∥2
= max
s∈A∗

(∑
c∈A∥λs(c)∥

)∑
c∈A

∑
a∈A∗

q(a)∥λa(c)∥
∥∥(Qδ(p)†)1/2Mc

∥∥2
= max
s∈A∗

(∑
c∈A∥λs(c)∥

)2∑
c∈A

∑
a∈A∗

q(a)
∥λa(c)∥

maxs∈A∗
∑
b∈A∥λs(b)∥

∥∥(Qδ(p)†)1/2Mc

∥∥2
≤ max
s∈A∗

(∑
c∈A∥λs(c)∥

)2∑
c∈A

∑
a∈A∗ : λa ̸=0

q(a)
∥λa(c)∥∑
b∈A∥λa(b)∥

∥∥(Qδ(p)†)1/2Mc

∥∥2 , (15)

where the first equality holds since q is only supported on A∗. Note that the right-hand-side of (15)
now offers a natural way to choose p̂ as to respect the constraint in (11) and simultaneously simplify
the bound. Simply, let νa ∈ ∆k (as referred to in (11)) be such that νa(b) ∝ ∥λa(b)∥ for b ∈ A
if λa ̸= 0; otherwise, if λa = 0 (which is the case for a∗ and its duplicates), simply set νa = ea.
This choice satisfies the condition in (11) since the fact that λ ∈ W loc

ℓ implies that any action in the
support of νa has loss smaller than or equal to that of a. To emphasize its dependence on λ and q, we
denote this choice of p̂ by qλ. For clarity, we state its definition explicitly below: for b ∈ A, let

qλ(b) :=
∑
a∈A∗

q(a)

(
Jλa = 0, a = bK + Jλa ̸= 0K

∥λa(b)∥∑
c∈A∥λa(c)∥

)
= q(b) Jb ∈ A∗,λb = 0K +

∑
a∈A∗ : λa ̸=0

q(a)
∥λa(b)∥∑
c∈A∥λa(c)∥︸ ︷︷ ︸

=: qλ
−
(b)

.
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For convenience, we have also defined above an abridged mixture qλ
−

, which excludes actions a ∈ A∗

for which λa = 0. Now, with βλ := maxs∈A∗
∑
c∈A∥λs(c)∥, (15) implies that∑

a∈A
q(a)E(a, a∗; γπ + γqλ) ≤ β2

λ

∑
b∈A

qλ
−
(b)
∥∥(Qδ(γπ + γqλ)†

)1/2
Mb

∥∥2
= β2

λ

∑
b∈A

qλ
−
(b)
∥∥M⊤

b Qδ(γπ + γqλ)†Mb

∥∥
≤ β2

λ

(1− δ)(1− γ)
∑
b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥
≤ 4β2

λ

∑
b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥ ,
where the penultimate step is an application of Lemma 7 using the definition of Qδ and the fact that
col(Mb) ⊆ col(Q(qλ)) whenever qλ(b) > 0 (see Lemma 8), and the last step uses that δ, γ ≤ 1/2.
Hence, combined with (10) and (12), this entails that

Λη,q(γπ + γqλ, ℓ) ≤ 2γ

η
+ 8L2β2

λ

∑
b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥ . (16)

The smallest admissible value for γ depends on the choice of π, which should be chosen so as
to ensure that (γπ + γqλ) ∈ Ξη; that is, z(γπ + γqλ) ≤ 2/ηL. Now, fix ξ ∈ Wglo and define
βξ := maxa,b∈A

∑
c∈A∥ξa,b(c)∥. Analogously to (13), we have that for any a, b ∈ A,

E(a, b; γπ + γqλ) ≤
(∑

c∈A∥ξa,b(c)∥
)∑

c∈A∥ξa,b(c)∥
∥∥(Qδ(γπ + γqλ)†

)1/2
Mc

∥∥2
≤
(∑

c∈A∥ξa,b(c)∥
)2

max
c∈A

∥∥(Qδ(γπ + γqλ)†
)1/2

Mc

∥∥2
≤ β2

ξ max
c∈A

∥∥(Qδ(γπ + γqλ)†
)1/2

Mc

∥∥2 . (17)

Then, enforcing that col(Q(π)) = col(M), we get that

z(γπ + γqλ) = max
a,b∈A

E(a, b; γπ + γqλ) + max
c∈A

∥∥(Qδ(γπ + γqλ)†
)1/2

Mc

∥∥2
≤
(
1 + β2

ξ

)
max
c∈A

∥∥(Qδ(γπ + γqλ)†
)1/2

Mc

∥∥2
≤ 1

(1− δ)γ
(
1 + β2

ξ

)
max
c∈A

∥∥(Q(π)†
)1/2

Mc

∥∥2
≤ 2

γ

(
1 + β2

ξ

)
max
c∈A

∥∥(Q(π)†
)1/2

Mc

∥∥2
=

2

γ

(
1 + β2

ξ

)
max
c∈A

∥∥(UB(π)−1U⊤)1/2Mc

∥∥2 , (18)

where the second inequality follows from Lemma 7 as col(Mb) ⊆ col(Q(π)) by the assumption on
π, the third inequality holds since δ ≤ 1/2, and the last equality also follows from the assumption on
π (see Lemmas 9 and 10). At this junction, we pick

π ∈ argmin
π′∈∆k

max
c∈A

∥∥(UB(π′)−1U⊤)1/2Mc

∥∥2 ,
which satisfies that col(Q(π)) = col(M) as this is equivalent to B(π) being non-singular, see
Lemma 9. With this choice of π, equating the right-hand side of (18) to 2/ηL dictates setting

γ = ηL
(
1 + β2

ξ

)
min
π′∈∆k

max
c∈A

∥∥(UB(π′)−1U⊤)1/2Mc

∥∥2 .
To ensure that this choice of γ is valid (i.e., γ ≤ 1/2), we enforce that

1/η ≥ 2L
(
1 + β2

ξ

)
min
π′∈∆k

max
c∈A

∥∥(UB(π′)−1U⊤)1/2Mc

∥∥2 .
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Plugging this value of γ back in (16) finally yields that

min
(p,r)∈Ξη

Λη,q(p, r, ℓ) ≤ 8L2β2
λ

∑
b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥
+ 2L

(
1 + β2

ξ

)
min
π′∈∆k

max
c∈A

∥∥(UB(π′)−1U⊤)1/2Mc

∥∥2 .

Theorem 1. In locally observable games, it holds that

Λ∗
η ≤ max

ℓ∈L
inf

λ∈Wloc
ℓ

8L2β2
λ min {rk(M), | supp(λ)|}+ 2L

(
1 + β2

glo

)
min {rk(M), w∗}

provided
1

η
≥ 2L

(
1 + β2

glo

)
min {rk(M), w∗} , where βglo := max

a,b∈A
min

v∈Rn : ψa−ψb=Mv

∑
c∈A
∥v(c)∥

and w∗ := min
S⊆A
|S|max

b∈A

∥∥M⊤
b U
(∑

s∈SU
⊤MsM

⊤
s U
)−1

U⊤Mb

∥∥ ≤ k .
Proof. Fix ℓ ∈ L, q ∈ ∆k, and λ ∈ W loc

ℓ . Concerning the first term in the bound of Proposition 3,
we have that∑

b∈Aq
λ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥ ≤∑b∈Aq
λ(b)

∥∥M⊤
b Q(qλ)†Mb

∥∥
≤
∑
b∈Aq

λ(b) tr
(
M⊤
b Q(qλ)†Mb

)
=
∑
b∈Aq

λ(b) tr
(
Q(qλ)†MbM

⊤
b

)
= tr

(
Q(qλ)†

∑
b∈Aq

λ(b)MbM
⊤
b

)
= tr

(
Q(qλ)†Q(qλ)

)
= rk(Q(qλ)) ≤ rk(M) ,

where the last inequality follows from Lemma 8. At the same time, whenever qλ(b) > 0, an
application of Lemma 7 gives that

∥∥M⊤
b Q(qλ)†Mb

∥∥ ≤ ∥∥M⊤
b

(
qλ(b)MbM

⊤
b

)†
Mb

∥∥ =

∥∥M⊤
b

(
MbM

⊤
b

)†
Mb

∥∥
qλ(b)

=

∥∥M†
bMb

∥∥
qλ(b)

≤ 1

qλ(b)
,

where the last inequality uses that M†
bMb is an orthogonal projector. Then,∑

b∈A

qλ
−
(b)
∥∥M⊤

b Q(qλ)†Mb

∥∥ ≤ ∑
b∈A : qλ

−
(b)>0

qλ
−
(b)

qλ(b)
≤ |{b ∈ A : qλ

−
(b) > 0}| = | supp(λ)| .

For the second term, setting π as the uniform distribution over some S ⊆ A (assuming∑
s∈SU

⊤MsM
⊤
s U is invertible) gives that

max
b∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥ = |S|max
b∈A

∥∥M⊤
b U
(∑

s∈SU
⊤MsM

⊤
s U
)−1

U⊤Mb

∥∥ .
Hence,

min
π∈∆k

max
b∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥ ≤ min
S⊆A
|S|max

b∈A

∥∥M⊤
b U
(∑

s∈SU
⊤MsM

⊤
s U
)−1

U⊤Mb

∥∥ =: w∗

Note that for any b ∈ A, the norm on the right-hand side of the inequality is bounded by 1 whenever
b ∈ S (again via an application of Lemma 7 as above). Hence, choosing S as A yields k as an upper
bound on w∗. At the same time,

min
π∈∆k

max
b∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥ ≤ min
π∈∆k

max
b∈A

tr
(
M⊤
b UB(π)−1U⊤Mb

)
.

The right-hand side is a form of the G-optimal design criterion (with matrices as elements of
the design space), for which one can show that the minimizer coincides with the maximizer of
log det

(∑
a∈A π(a)U

⊤MaM
⊤
a U
)

and attains a value of rk(M), see Lemma 12.
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Let βglo := minξ∈Wglo βξ. Combining the four bounds derived above with Proposition 3 (which
holds for any λ ∈ W loc

ℓ and ξ ∈ Wglo) and Lemma 16 gives that

min
p∈Ξη

Λη,q(p, ℓ) ≤ inf
λ∈Wloc

ℓ

8L2β2
λ min {rk(M), | supp(λ)|}+ 2L

(
1 + β2

glo

)
min{rk(M), w∗} ,

as long as 1/η ≥ 2L
(
1 + β2

glo

)
min{rk(M), w∗}. Taking the maximum over ℓ ∈ L in this bound

yields an upper bound for Λ∗
η,q via Lemma 3, which is also an upper bound for Λ∗

η as it does not
depend on q. Finally, note that the image of the map ℓ 7→ W loc

ℓ is finite asW loc
ℓ depends on ℓ only

via the ordering induced by the latter over the actions; hence, the maximum value over ℓ ∈ L of the
bound above is attainable.

E.1 Alternative exploration distributions

We revisit here the key argument in the proof of Proposition 3; that of choosing p̂ to control∑
a∈A q(a)E(a, a∗; p̂) while keeping ⟨p̂ − q,H⊤ℓ⟩ non-positive, having fixed ℓ ∈ L and a∗ ∈

argmina∈A ψ
⊤
a ℓ. As argued in that proof, for any choice of λ ∈ W loc

ℓ (such that ψa −ψa∗ = Mλa
for all a ∈ A), choosing p̂ =

∑
a∈A∗ q(a)νa with νa supported on supp(λ, a) suffices to ensure that

⟨p̂− q,H⊤ℓ⟩ ≤ 0. On the other hand, establishing an upper bound on E(a, a∗; p̂) that is proportional
to
∑
c∈supp(λ,a)νa(c)

∥∥M⊤
c Qδ(p̂)

†Mc

∥∥ allows using the fact that
∑
a∈A r(a)

∥∥M⊤
a Qδ(r)

†Ma

∥∥ is
at most 2 rk(M) for any r ∈ ∆k (also, at most twice the size of the support of r) to bound∑
a∈A q(a)E(a, a∗; p̂) as such (see the proof of Theorem 1 above). A slight generalization of an

argument in the proof of Proposition 3 gives that for any α ∈ R and a ∈ A∗ (with λa ̸= 0)

E(a, a∗; p̂) = (ψa − ψa∗)⊤Qδ(p̂)† (ψa − ψa∗)

=
∥∥(Qδ(p̂)†)1/2(ψa − ψa∗)∥∥2

=
∥∥(Qδ(p̂)†)1/2Mλa

∥∥2
=
∥∥∑

c∈supp(λ,a)

(
Qδ(p̂)

†)1/2Mcλa(c)
∥∥2

≤
(∑

c∈supp(λ,a)

∥∥( Qδ(p̂)†)1/2Mcλa(c)
∥∥)2

≤
(∑

c∈supp(λ,a)

∥∥( Qδ(p̂)†)1/2Mc

∥∥∥λa(c)∥)2
≤
(∑

c∈supp(λ,a)∥λa(c)∥
2−2α

)(∑
c∈supp(λ,a)∥λa(c)∥

2α
∥∥M⊤

c Qδ(p̂)
†Mc

∥∥)
=
(∑

c∈supp(λ,a)∥λa(c)∥
2−2α

)(∑
c∈supp(λ,a)∥λa(c)∥

2α
)

·
(∑

c∈supp(λ,a)

∥λa(c)∥2α∑
b∈supp(λ,a)∥λa(b)∥2α

∥∥M⊤
c Qδ(p̂)

†Mc

∥∥) ,
where the last inequality is an application of the Cauchy-Schwarz inequality. One can then set
νa(c) ∝ ∥λa(c)∥2α, where α = 1/2 corresponds to the choice of νa used in the proof of Proposition 3
and α = 0 yields νa(c) ∝ Jc ∈ supp(λ, a)K, which is essentially the analogous choice of p̂ to that
used in the analysis of Lattimore and Szepesvári [38] in finite partial monitoring. In any case, the
resulting bound is∑
a∈A

q(a)E(a, a∗; p̂) ≤
∑
a∈A

q(a)
(∑

c∈supp(λ,a)∥λa(c)∥
2−2α

)(∑
c∈supp(λ,a)∥λa(c)∥

2α
)

·
(∑

c∈Aνa(c)
∥∥M⊤

c Qδ(p̂)
†Mc

∥∥)
≤ max
a∈A∗

(∑
c∈supp(λ,a)∥λa(c)∥

2−2α
)(∑

c∈supp(λ,a)∥λa(c)∥
2α
)

·
∑
b∈A

p̂(b)
∥∥M⊤

b Qδ(p̂)
†Mb

∥∥ .
Since for any α ∈ R the Cauchy-Schwarz inequality gives that(∑

c∈supp(λ,a)∥λa(c)∥
2−2α

)(∑
c∈supp(λ,a)∥λa(c)∥

2α
)
≥
(∑

c∈supp(λ,a)∥λa(c)∥
)2
,
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choosing α = 1/2 minimizes the leading factor in the bound above. To be clear, it is not claimed here
that this choice of p̂ minimizes

∑
a∈A q(a)E(a, a∗; p̂), neither under the structural constraint that

p̂ =
∑
a∈A∗ q(a)νa with νa supported on supp(λ, a) nor the general constraint that ⟨p̂−q,H⊤ℓ⟩ ≤ 0,

neither for a fixed q nor after passing to the sup over q ∈ ∆k. It is not generally clear if such an
optimal distribution can be expressed in closed form. The aim, rather, was to show that our choice of
p̂ is fairly natural and justified in pursuit of a simple and interpretable bound (one that isolates in a
standalone leading factor the ‘cost’ of using the weights (λa)a) through our linear-bandit-inspired
analysis.

To expand on this discussion, we consider now a special case where a tighter analysis leads to a
different value of α being the most convenient. Assume that col(Mb) and col(Mc) are orthogonal for
any b ̸= c. In such a case, it holds that

E(a, a∗; p̂) = (ψa − ψa∗)⊤Qδ(p̂)† (ψa − ψa∗)

= (Mλa)
⊤
Qδ(p̂)

†(Mλa
)

=
(∑

c∈supp(λ,a)Mcλa(c)
)⊤
Qδ(p̂)

†(∑
c′∈supp(λ,a)Mc′λa(c

′)
)

=
∑
c∈supp(λ,a)

(
Mcλa(c)

)⊤
Qδ(p̂)

†(Mcλa(c)
)

≤
∑
c∈supp(λ,a)∥λa(c)∥

2
∥∥M⊤

c Qδ(p̂)
†Mc

∥∥
=
(∑

c′∈supp(λ,a)∥λa(c
′)∥2

)∑
c∈supp(λ,a)

∥λa(c)∥2∑
b∈supp(λ,a)∥λa(b)∥2

∥∥M⊤
c Qδ(p̂)

†Mc

∥∥
where the fourth equality follows from the assumed structure of the observation matrices. This
immediately suggests setting νa(c) ∝ ∥λa(c)∥2 (or picking α = 1), obtaining as result that∑

a∈A
q(a)E(a, a∗; p̂) ≤ max

a∈A∗

(∑
c∈supp(λ,a)∥λa(c)∥

2
)∑
b∈A

p̂(b)
∥∥M⊤

b Qδ(p̂)
†Mb

∥∥ ,
which features a better leading factor than what we obtained with α = 1/2 in the general case. Again,
this choice is not necessarily optimal in any precise sense, but it allows exploiting the structure of this
special case in a simple and natural manner. Devising a general choice of p̂ that can recover improved
bounds in special cases as such is a worthy direction for refining the bound of Theorem 1.

F Proofs of Section 5

The proof of Theorem 2 relies on the following proposition. (The definition of B(·) is given in (8).)
Proposition 4. In globally observable games, it holds for any ℓ ∈ L and q ∈ ∆k that

Λ∗
η ≤ 4

√
1

η
Lmin


√
(1 + β2

glo)minπ∈∆k
maxb∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥√(
1 + β2

2,glo

)
minπ∈∆k

∥∥M⊤UB(π)−1U⊤M
∥∥

provided that

1/η ≥ (1 + L2)min

(1 + β2
glo)minπ∈∆k

maxb∈A
∥∥M⊤

b UB(π)−1U⊤Mb

∥∥(
1 + β2

2,glo

)
minπ∈∆k

∥∥M⊤UB(π)−1U⊤M
∥∥

where
β2,glo := min

ξ∈Wglo
max
a,b∈A

∥ξa,b∥ = max
a,b∈A

min
v∈Rn : ψa−ψb=Mv

∥v∥ = max
a,b∈A

∥∥M †(ψa − ψb)
∥∥ .

Proof. As in the proof of Proposition 3, we choose a certain distribution p ∈ Ξη and bound Λη,q(p, ℓ).
Here, we simply set p = γπ+(1− γ)q, with γ ∈ (0, 1] and π ∈ ∆k such that col(Q(π)) = col(M).
For brevity, let γ = 1− γ. With these choices we obtain that

Λη,q(γπ + γq, ℓ) =
γ

η
⟨π − q,H⊤ℓ⟩+ γ

η
⟨q − q,H⊤ℓ⟩+ L2

∑
a,b∈A

q(a)q(b)E(a, b; γπ + γq)

≤ 2γ

η
+ L2

∑
a,b∈A

q(a)q(b)E(a, b; γπ + γq) , (19)
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where the inequality uses the assumption that maxa,b∈A,ℓ∈L |(ψa−ψb)⊤ℓ| ≤ 2. Fix some ξ ∈ Wglo,
which exists via global observability. Then, similarly to (17) in the proof of Proposition 3, for any
a, b ∈ A,

E(a, b; γπ + γq) ≤ β2
ξ max
c∈A

∥∥(Qδ(γπ + γq)†
)1/2

Mc

∥∥2
≤ 1

(1− δ)γ
β2
ξ max
c∈A

∥∥M⊤
c Q(π)†Mc

∥∥
≤ 2

γ
β2
ξ max
c∈A

∥∥M⊤
c Q(π)†Mc

∥∥ ,
where the second step follows from Lemma 7 using the assumption that col(Q(π)) = col(M), and
the last step uses that δ ≤ 1/2. Then, choosing ξ ∈ argminξ′∈Wglo βξ′ , we get via Lemma 16 that∑

a,b∈A

q(a)q(b)E(a, b; γπ + γq) ≤ 2

γ
β2
glo max

b∈A

∥∥M⊤
b Q(π)†Mb

∥∥
≤ 2

γ

(
1 + β2

glo

)
max
b∈A

∥∥M⊤
b Q(π)†Mb

∥∥ .
Alternatively, for any ξ ∈ Wglo, we also have that

E(a, b; γπ + γq) = (ψa − ψb)⊤Qδ(γπ + γq)† (ψa − ψb)

=
∥∥(Qδ(γπ + γq)†

)1/2
(ψa − ψb)

∥∥2
=
∥∥(Qδ(γπ + γq)†

)1/2
Mξa,b

∥∥2
≤ ∥ξa,b∥2

∥∥(Qδ(γπ + γq)†
)1/2

M
∥∥2

≤ 2

γ
∥ξa,b∥2

∥∥M⊤Q(π)†M
∥∥ ,

again using the assumption that col(Q(π)) = col(M). With ξ ∈ argminξ′∈Wglo maxa,b∈A∥ξ′a,b∥
we obtain that∑
a,b∈A

q(a)q(b)E(a, b; γπ + γq) ≤ 2

γ
β2
2,glo

∥∥M⊤Q(π)†M
∥∥ ≤ 2

γ

(
1 + β2

2,glo

)∥∥M⊤Q(π)†M
∥∥ ,

where

β2,glo := max
a,b∈A

∥∥M †(ψa − ψb)
∥∥ = max

a,b∈A
min

v∈Rn : ψa−ψb=Mv
∥v∥ = min

ξ∈Wglo
max
a,b∈A

∥ξa,b∥ .

The first equality follows via the minimum norm property of the Moore-Penrose inverse, and the
second is due to the structure ofWglo (see also the proof of Lemma 16 in Appendix E). Let

v1(π) := (1 + β2
glo)max

b∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥
and

v2(π) :=
(
1 + β2

2,glo

)∥∥M⊤UB(π)−1U⊤M
∥∥ .

Returning back to (19), we have shown that

Λη,q(γπ + γq, ℓ) ≤ 2γ

η
+

2

γ
L2 min{v1(π), v2(π)} .

This expression is minimized at γ =
√
ηLmin{

√
v1(π),

√
v2(π)}, yielding that

Λη,q(γπ + γq, ℓ) ≤ 4

√
1

η
Lmin{

√
v1(π),

√
v2(π)} .

For γ ≤ 1 to hold, it must hold that

1/η ≥ L2 min{v1(π), v2(π)} .
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Consider also that
z(γπ + γq) = max

a,b∈A
E(a, b; γπ + γq) + max

c∈A
∥M⊤

c Qδ(γπ + γq)†Mc∥

≤ 2

γ

(
1 + β2

glo

)
max
b∈A

∥∥M⊤
b Q(π)†Mb

∥∥ .
And that at the same time,

z(γπ + γq) = max
a,b∈A

E(a, b; γπ + γq) + max
c∈A
∥M⊤

c Qδ(γπ + γq)†Mc∥

≤ 2

γ
β2
2,glo

∥∥M⊤Q(π)†M
∥∥+ 2

γ
max
b∈A

∥∥M⊤
b Q(π)†Mb

∥∥
≤ 2

γ

(
1 + β2

2,glo

)∥∥M⊤Q(π)†M
∥∥ ,

where the second inequality holds since the columns of every Mb are also columns of M via its
definition; hence, we can construct a matrix Cb with ∥Cb∥ ≤ 1 such that M =MbCb. We have then
shown that,

z(γπ + γq) ≤ 2

γ
min{v1(π), v2(π)}

=
2
√
ηL

min{
√
v1(π),

√
v2(π)} .

Therefore, for γπ+γq ∈ Ξη to hold, it suffices that the last expression is no larger than 2/ηL; meaning
that η must also satisfy that

1/η ≥ min{v1(π), v2(π)} .
Thus, if we pick π ∈ argminπ′∈∆k

min{v1(π′), v2(π
′)},5 then enforcing that

1/η ≥ (1 + L2) min
π∈∆k

min{v1(π), v2(π)} = (1 + L2)min
{
min
π∈∆k

v1(π), min
π∈∆k

v2(π)
}

suffices to have

min
p∈Ξη

Λη,q(p, ℓ) ≤ 4

√
1

η
L min
π∈∆k

min{
√
v1(π),

√
v2(π)}

= 4

√
1

η
Lmin

{
min
π∈∆k

√
v1(π), min

π∈∆k

√
v2(π)

}
= 4

√
1

η
Lmin

{√
min
π∈∆k

v1(π),
√

min
π∈∆k

v2(π)
}
.

Since this bound does not depend on ℓ or q, it is also an upper bound for Λ∗
η,q (via Lemma 3) and

Λ∗
η .

Theorem 2. In globally observable games, it holds that

Λ∗
η ≤ 4

√
1/ηLmin

{
(1 + βglo)

√
min{rk(M), w∗},

(
1 + β2,glo

)√
u∗
}

provided that
1

η
≥ (1 + L2)min

{
(1 + β2

glo)min{rk(M), w∗},
(
1 + β2

2,glo

)
u∗
}

, where

β2,glo := max
a,b∈A

∥∥M †(ψa−ψb)
∥∥ , and u∗ := min

S⊆A
|S|
∥∥M⊤U

(∑
s∈SU

⊤MsM
⊤
s U
)−1

U⊤M
∥∥ ≤ k .

Proof. It follows from the proof of Theorem 1 that√
min
π∈∆k

max
b∈A

∥∥M⊤
b UB(π)−1U⊤Mb

∥∥ ≤√min{rk(M), w∗} .

Similarly, restricting π to be uniform over a subset of actions gives that

min
π∈∆k

∥∥M⊤UB(π)−1U⊤M
∥∥ ≤ min

S⊆A
|S|
∥∥M⊤U

(∑
s∈SU

⊤MsM
⊤
s U
)−1

U⊤M
∥∥ =: u∗ .

This is again bounded by k, which is attained with S = A. The theorem then follows from
Proposition 4.

5Note that the functions v1(π) and v2(π) do attain their minimum in π over ∆k. A minimizer π∗ of either
function must satisfy our requirement that col(Q(π∗)) = col(M) as this is equivalent to B(π) being positive
definite, see Lemma 9, which is necessary for B(π) to be non-singular.
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G Implementation

Define

Φη,q(p) := max
ℓ∈L

Λη,q(p, ℓ)

=
1

η
max
ℓ∈L
⟨p− q, H⊤ℓ⟩︸ ︷︷ ︸

=:σL(H(p−q))

+L2
∑
a,b∈A

q(a)q(b) (ψa − ψb)⊤Qδ(p)† (ψa − ψb)︸ ︷︷ ︸
=:E(a,b;p)

,

where σL is the support function of L, which we assumed to be compact. In Algorithm 1, we are
asked to solve an optimization problem of the following form at every round:

min
p∈Ξη

Φη,q(p), Ξη := {p ∈ ∆k : z(p) ≤ 2/ηL} ,

where η > 0 and q ∈ ∆k are given and z(p) := maxa,b∈A E(a, b; p) + maxc∈A ∥M⊤
c Qδ(p)

†Mc∥.
This was shown to be a convex problem in the proof of Lemma 3. Going further, we point out here
that it can in many interesting cases be represented as a semidefinite program, a well-structured and
widely-studied class of convex programs that can be solved in polynomial time via interior-point
methods [9]. In terms of semidefinite representability, the crucial components to study here are
the functions E(a, b; ·), ∥M⊤

c Qδ(·)†Mc∥, and σL(·); that the program is semidefinite representable
(SDR) would then follow via the combination rules outlined in [9, Chapters 3 and 4], which include
taking the intersection of SDR sets, taking the maximum of finitely many SDR functions, and
summing (with non-negative weights) SDR functions.

Fix some positive integer r and a d× r matrix C that satisfies col(C) ⊆ col(M), and consider the
mapping p 7→ ∥C⊤Qδ(p)

†C∥ for p ∈ ∆k. This mapping, assuming global observability, subsumes
the first two functions specified above; namely, p 7→ E(a, b; p) and p 7→ ∥M⊤

c Qδ(p)
†Mc∥ for any

a, b, c ∈ A. We show now that the mapping in question is SDR by showing that the set

Γ :=
{
(p,G, t) ∈ ∆k × Sr × R | C⊤Qδ(p)

†C ⪯ G and ∥G∥ ≤ t
}

coincides with the solution set of a number of linear matrix inequalities, where Sr is the set of
symmetric r × r matrices. This is sufficient since the epigraph of the mapping in question coincides
with the projection of Γ onto the (p, t) space. We firstly note that the semidefinite representability
∆k is immediate; it can be characterized by a set of simple linear inequalities. Consider now the
following symmetric matrix:

J(p,G) :=

[
Qδ(p) C
C⊤ G

]
.

By the properties of the (generalized) Schur complement (see, e.g., [57, Theorem 1.20]), we have that

J(p,G) ⪰ 0 ⇐⇒ Qδ(p) ⪰ 0 , col(C) ⊆ col(Qδ(p)) , and C⊤Qδ(p)
†C ⪯ G .

For any p ∈ ∆k, the first two conditions are always satisfied thanks to the structure of Qδ(p) (convex
combination of positive semidefinite matrices), the assumption that col(C) ⊆ col(M), and the fact
that col(Qδ(p)) = col(M) as asserts Lemma 11. Moreover, it holds that

∥G∥ ≤ t ⇐⇒ G ⪯ tIr and G ⪰ −tIr .

Hence, for p ∈ ∆k and G ∈ Sr,

(p,G, t) ∈ Γ ⇐⇒ J(p,G) ⪰ 0 , G ⪯ tIr , and G ⪰ −tIr ;

that is, membership in Γ can be characterized by linear matrix inequalities (recalling that Qδ(p) is
affine in p), implying it is SDR.

As for σL, consider now the common scenario when L = Bp(c) :=
{
ℓ ∈ Rd | ∥ℓ∥p ≤ c

}
for some

p ≥ 1 and c > 0; that is, L is a centered Lp ball. The support function then becomes σL(x) = c∥x∥q
with 1/p + 1/q = 1. For rational q, the Lq norm is cone quadratic representable [9, Chapter 3],
hence SDR (note that the input to σL is H(p− q), which is affine in our variable p and thus preserves
semidefinite representability). This also holds when p = 1 (q =∞) and p =∞ (q = 1).
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Another common case is when L is X ◦, the absolute polar set of X .6 Here, σL(H(p − q)) is the
optimal value of the following program:

max
ℓ∈Rd

∑
a∈A

(p(a)− q(a))ψ⊤
a ℓ s.t. |ψ⊤

a ℓ| ≤ 1 ∀a ∈ A .

Via strong duality, it is straightforward to show that

σL(H(p− q)) = min
w∈Rk : H(p−q)=Hw

∥w∥1 = min
u1,u2∈Rk

≥0
: H(p−q)=H(u1−u2)

(u1 + u2)
⊤1k .

This is the minimum value of a linear function under linear constraints, which can be easily incorpo-
rated into the full program adding u1 and u2 as auxiliary variables.

H Adaptive Learning Rate

Algorithm 2 Adaptive Anchored Exploration-by-Optimization

1: input: stability parameter δ ∈ (0, 1/2] , sub-optimality tolerance ε ≥ 0 , scale parameter L ≥ ω ,
B > 0

2: initialize: η1 = min{B−1,
√
log k}, ŷ0(a) = 0 ∀a ∈ A

3: for t = 1, . . . , T do
4: ∀a ∈ A , set qt(a) ∝ Ja ∈ A∗K exp

(
−ηt

∑t−1
s=1 ŷs(a)

)
5: choose p̃t ∈ ∆k such that maxℓ∈L Ληt,qt(p̃t, ℓ) ≤ Λ∗

ηt + ε and z(p̃t) ≤ 2
ηtL

6: set pt = (1− δ)p̃t + δ1k/k
7: execute At ∼ pt and observe ϕt =M⊤

t ℓt
8: ∀a ∈ A , set ŷt(a) = (ψa −Hqt)⊤Q(pt)

†MAtϕt

9: set Vt = max
{
0,maxℓ∈L Ληt,qt(p̃t, ℓ)

}
and ηt+1 = min

{
1
B ,
√

log k
1+

∑t
s=1 Vs

}
10: end for

Following Lattimore and Szepesvári [38], we briefly describe here an ‘adaptive’ variant of Algorithm 1
that tunes the learning rate in an online fashion, sidestepping (for the most part) the need to have
prior knowledge concerning the value of Λ∗

η . This variant is described in Algorithm 2, with the main
difference being the use of a learning rate schedule (ηt)t, where ηt is set based on the attained values
at the optimization problems of past rounds. Note that the algorithm is not completely parameter-free,
besides the stability (δ) and tolerance (ε) parameters (which can in principle be reduced at will), it
requires a sufficiently large constantB > 0 as input to guarantee that the learning rates are sufficiently
small to meet the requirements of Theorems 1 and 2. However, B can be picked conservatively as it
only affects the regret through an additive term as shown below.

Adapting our analysis along the same lines as the proof of Theorem 6 in [38], one can show
(analogously to Proposition 2) that Algorithm 2 satisfies (assuming global observability)

RT ≤ 2δT +
log k

ηT
+ E

[
T∑
t=1

ηtVt

]

≤ 2δT + 5E


√√√√(1 + T∑

t=1

Vt

)
log k

+ E
[
max
t∈[T ]

Vt

]√
log k +B log k .

Locally observable games. Via Theorem 1, there exist constants α,B′ such that Λ∗
η ≤ α given

that η ≤ 1/B′. Hence, as long as B ≥ B′, we have that Vt ≤ Λ∗
ηt + ε ≤ α+ ε. Thus,

RT ≤ 2δT + 5
√
(1 + (α+ ε)T ) log k + (α+ ε)

√
log k +B log k ,

where, assuming δ and ε are picked sufficiently small (e.g., o(T−1/2)), the dominant term is of order√
αT log k.

6Note that for X ◦ to be compact, X must span Rd.
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Globally observable games. Theorem 2 asserts that there exist constants α,B′ such that Λ∗
η ≤

α/
√
η given that η ≤ 1/B′. Hence, assuming that B ≥ max{1, B′}, we get that

Vt ≤ Λ∗
ηt + ε ≤ α/√ηt + ε ≤ α/√ηt + ε/

√
ηt .

Then, from the proof of Proposition 7 in [38] we obtain that

RT ≤ 2δT + 5

(
α+ ε

(log k)1/4
T +max{1, B2 log k}3/4

)2/3√
log k

+ α

(
α+ ε

(log k)1/4
T +max{1, B2 log k}3/4

)1/3

(log k)
1/4 + ε+B log k ,

where, assuming δ and ε are picked sufficiently small (e.g., o(T−1/3)), the dominant term is of order
(αT )2/3(log k)1/3.

As a final remark, note that ε is our error tolerance when minimizing maxℓ∈L Ληt,qt(p, ℓ) in p ∈ Ξηt ,
where the optimal value is Λ∗

ηt,qt . The properties of this optimization program are discussed in
Appendix G. On the other hand, neither algorithm undertakes the (generally) more challenging task
of computing Λ∗

ηt up to some tolerance. Still, when tuning a fixed learning rate, this task is somewhat
unavoidable if tight regret guarantees are sought, and therein lies the utility of the online learning rate
schedule described here.

I Examples - Continued

I.1 Linear bandits

Since ψa = Ma for all a ∈ A and L = X ◦, maxa∈A,ℓ∈L|M⊤
a ℓ| ≤ 1. Hence, ω <= 1 (see

its definition in Lemma 2) and L can be chosen as 1. Moreover, trivially, ψa − ψb = Ma −
Mb = M(ea − eb), which shows that the game is locally observable. Finally, it is immediate that
for any ℓ ∈ L and a∗ ∈ argmina∈A ψ

⊤
a ℓ, (ea − ea∗)a∈A∗ ∈ W loc

ℓ , and consequently, βloc :=
maxℓ∈L minλ∈Wloc

ℓ
maxa∈A∗∥λa∥1 ≤ 2. We then obtain via Theorem 1 (and Lemma 17) that

Λ∗
η ≲ d (i.e., Λ∗

η is no larger than d up to a universal constant).

I.2 Linear dueling bandits

Recall that here, the action set has the form A = [m] × [m] for some positive integer m. With
a fixed feature mapping a 7→ ψa from [m] to Rd, we have that for (a, b) ∈ A, ψa,b := ψa + ψb
and Ma,b = ψa − ψb. If L = ((ψa)a∈A)

◦, then ω ≤ 2 and L can be taken as 2. As pointed out
in [30], the Pareto optimal actions are those of the form (a, a) for a ∈ [m]. Fix ℓ ∈ L, and let
(a, b) ∈ argmin(a′,b′)∈A⟨ψa′,b′ , ℓ⟩. (Here, a and b are not necessarily distinct and, in any case,
satisfy ψa = ψb = minc∈[m]⟨ψc, ℓ⟩.) Now, for any (c, c) ∈ A, we can write

ψc,c − ψa,b = ψc + ψc − ψa − ψb =Mc,a +Mc,b .

At the same time, ⟨ψc,a−ψc,c, ℓ⟩ = ⟨ψa−ψc, ℓ⟩ ≤ 0 and ⟨ψc,b −ψc,c, ℓ⟩ = ⟨ψb−ψc, ℓ⟩ ≤ 0. This
shows that the game is locally observable (see Lemma 4) and that βloc ≤ 2 as in the linear bandit
case. Hence, it also holds here that Λ∗

η ≲ d.

I.3 Learning with graph feedback

The game here, to recall, is characterized by an undirected graph G = (A, E) and we have that
d = k, ψa = ea, and Ma ∈ Rk×|NG(a)| has the vectors (eb)b∈NG(a) as columns, where NG(a) is the
neighborhood of a in G (which need not include a). In the terminology of [1], a graph is said to be
weakly observable if ∀a ∈ A, ∃b ∈ A : a ∈ NG(b), while in a strongly observable graph, it holds
that ∀a ∈ A, either a ∈ NG(a), a ∈ NG(b) ∀b ∈ A, or both. Here, and in all the examples to follow
in this section, all actions are Pareto optimal. We consider L in this example to be B∞(1), which
coincides with ((ea)a∈[d])

◦. Note that maxa∈A,ℓ∈L∥M⊤
a ℓ∥ = maxa∈A

√
|NG(a)|, which can be as

large as
√
k, so we derive in the following a tighter bound on ω.
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Recall from Lemma 2 that

ω := sup
a,b,c∈A, p∈∆k, ℓ∈L

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ|∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥ .

Now fix a, b, c ∈ A, p ∈ ∆k, and ℓ ∈ L. Firstly, the Cauchy-Schwarz inequality gives that

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ| ≤

∥∥M⊤
a Qδ(p)

†(ψb − ψc)
∥∥
1
∥M⊤

a ℓ∥∞ .

Notice now that ∥M⊤
a ℓ∥∞ ≤ ∥ℓ∥∞ ≤ 1. By the structure of the observation matrices, Qδ(p) is a

diagonal matrix with (P (a))a∈A as the diagonal entries, where

P (a) := δ + (1− δ)
∑

b∈NG(a)

p(b) .

Hence, Qδ(p)†(ψb − ψc) = P (b)−1eb − P (c)−1ec, and consequently, M⊤
a Qδ(p)

†(ψb − ψc) has at
most two possibly non-zero entries:

α := P (b)−1Jb ∈ NG(a)K and β := −P (c)−1Jc ∈ NG(a)K .

Then, using that |α|+ |β| =
√

(|α|+ |β|)2 ≤
√
2
√
α2 + β2, we get that∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥
1
≤
√
2
∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥ ,
which implies via the arguments above that

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ| ≤

√
2
∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥ ,
and consequently, ω ≤

√
2. Alternatively, if L = [0, 1]k, the non-negativity of the losses and the

structure of M⊤
a Qδ(p)

†(ψb − ψc) described above yield that

|(ψb − ψc)⊤Qδ(p)†MaM
⊤
a ℓ| ≤ max{|α|, |β|}

=
∥∥M⊤

a Qδ(p)
†(ψb − ψc)

∥∥
∞ ≤

∥∥M⊤
a Qδ(p)

†(ψb − ψc)
∥∥ .

Hence, it simply holds in this variant that ω ≤ 1.

Next, we study the problem-dependent terms appearing in the bounds of Theorem 1 and Theorem 2
in weakly and strongly observable observable graphs respectively, leading to a bound of order α(G)
on Λ∗

η in the former and a bound of order
√
δ(G)/η in the latter.

Strongly observable graphs. Fix ℓ ∈ L, as mentioned in Section 4, we aim to find λ ∈ W loc
ℓ that

is (essentially) supported on an independent set and satisfying βλ ≤ 2. Let a∗ ∈ argmina∈A⟨ψa, ℓ⟩.
Notice here that A∗ = A and ⟨ψa, ℓ⟩ = ℓ(a). We construct such a λ by iteratively constructing two
functions g1, g2 : A \ {a∗} → A such that for all a ∈ A \ {a∗},

i) a ∈ NG(g1(a))

ii) a∗ ∈ NG(g2(a))

iii) ℓ(g1(a)) ≤ ℓ(a)
iv) ℓ(g2(a)) ≤ ℓ(a)
v) | img(g1) ∪ img(g2)| ≤ α(G) + 1 .

Fix a ∈ A \ {a∗}. Note that for λ ∈ W loc
ℓ and b ∈ A, λa(b) ∈ R|NG(b)| with each coordinate

corresponding to a neighbor of b. Since, by assumption, a ∈ NG(g1(a)), we set λa(g1(a)) = ea
where we abuse notation and use ea in this expression as the indicator vector in R|NG(b)| for the
coordinate corresponding to a. Similarly, set λa(g2(a)) = −ea∗ using that a∗ ∈ NG(g2(a)). While
for b /∈ {g1(a), g2(a)}, set λa(b) = 0. Finally, we naturally set λa∗(b) = 0 for all b ∈ A.
Using the assumed properties above, we get that indeed ψa − ψa∗ = Mλa, λ ∈ W loc

ℓ (since
ℓ(g1(a)), ℓ(g2(a)) ≤ ℓ(a)), βλ ≤ 2, and supp(λ) ≤ α(G) + 1, as desired.

The two functions can be constructed using the iterative node elimination procedure detailed in
Algorithm 3. This construction satisfies the required properties for g1 and g2 as listed above. In
particular, img(g1) is an independent set, and | img(g2) \ img(g1)| ≤ 1. The arguments laid so far
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illustrate that the game is locally observable (see Lemma 4), and, moreover, that the first addend in the
bound of Theorem 1 is of order α(G). What remains now is bounding w∗ (note that βglo ≤ 2 using
Lemma 17 and the fact that βloc ≤ 2). Let S∗ = img(g1) ∪ img(g2), which is a total dominating set
(that is, every node in the graph, including the ones in S∗, is connected to a node in S∗). Then,

w∗ := min
S⊆A
|S|max

b∈A

∥∥M⊤
b

(∑
s∈SMsM

⊤
s

)−1
Mb

∥∥
≤ |S∗|max

b∈A

∥∥M⊤
b

(∑
s∈S∗MsM

⊤
s

)−1
Mb

∥∥ ≤ |S∗|max
b∈A

∥∥M⊤
b Mb

∥∥ ≤ |S∗| ≤ α(G) + 1 ,

where we have used that
∑
s∈S∗MsM

⊤
s is a diagonal matrix where every entry on the diagonal is

lower bounded by 1 (thanks to S∗ being a total dominating set).

Algorithm 3 Constructing g1 and g2

input: undirected graph G = (A, E), ℓ ∈ Rd, a∗ ∈ argmina∈A ℓ(a)
output: g1, g2 : A \ {a∗} → A
initialize: G′ ← G
while G′ contains at least one vertex do

if VG′ = A then b← a∗ else select b ∈ argmina∈VG′ ℓ(a)

▷ VG′ denotes the set of all vertices in G′
set g1(a) = b for all a ∈ NG′(b) \ {a∗}

▷ note that b ∈ NG′(b) if b ̸= a∗, otherwise b ∈ NG(a
∗) implying it has already been eliminated

G′ ← G′[VG′ \ (NG′(b) ∪ {b})] ▷ for S ⊆ VG′ , G′[S] denotes the sub-graph induced by S
end while
if a∗ ∈ NG(a

∗) then
set g2(a) = a∗ for all a ∈ A \ a∗

else ▷ in this case, NG(a
∗) = A \ {a∗} and g1(a) = a∗ for all a ∈ A \ {a∗}

select c ∈ argmina∈A\a∗ ℓ(a)

set g2(a) = c for all a ∈ A \ a∗
end if
return g1 and g2

Weakly observable graphs. It is immediate to verify that weakly observable graphs are globally
observable with βglo ≤ 2. Moreover, w∗ is easily seen to be bounded by the total domination number
δ(G) (size of a minimal total dominating set) by following the same argument laid above in the
strongly observable case.

I.4 Full information

This is a special case of strongly observable graphs, with the graph being a clique (fully connected
graph) with self loops. For this graph, α(G) = 1; hence, the arguments laid out in the previous
example yield that Λ∗

η is simply upper bounded by a universal constant (independent of the number
of actions). In fact, since Ma is the identity matrix for all a, it is easily seen that w∗ = 1. Moreover,
the construction we described for strongly observable graphs (Algorithm 3) trivially yields, for
every ℓ ∈ L, weights λ ∈ W loc

ℓ that satisfy supp(λ) = {a∗} (with a∗ ∈ argmina∈A ψ
⊤
a ℓ) and

βλ = maxa∈A∥λa(a∗)∥ = maxa∈A∥ea − ea∗∥ =
√
2.

I.5 Bandits with ill-conditioned observers

In this game: d = k, ψa = ea, and Ma = (1 − ε)1k/k + εea for some ε ∈ (0, 1]. Moreover,
we take L = B∞(1). Since Ma ∈ ∆k for all a, we have that ∥Ma∥1 = 1. Hence, the Cauchy-
Schwarz inequality gives that maxa∈A,ℓ∈L|M⊤

a ℓ| ≤ 1, implying that ω ≤ 1. As noted in Section 4,
ea− eb = 1/ε(Ma−Mb) for any a, b ∈ A. Hence, it holds for any ℓ ∈ L and a∗ ∈ argmina∈A ψ

⊤
a ℓ

that (ea/ε − ea∗/ε)a∈A ∈ W loc
ℓ , and consequently, that βloc ≤ maxa,b∈A∥ea/ε − eb/ε∥1 = 2/ε.

Theorem 1 then gives that Λ∗
η ≲ d/ε2.
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I.6 Learning with composite graph feedback

This game is a variant of the graph feedback problem (on an undirected graph G = (A, E) with
all self-loops) where, again, d = k and ψa = ea; however, the feedback vector Ma is the a-th
row of the k × k matrix D−1A; hence M = (D−1A)⊤ = AD−1. Here, D is the degree matrix
and A is the adjacency matrix. Hence, after playing At, the learner observes the average of the
losses {ℓt(i) : i ∈ NG(At)}, which include ℓt(At). As mentioned in Section 2, this feedback is less
informative than standard graph feedback, and draws inspiration from problems studied in [55, 25]
motivated by applications in signal processing (SNETs [19]). Once again we take L = B∞(1). Note
that ∥Ma∥1 = 1; hence, maxa∈A,ℓ∈L|M⊤

a ℓ| ≤ 1, implying again that ω ≤ 1. Depending on the
structure of the graph, the game could be hopeless, globally or locally observable (or even trivial if
there is just one action).

If the graph is empty of edges except self-loops (i.e., M = Ik), we recover the standard bandit game,
which is locally observable. In fact, this is a necessary condition for locally observability. To see
this, fix ℓ ∈ L such that ℓ(a) < ℓ(b) < minc∈A\{a,b} ℓ(c). Then, eb − ea /∈ span{Ma,Mb} if a and
b are connected in the graph, which rules out local observability via Lemma 4 (note that all actions
are Pareto optimal). As for global observability, one needs that eb − ea ∈ span{Mc : c ∈ A} for all
a, b ∈ A. If we define S := span{ea − eb : for all a, b ∈ A}, global observability then translates
to S ⊆ col(M). Now, suppose that det(M) = 0. This would imply that dim(col(M)) is at most
k − 1. Then, since dim(S) = k − 1, global observability would require that dim(col(M)) = k − 1
and S = col(M). This can never hold, however, because the vector 1k is orthogonal to S , while any
column of M has a non-zero component along 1k, implying hence that col(M) ̸⊂ S. Therefore,
in order to be globally observable, the game must satisfy that det(M) ̸= 0, which is also clearly a
sufficient condition.

Assume in what follows that the game is globally observable, meaning that M has full rank. As
mentioned in Section 5, it holds here that u∗ = k. To see this, note that Lemma 9 implies in this case
that for any orthonormal basis U ,

∑
s∈SU

⊤MsM
⊤
s U is invertible only when S = A. Hence,

u∗ = k
∥∥M⊤U

(
U⊤MM⊤U

)−1
U⊤M

∥∥ = k .

As for w∗, we know from Theorem 1 that w∗ ≤ k. Moreover, recalling that (Ma)a∈A are vectors in
this example, we have that

w∗ ≥ min
π∈∆k

max
b∈A

M⊤
b UB(π)−1U⊤Mb = k ,

where the equality follows from Lemma 12 using that rk(M) = k by assumption. Hence, it holds
too that w∗ = k. Theorem 2 then yields a bound of order β2,glo

√
k/η on Λ∗

η .

We now examine the two quantities βglo and β2,glo in this problem. The assumed Invertibility of M
implies that

βglo = max
a,b∈A

∥∥M−1(ea − eb)
∥∥
1

and β2,glo = max
a,b∈A

∥∥M−1(ea − eb)
∥∥
2
.

It holds here, as it does in general, that β2,glo ≤ βglo ≤
√
kβ2,glo. Recall that M = AD−1 and

let S := D−1/2AD−1/2. Note that S is symmetric and M could be rewritten in terms of S as
M = D1/2SD−1/2. Further, M and S are similar, thus they have the same eigenvalues. For a
square matrix V , let σ(V ) denote its smallest singular value, and let {wi(V )}i=1,...,k denote its
eigenvalues. Lastly, let deg(a) denote the degree of action a, and let degmin and degmax denote,
respectively, the smallest and the largest degree of any action in the graph. Now,

β2,glo = max
a,b∈A

∥∥M−1(ea − eb)
∥∥
2
= max
a,b∈A

∥D1/2S−1D−1/2(ea − eb)∥2

≤

√
degmax

deg(a)
+

degmax

deg(b)
∥S−1∥2 ≤

√
2degmax/degmin

σ(S)

=

√
2degmax/degmin

mini=1,..,k |wi(S)|
=

√
2degmax/degmin

mini=1,...,k |wi(M)|
,

where the penultimate step follows from the symmetry of S, and the last step uses that M and S
are similar. Note also that wi(S) = 1 − wi(Lsym) where Lsym = Ik − S is the symmetrically
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normalized Laplacian of the graph G. Hence, it also holds that

β2,glo ≤
√
2degmax/degmin

mini=1,...,k |1− wi(Lsym)|
.

I.6.1 Cycle graphs

As an example, take G to be a k-nodes cycle graph (with self-loops), where k ≥ 3. For convenience,
we index actions starting from 0 instead of 1 in the following discussion; that is we take A =
{0, . . . , k − 1}. We also extend this notation to vectors and matrices indexed by the actions. For this
family of graphs, we have that

Aa,b = Jb ∈ {(a− 1) mod k, a, (a+ 1) mod k}K and M =
1

3
A .

If k mod 3 = 0, then M is singular, which is synonymous with a hopeless (i.e., not globally
observable) game in this problem as argued before. A simple non-zero vector v that belongs to
ker(M) in this case is given by

v(a) =

{
2 , if a mod 3 = 0

−1 , otherwise

for a ∈ A, see Graph (i) in Figure 1 for a schematic representation on a 9-node cycle. When
k mod 3 ∈ {1, 2}, M is invertible and the game is globally observable. In particular, for a, b ∈ A,
one can verify that

M−1
a,b =

2√
3
sin

(
2πk

3

)
cos

(
2πh(a, b)

3

)
+
√
3 sin

(
2πh(a, b)

3

)
,

where h(a, b) = (a− b) mod k. We now characterize βglo and β2,glo up to small constants, focusing
on the case when k mod 3 = 1. (The remaining case, when k mod 3 = 2, can be treated in a similar
manner.) Firstly, via the triangle’s inequality,

β2,glo = max
a,b∈A

∥∥M−1(ea − eb)
∥∥
2
≤ 2max

a∈A

∥∥M−1ea
∥∥
2
.

And similarly, βglo ≤ 2maxa∈A
∥∥M−1ea

∥∥
1
. As the entries of M−1 are determined by h(a, b), all

its columns are identical up to cyclical shifts. Hence, the bound above is attained by any action. From
the formula stated above for M−1, one can check that each of its columns contains 1 + 2(k − 1)/3
entries with value 1 and (k − 1)/3 entries with value −2, Graph (ii) in Figure 1 provides a schematic
representation of one column of M−1 on a 10-node cycle. Evaluating the L1 and L2 norms we
obtain

β2,glo ≤ 2
√
2k − 1 and βglo ≤ 2 + 8(k − 1)/3 .

On the other hand, we can obtain a lower bound by taking a and b as neighbors. In which case,
M−1(ea − eb) contains (k − 1)/3 entries with value 3, (k − 1)/3 entries with value −3, and
1 + (k − 1)/3 entries with value 0, a visual representation is provided by Graph (iii) in Figure 1.
Then, again evaluating the L1 and L2 norms gives that

β2,glo ≥
√

6(k − 1) and βglo ≥ 2(k − 1) .

This shows that βglo is Θ(k), while β2,glo is Θ(
√
k), providing thus an appreciable improvement

relative to the former in the bound of Theorem 2 (recalling that here, w∗ = u∗ = k).

I.6.2 Complete bipartite graphs

As a second example, we consider a complete balanced bipartite graph Gk/2,k/2 (with self loops),
assuming k is even. The vertices of this graph are partitioned into two subsets of of size k; L =
{1, ..., k/2} and R = {k/2 + 1, ..., k} such that for a, b ∈ A with a < b,

Aa,b = Ab,a = Ja ∈ L and b ∈ RK ,

while Aa,a = 1 for all a ∈ A. Hence, all nodes in this graph have degree k/2 + 1 and

M =
1

k/2 + 1
A =

1

k/2 + 1

(
Ik/2 Jk/2
Jk/2 Ik/2

)
.
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(i) (ii) (iii)

Figure 1: The first figure represents a (non-zero) assignment of weights on a 9-node cycle such that
the sum at any three consecutive nodes is 0, illustrating that M is singular. On a 10-node cycle, the
second figure provides a representation of M−1ea; i.e., the a-th column of M−1, where a is an
arbitrary action in A. The last figure is a representation of M−1(ea − eb) on the same graph, where
b is a neighbor of a.

where Ik/2 is the (k/2)× (k/2) identity matrix and Jk/2 is the (k/2)× (k/2) matrix with all entries
equal to 1. In a similar manner, we can write any vector x ∈ Rk in the block form

x =

(
xL
xR

)
with xL, xR ∈ Rk/2. If k = 2, then M is singular and the game is hopeless. Otherwise, when k ≥ 4,
M is full rank and its inverse is given by

M−1 =
1

k/2− 1

(
(k2/4− 1)Ik/2 − (k/2)Jk/2 Jk/2

Jk/2 (k2/4− 1)Ik/2 − (k/2)Jk/2

)
.

If two actions a and b are on the same side; i.e., a, b ∈ L or a, b ∈ R, then

M−1(ea − eb) = (k/2 + 1)(ea − eb) .

Otherwise, if a ∈ L and b ∈ R, then

M−1(ea − eb) = (k/2 + 1)

(
ea − eb +

1

k/2− 1

(−1k/2
1k/2

))
.

In either case, both
∥∥M−1(ea− eb)

∥∥
2

and
∥∥M−1(ea− eb)

∥∥
1

are Θ(k). Hence, both β2,glo and βglo
are Θ(k). Compared to the previous example, β2,glo grows faster with the number of actions, while
βglo remains of the same order.

J Lower Bounds

In this section, we provide a proof for Proposition 1. This is an extension of the lower bounds in
[29, Appendix G], with a construction that is compatible with the adversarial setting. The proof still
relies on designing hard instances in a stochastic linear partial monitoring framework. However, the
noise is added to the loss vector itself. This noisy loss vector, moreover, is designed to respect a
boundedness condition. The latter is achieved via truncation, following [16], at the cost of a factor
logarithmic in the time horizon. We also provide a tailored lower bound for the bandit game with
ill-conditioned observers that matches the upper bound we achieved.

J.1 Stochastic Linear Partial Monitoring with Parameter Noise

We will assume henceforth that, for some positive integer m, n(a) = m for all a ∈ A; this can
be taken as maxa n(a) while padding with zeros the matrices with fewer columns. Moreover, as
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mentioned in Section 2, we assume that B2(r) ⊆ L for some r > 0. Let θ ∈ Rd. We will use θ to
parameterize a stochastic linear partial monitoring problem as follows. At round t, the player select
a (possibly random) action At ∈ A and observes the signal ϕt = M⊤

At
ℓt ∈ Rm, where ℓt ∈ Rd is

given by
ℓt = θ +Xt ,

with Xt drawn i.i.d. across rounds from a Gaussian distribution N (0,Σ), where Σ ∈ Rd×d is
some covariance matrix. Extending [16] (see also [18, Theorem 9]), we describe in the following
a truncation scheme that allows adapting to the adversarial setting lower bound constructions that
employ unbounded noise. Let clip : Rd → L denote some clipping operation. Consider the following
two notions of (random) regret:

R̂T (θ) := max
a∈A

T∑
t=1

(ψAt
− ψa)⊤ℓt

R̃T (θ) := max
a∈A

T∑
t=1

(ψAt − ψa)⊤ clip(ℓt) ,

where (ℓt)t are drawn as described above and the actions (At)t are chosen via some policy (πt)t.
Moreover, define the stochastic regret RT (θ) as:

RT (θ) := max
a∈A

Eθ
T∑
t=1

(ψAt
− ψa)⊤ℓt = max

a∈A
Eθ

T∑
t=1

(ψAt
− ψa)⊤θ ,

where the expectation is taken over the aforementioned sequences (ℓt)t and (At)t. (The dependence
on (πt)t is not explicit in the notation since it will be fixed throughout.) The equality in the above
display follows from the fact that Xt is centered and independent from At.
Lemma 18. Let Θ be a finite subset of Rd with |Θ| = N , and let α∗ := maxa,b∈A∥ψa − ψb∥. Then,

R∗
T ≥

1

N

∑
θ∈Θ

RT (θ)−
√
2α∗T 3/2

N

∑
θ∈Θ

(
∥θ∥+

√
E∥X1∥2

)√
Pθ
(
clip(ℓ1) ̸= ℓ1

)
.

While if there exists someR > 0 such that maxθ∈Θ R̂T (θ) ≤ R uniformly, then

R∗
T ≥

1

N

∑
θ∈Θ

RT (θ)−
RT
N

∑
θ∈Θ

Pθ
(
clip(ℓ1) ̸= ℓ1

)
.

Proof. Firstly, note that

R∗
T ≥ supθ EθR̃T (θ) ≥

1

N

∑
θ∈Θ

EθR̃T (θ) and ER̂T (θ) ≥ RT (θ) ,

the latter holding via Jensen’s inequality. Define the event B := {∀t ∈ [T ], clip(ℓt) = ℓt}. Clearly,
R̃T (θ) = R̂T (θ) whenever B occurs. Hence,

EθR̂T (θ) = Eθ
[
JBKR̂T (θ)

]
+ Eθ

[
JBKR̂T (θ)

]
≤ EθR̃T (θ) + Eθ

[
JBKR̂T (θ)

]
.

Rather crudely, we have that

R̂T (θ) = max
a∈A

T∑
t=1

(ψAt − ψa)⊤(Xt + θ)

≤ max
a∈A

T∑
t=1

∥ψAt
− ψa∥∥Xt + θ∥

≤ max
a,b∈A

∥ψa − ψb∥
T∑
t=1

∥Xt + θ∥

≤ max
a,b∈A

∥ψa − ψb∥
(
∥θ∥T +

T∑
t=1

∥Xt∥
)
.
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And,

R̂2
T (θ) ≤ max

a,b∈A
∥ψa − ψb∥2

(
∥θ∥T +

T∑
t=1

∥Xt∥
)2

≤ 2 max
a,b∈A

∥ψa − ψb∥2
(
∥θ∥2T 2 +

( T∑
t=1

∥Xt∥
)2)

≤ 2 max
a,b∈A

∥ψa − ψb∥2
(
∥θ∥2T 2 + T

T∑
t=1

∥Xt∥2
)
.

Now, via the Cauchy-Schwarz inequality,

Eθ
[
JBKR̂T (θ)

]
≤
√
Eθ
[
JBK2

]
Eθ
[
R̂2
T (θ)

]
=

√
Eθ
[
JBK

]
Eθ
[
R̂2
T (θ)

]
=

√
Pθ
(
B
)
Eθ
[
R̂2
T (θ)

]
≤
√
2 max
a,b∈A

∥ψa − ψb∥
√
Pθ
(
B
)∥θ∥T +

√
T

√√√√ T∑
t=1

E∥Xt∥2


≤
√
2 max
a,b∈A

∥ψa − ψb∥
(
∥θ∥+

√
E∥X1∥2

)√
Pθ
(
B
)
T ,

Where we have used the fact that (Xt)t is an i.i.d. sequence. Moreover, a union bound gives that

Pθ
(
B
)
≤

T∑
t=1

Pθ
(
clip(ℓt) ̸= ℓt

)
= TPθ

(
clip(ℓ1) ̸= ℓ1

)
.

Let α∗ := maxa,b∈A∥ψa − ψb∥. We have shown that

Eθ
[
JBKR̂T (θ)

]
≤
√
2α∗(∥θ∥+√E∥X1∥2

)√
Pθ
(
clip(ℓ1) ̸= ℓ1

)
T 3/2 .

In the simpler case when maxθ∈Θ R̂T (θ) ≤ R uniformly, we can similarly show that

Eθ
[
JBKR̂T (θ)

]
≤ Pθ

(
clip(ℓ1) ̸= ℓ1

)
RT .

The theorem then follows using that

EθR̃T (θ) ≥ EθR̂T (θ)− Eθ
[
JBKR̂T (θ)

]
≥ RT (θ)− Eθ

[
JBKR̂T (θ)

]
.

In the following, we will generally use Pθ to denote the probability measure over the history of
interactionHT := (As, ϕs)

T
s=1 induced by our fixed policy (πt)t and the environment parameterized

by θ. Moreover, Pθ,a will denote the distribution over observations when action a is played. This
is stationary (does not depend on t) since (ℓt)t is an i.i.d. sequence. Let DKL(P ∥Q) denote the
KL-divergence between two measure P and Q. The following is a standard result based on the chain
rule for the KL-divergence; see, e.g., [33, Exercise 15.8].
Lemma 19. For any θ, θ′ ∈ Rd, it holds that

DKL(Pθ ∥Pθ′) =
T∑
t=1

Eθ
[
DKL(Pθ,At

∥Pθ′,At
)
]
=
∑
a∈A

Tθ(a)DKL(Pθ,At
∥Pθ′,At

) ,

where Tθ(a) := Eθ
∑T
t=1JAt = aK.

As an extra piece of helpful notation, for S ⊆ A, let Tθ(S) := Eθ
∑T
t=1JAt ∈ SK.
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J.2 Regime-based lower bounds

Besides the use of truncation and parameter noise, the constructions used in the following three lower
bounds are adapted from [29, Appendix G] and [33, Chapter 37]. Analogous constructions appear
also in earlier works on finite partial monitoring like [3, 6].
Theorem 3. Assume that B2(r) ⊆ L for some r > 0. If the game is globally but not locally
observable then R∗

T is Ω̃
(
T 2/3

)
.

Proof. By Definition 1 and Lemma 5, there exist at least three non-duplicate Pareto optimal actions,
two of which, say a and b, are neighbors and satisfy

ψa − ψb /∈ span{Mc : c ∈ Na,b} .
Hence, we can write ψa − ψb = u + v with u belonging to span{Mc : c ∈ Na,b} and v ̸= 0
belonging to its orthogonal complement. Let θ ∈ relint(Ca ∩ Cb). Then P(θ) coincides with Na,b;
in particular, there exists a game dependent ε > 0 such that any c /∈ Na,b satisfies ⟨ψc − ψa, θ⟩ ≥ ε.
Moreover, we can assume that ∥θ∥ = r/4 (Ca ∩ Cb is a cone). Let 0 < ∆ ≤ 1 be a constant to be
chosen to later, and let q := r

4∥v∥v. Now, define

θa = θ −∆q and θb = θ +∆q ,

and notice that

⟨ψa − ψb, θ −∆q⟩ = − ∆r

4∥v∥
⟨ψa − ψb, v⟩ = −

∆r∥v∥2

4∥v∥
= −∆r∥v∥

4
< 0 .

Similarly, ⟨ψb − ψa, θ +∆q⟩ = −∆r∥v∥
4 < 0. For brevity, let ∆̃ := ∆r∥v∥

4 . Note that any c ∈ Na,b
satisfies that c ∈ P(θ). Hence,

⟨ψc − ψa, θ −∆q⟩+ ⟨ψc − ψb, θ +∆q⟩ = ⟨ψc − ψb − ψc + ψa,∆q⟩ = ∆̃ .

Therefore, max
{
⟨ψc − ψa, θa⟩, ⟨ψc − ψb, θb⟩

}
≥ ∆̃/2. In particular, define

Sa := {c ∈ Na,b | ⟨ψc−ψa, θa⟩ ≥ ∆̃/2} , Sb := {c ∈ Na,b | ⟨ψc−ψa, θa⟩ < ∆̃/2} = Na,b \Sa .

Also note that min
{
⟨ψc−ψa, θa⟩, ⟨ψc−ψb, θb⟩

}
≥ 0 for any c ∈ Na,b since ψc ∈ [ψa, ψb]. Moving

over to actions c /∈ Na,b, we have that

⟨ψc − ψa, θ −∆q⟩ ≥ ε− ⟨ψc − ψa,∆q⟩ ≥ ε−∆∥ψc − ψa∥∥q∥ ≥ ε−
r∆α∗

4
,

where α∗ := maxc,d∈A∥ψc − ψd∥ > 0. Assume that ∆ ≤ 2ε
rα∗ ; thus, ⟨ψc − ψa, θa⟩ ≥ ε/2, and

similarly, ⟨ψc − ψb, θb⟩ ≥ ε/2. Moreover, since ∥v∥ ≤ α∗, we have that ∆ ≤ 2ε
r∥v∥ , implying that

∆̃ ≤ ε/2. For brevity, let N a,b = A \ Na,b. Overall, we have that θa ∈ Ca and θb ∈ Cb. In
particular,

RT (θa) = Eθa
T∑
t=1

(ψAt
− ψa)⊤θa ≥

ε

2
Tθa(N a,b) +

∆̃

2
Tθa(Sa) ,

and,

RT (θb) = Eθb
T∑
t=1

(ψAt
− ψb)⊤θb ≥

ε

2
Tθb(N a,b) +

∆̃

2
Tθb(Sb)

≥ ∆̃

2
Tθb
(
N a,b ∪ Sb

)
=

∆̃

2

(
T − Tθb(Sa)

)
=

∆̃

2

(
T − Tθa(Sa)

)
− ∆̃

2

(
Tθb(Sa)− Tθa(Sa)

)
≥ ∆̃

2

(
T − Tθa(Sa)

)
− ∆̃

2
T
√
(1/2)DKL(Pθa ∥Pθb) ,
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where the last inequality follows from [33, Exercise 14.4] and Pinsker’s inequality. Hence,

RT (θa) +RT (θb) ≥
ε

2
Tθa(N a,b) +

∆̃

2
T
(
1−

√
(1/2)DKL(Pθa ∥Pθb)

)
.

Now, let Xt ∼ N (0, σ2Id). Recall that, ℓt = θa + Xt under environment θa, and ℓt = θb + Xt

under environment θb. For any action c, it then holds that Pθa,c is N
(
M⊤
c θa, σ

2M⊤
c Mc

)
, and that

DKL(Pθa,c ∥Pθb,c) = DKL

(
N
(
M⊤
c θa, σ

2M⊤
c Mc

) ∥∥∥N (M⊤
c θb, σ

2M⊤
c Mc

))
.

Note that the first distribution is supported on M⊤
c θa + col(M⊤

c Mc) = col(M⊤
c ), which coincides

with the support of the second. Hence, the KL-divergence is finite and can be written as (using, e.g.,
Equation 3.1 by Holbrook [27]):

DKL(Pθa,c ∥Pθb,c) =
1

2σ2

(
M⊤
c θa −M⊤

c θb
)⊤(

M⊤
c Mc

)†(
M⊤
c θa −M⊤

c θb
)

=
1

2σ2
(θa − θb)⊤Mc

(
M⊤
c Mc

)†
M⊤
c (θa − θb)

=
1

2σ2
(θa − θb)⊤McM

†
c (θa − θb)

=
1

2σ2
(−2∆q)⊤McM

†
c (−2∆q)

=
2∆2

σ2
q⊤McM

†
c q =

2∆2

σ2

∥∥McM
†
c q
∥∥2 ,

where we have used that McM
†
c is the orthogonal projection onto col(Mc). This also means

that if c ∈ Na,b, then McM
†
c q = 0 by the construction of q. Otherwise, we simply have that∥∥McM

†
c q
∥∥ ≤ ∥q∥ = r/4. Hence, via Lemma 19, we have that

DKL(Pθa ∥Pθb) ≤
r2∆2

8σ2
Tθa(N a,b) =

2∆̃2

σ2∥v∥2
Tθa(N a,b) .

Which gives that

RT (θa) +RT (θb) ≥
ε

2
Tθa(N a,b) +

∆̃

2
T

(
1− ∆̃

σ∥v∥

√
Tθa(N a,b)

)
.

Now, set ∆ = 2σT−1/3/r, assuming T is large enough so that ∆ ≤ min
{
1, 2ε

rα∗

}
. Precisely,

assuming that T 1/3 ≥ σmax{2/r, α∗
/ε}. We then have that ∆̃ = σ∥v∥T−1/3/2. Now, if Tθa(N a,b) ≤

T 2/3, then,

RT (θa) +RT (θb) ≥
∆̃

2
T

(
1− ∆̃

σ∥v∥
T

1/3

)
=

∆̃

4
T =

σ∥v∥
8

T
2/3 .

Otherwise, we directly get that RT (θa) +RT (θb) ≥ ε
2T

2/3 . Hence, in total, we have that

1

2

(
RT (θa) +RT (θb)

)
≥ min

{
σ∥v∥
16

,
ε

4

}
T

2/3 .

We now prepare for an application of Lemma 18. First, notice that E∥X1∥2 = σ2d. Second, pick the
clipping operator as

clip(ℓt) := J∥ℓt∥ ≤ rKℓt + J∥ℓt∥ > rK
rℓt
∥ℓt∥

.

Then, for θ′ ∈ {θa, θb},

Pθ′
(
clip(ℓ1) ̸= ℓ1

)
= Pθ′

(
∥ℓt∥ > r

)
≤ Pθ′

(
∥θ′∥+ ∥X1∥ > r

)
≤ Pθ′

(
∥X1∥ > r/2

)
= Pθ′

(
∥X1∥2 > r2/4

)
,
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which uses that ∥θa∥ ≤ ∥θ∥+∆∥q∥ ≤ r/2, with the same holding for θb. Lemma 1 by Laurent and
Massart [39] gives that for x > 0,

P
(
∥X1∥2 > σ2d+ 2σ2

√
dx+ 2σ2x

)
≤ e−x .

Assuming σ2 ≤ r2/(8d), setting x = r2/(80σ2) gives that

P
(
∥X1∥2 > r2/4

)
≤ e−r

2/(80σ2) .

Then, Lemma 18 yields that

R∗
T ≥

1

2

∑
θ′∈{θa,θb}

RT (θ
′)−

√
2α∗T 3/2

2

∑
θ′∈{θa,θb}

(
∥θ′∥+

√
E∥X1∥2

)√
Pθ′
(
clip(ℓ1) ̸= ℓ1

)
≥ min

{
σ∥v∥
16

,
ε

4

}
T

2/3 −
√
2α∗T

3/2
(
r/2 + σ

√
d
)
e−r

2/(160σ2)

≥ min

{
σ∥v∥
16

,
ε

4

}
T

2/3 −
√
2α∗rT

3/2e−r
2/(160σ2) ,

where the last step uses that σ ≤ r/
√
8d. Now, we can pick σ = r√

240 log(T )
, which is a valid choice

when T is large enough so that σ2 ≤ r2/(8d), meaning that T ≥ ed/30. With this choice of σ we
obtain that

R∗
T ≥ min

{
r∥v∥

32
√
60 log(T )

,
ε

4

}
T

2/3 −
√
2α∗r ,

which concludes the proof.

Theorem 4. Assume that B2(r) ⊆ L for some r > 0. If the game is locally observable and there is
at least one pair of non-duplicate Pareto optimal actions, then R∗

T is Ω̃
(√
T
)
.

Proof. By the connectedness of the neighborhood graph, there must be at least two pair of neighboring
actions, which we again denote by a and b. Most of the proof proceeds almost identically to that
of Theorem 3. The main difference is that ψa − ψb ∈ span{Mc : c ∈ Na,b} by local observability.
Moreover, N a,b could be empty. Nevertheless, we can directly take

v := ψa − ψb ,
which is strictly positive, and again define q := r

4∥v∥v. Then, for some θ ∈ relint(Ca ∩ Cb), we
again choose

θa = θ −∆q and θb = θ +∆q .

Following the proof of Theorem 3 verbatim, we reach that

RT (θa) +RT (θb) ≥
ε

2
Tθa(N a,b) +

∆̃

2
T
(
1−

√
(1/2)DKL(Pθa ∥Pθb)

)
≥ ∆̃

2
T
(
1−

√
(1/2)DKL(Pθa ∥Pθb)

)
.

We choose, again, that Xt ∼ N (0, σ2Id). Now, however, we use the bound DKL(Pθa,c ∥Pθb,c) ≤
2∆̃2

σ2∥v∥2 for all actions c, even the ones in Na,b. This yields via Lemma 19 that

RT (θa) +RT (θb) ≥
∆̃

2
T

(
1− ∆̃

σ∥v∥
√
T

)
.

Taking ∆ = 2σT−1/2/r, (assuming again that T is large enough to satisfy the condition set on ∆ in
the proof of Theorem 3),7 we have that ∆̃ = σ∥v∥T−1/2/2, which implies that

RT (θa) +RT (θb) ≥
σ∥v∥
8

√
T .

7If N a,b is empty (also meaning that Tθ(N a,b) = 0), one can satisfy the conditions on ∆ in the proof of
Theorem 3 taking ε as an arbitrarily large number.
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The rest of the proof again follows that of Theorem 3, with an identical use of Lemma 18 and tuning
of σ, finally yielding that

R∗
T ≥

r∥v∥
32
√

60 log(T )

√
T −
√
2α∗r

for sufficiently large T .

Theorem 5. Assume that B2(r) ⊆ L for some r > 0. If the game is not globally observable, then
R∗
T is Ω(T ).

Proof. The game not being globally observable means that there exists a, b ∈ A such that

ψa − ψb /∈ span{Mc : c ∈ A} .
This implies that they have distinct features, which in turn implies that there are at least two non-
duplicate Pareto optimal actions (vertices). Now, if the property above holds for some pair of actions
(a, b), then it must hold for at least one pair of non-duplicate Pareto optimal actions. This is because
the features of any action can be written as a convex combination (with positive weights) of the feature
of one or more Pareto optimal actions. Hence, ψa−ψb can be written as a linear combination of feature
differences for Pareto optimal actions. This implies that we can take a and b to be (non-duplicate)
Pareto optimal actions. In fact, we can take them to be neighbors too; since the neighborhood graph is
connected, we can find a path (ai)

s
i=1 where a1 = a, as = b, and (ai, ai+1) are neighbors (endpoint

of an edge in the polytope V = co(X )). And since ψa − ψb =
∑s−1
i=1 (ψai − ψai+1), at least one pair

of neighbors must satisfy the non-observability condition above. Thus, without loss of generality, a
and b are assumed to be neighbors.

Now, define v as the component of ψa − ψb in the orthogonal complement of span{Mc : c ∈ A},
and set q := r

4∥v∥v. Neither of which is zero by assumption. With this altered choice of v (and the
corresponding one for q), we can follow the proof of Theorem 3 verbatim till we reach that

RT (θa) +RT (θb) ≥
ε

2
Tθa(N a,b) +

∆̃

2
T
(
1−

√
(1/2)DKL(Pθa ∥Pθb)

)
≥ ∆̃

2
T
(
1−

√
(1/2)DKL(Pθa ∥Pθb)

)
.

Observe now that q belongs to the orthogonal complement of col(Mc) for all c ∈ A, meaning that,
via the derivation in the proof of Theorem 3 (again with Xt ∼ N (0, σ2Id)), DKL(Pθa,c ∥Pθb,c) = 0.
Hence, DKL(Pθa ∥Pθb) = 0 via Lemma 19. Then, choosing ∆ = min

{
1, 2ε

rα∗

}
yields that8

RT (θa) +RT (θb) ≥ min
{r∥v∥

8
,
ε∥v∥
4α∗

}
T .

Next, a similar application of Lemma 18 to that in the proof of Theorem 3 gives (with a sufficiently
small σ) that

R∗
T ≥ min

{r∥v∥
16

,
ε∥v∥
8α∗

}
T −
√
2α∗rT

3/2e−r
2/(160σ2) .

Since σ does not appear in the first term (in fact, adding noise here is redundant), it can be chosen
sufficiently small so that

R∗
T ≥ min

{r∥v∥
32

,
ε∥v∥
16α∗

}
T ,

proving the theorem.

J.3 A lower bound for bandits with ill-conditioned observers

As defined in Section 2, we have in this game that d = k, ψa = ea, and Ma = (1− ε)1k/k + εea
for some ε ∈ (0, 1]. Here, we take L = B∞(1) (see Appendix I). In fact, we clip the losses in this
lower bound construction to belong to [0, 1]k. This example is adapted from [18, Section 6], where
they consider the case when ψa too is (1− ε)1k/k + εea, and prove a Ω̃(

√
kT ) lower bound in their

Theorem 9. The game we consider here is harder as asserts the following theorem.
8As remarked in the proof of Theorem 4, we can take ε to be an arbitrarily large number if N a,b is empty.
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Theorem 6. In the bandit game with ill-conditioned observers, it holds that R∗
T is Ω̃(1/ε

√
kT ).

Proof. Besides the altered definition of ψa, the proof is essentially identical to that of [18, Propo-
sition 8]. Nonetheless, we report here the full proof in our notation for completeness. Consider k
environments {θa}a∈A such that

θa :=
(1
2
+ ∆

1− ε
k

)
1k −∆ea ,

besides an auxiliary environment θ0 := (1/2)1k, where 0 < ∆ ≤ 1/4. Notice then that for any
b ∈ A \ {a},

⟨ψb − ψa, θa⟩ = ⟨eb − ea, θa⟩ = ∆ .

Hence, θa ∈ Ca, and in a similar fashion to the proof of Theorem 3, we have that

RT (θa) = Eθa
T∑
t=1

⟨ψAt − ψa, θa⟩ = ∆(T − Tθa(a))

= ∆(T − Tθ0(a))−∆(Tθa(a)− Tθ0(a))

≥ ∆(T − Tθ0(a))−∆T
√
(1/2)DKL(Pθ0 ∥Pθa) .

In this game, we will take Xt to be distributed according to N (0, σ21d1
⊤
d ), for some σ > 0. This

means that in environment θa, ℓt = θa+Zt1k, where (Zt)t is an i.i.d. sequence of random variables,
each sampled from N (0, σ2). Notice that, for all c ∈ A, Mc ∈ ∆k; hence, M⊤

c ℓt = M⊤
c θa + Zt.

So we get that

DKL(Pθ0,c ∥Pθa,c) = DKL

(
N
(
M⊤
c θ0, σ

2
) ∥∥∥N (M⊤

c θa, σ
2
))

=
1

2σ2
(θ0 − θa)⊤McM

⊤
c (θ0 − θa) .

Notice, moreover that

(θ0 − θa)⊤Mc = ∆
(
ea −

1− ε
k

1k

)⊤(1− ε
k

1k + εec

)
= ε∆Ja = cK .

Thus, DKL(Pθ0,c ∥Pθa,c) = ε2∆2

2σ2 Ja = cK Lemma 19 then implies that

RT (θa) ≥ ∆(T − Tθ0(a))−∆T

√
ε2∆2

4σ2
Tθ0(a) = ∆(T − Tθ0(a))−

ε∆2

2σ
T
√
Tθ0(a) .

Hence, via Jensen’s inequality,
1

k

∑
a∈A

RT (θa) ≥ ∆(T − T/K)− ε∆2

2σ
T
√
T/k

≥ ∆

2
T
(
1− ε∆

σ

√
T/k

)
=

σ

8ε

√
kT

where in the last step we have picked ∆ = σ
√
k

2ε
√
T

, assuming that T ≥ 4σ2k/ε2 so that ∆ ≤ 1/4. To
apply Lemma 18, we choose the clipping operator as follows (where ℓt(c) = e⊤c ℓt):

[clip(ℓt)](c) := max{min{1, ℓt(c)}, 0} .
Note that under any environment θa, 1/4 ≤ θa(c) ≤ 3/4 for all c ∈ A by the definition of θa and
the fact that 0 ≤ ∆ ≤ 1/4. Hence, since ℓt(a) = θa(c) + Zt, if clip(ℓt) ̸= ℓt, then it must be
that |Zt| > 1/4. And since Zt ∼ N (0, σ2), we have that P(|Zt| > 1/4) ≤ 2 exp(−1/(32σ2)).
Moreover, under environment θa, it holds for any pair of actions c and d that

⟨ψc − ψd, ℓt⟩ = ⟨ec − ed, θa + Zt1k⟩ = ⟨ec − ed, θa⟩ ≤ ∆,

which implies that R̂T (θa) ≤ ∆T uniformly. Therefore, we can apply the second part of Lemma 18
to obtain that

R∗
T ≥

σ

8ε

√
kT − 2∆T 2e

−1/32σ2
=
σ

ε

√
kT
(1
8
− Te−1/32σ2

)
=

ε−1

64
√

2 log(16T )

√
kT ,

where the first equality uses our choice of ∆, and to obtain the second we set σ = 1

4
√

2 log(16T )
.
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