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Abstract

Given a dataset of individuals each described by
a covariate vector, a treatment, and an observed
outcome on the treatment, the goal of the indi-
vidual treatment effect (ITE) estimation task is to
predict outcome changes resulting from a change
in treatment. A fundamental challenge is that in
the observational data, a covariate’s outcome is
observed only under one treatment, whereas we
need to infer the difference in outcomes under two
different treatments. Several existing approaches
address this issue through training with inferred
pseudo-outcomes, but their success relies on the
quality of these pseudo-outcomes. We propose
PairNet, a novel ITE estimation training strategy
that minimizes losses over pairs of examples based
on their factual observed outcomes. Theoretical
analysis for binary treatments reveals that PairNet
is a consistent estimator of ITE risk, and achieves
smaller generalization error than baseline models.
Empirical comparison with thirteen existing
methods across eight benchmarks, covering both
discrete and continuous treatments, shows that
PairNet achieves significantly lower ITE error
compared to the baselines. Also, it is model-
agnostic and easy to implement. We release the
code at the URL: https://github.com/
nlokeshiisc/pairnet_release.

1. Introduction

Many applications in medicine, finance, and retail require
the ability to predict the change in outcome resulting from
changing actions or treatments. Classical methods relied on
expensive randomized control trial experiments, but with
the increasing availability of large observational datasets, a
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recent research focus is harnessing this observational data to
train models for estimating treatment effects. For example,
aretail store might have millions of customers whose click-
through rates on advertisements have been observed under
various settings of treatments such as discounts. Using such
datasets it may be possible to train a model to estimate the ef-
fect of discounts on click-through rate. However, a challenge
is that an individual is observed only under one treatment, and
there is no direct supervision of how an individual’s outcome
could change with changing treatment. Thus, one baseline
approach (Shalit et al., 2017; Nie et al., 2021; Shalit et al.,
2016; Chauhan et al., 2023; Curth & van der Schaar, 2021;
Zhang et al., 2020; Shi et al., 2019) is to train a model to fit
outcomes separately for each treatment, and during inference
output the difference of predicted outcomes under the two
treatments. Another major line of work is to impute pseudo-
outcomes for missing treatments in the training dataset
and directly supervise outcome differences using them.
Imputation methods include meta-learners (Kiinzel et al.,
2019; Nie & Wager, 2021; Curth & van der Schaar, 2023),
matching methods (Stuart, 2010; Rosenbaum & Rubin,
1983; Iacus et al., 2012; Schwab et al., 2018; Kallus, 2020),
and generative models such as GANs (Bica et al., 2020;
Louizos et al., 2017). However, the success of such methods
depends on the quality of the inferred pseudo-outcomes.

We propose an alternative training strategy called PairNet,
that avoids committing to noisy supervision from pseudo-
outcomes and instead works only with observed factual
outcomes. Unlike all previous methods, PairNet imposes
a loss on the difference of outcomes of pairs of instances.
The pairs are chosen to be close in the covariate space while
having different treatments. We show that such paired
instance-based training more closely aligns with the ITE
estimation task than existing methods.

We theoretically analyze Pair loss for binary treatments and
bound the ITE risk. These bounds, expressed in the form of
IPM distance between the provided training distribution and
a neighborhood distribution, are shown to be tighter when
compared to the baseline factual model, which relies on
the IPM distance between treated and control distributions.
Additionally, we establish that PairNet serves as a consistent
estimator of treatment effect.

In summary, we make the following contributions:
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1. We introduce PairNet, a novel approach that only applies
factual losses to observed instance pairs in contrast to
several existing methods that infer pseudo-outcomes.
PairNet is model-agnostic and applies to both discrete and
continuous treatments.

2. We theoretically show that the ITE risk can be upper
bounded by Pair loss and the distributional distance of
near neighbours with contrasting treatments. We further
show that PairNet is a consistent estimator of ITE under
commonly used strict overlap assumption and offers tighter
generalization bounds that factual loss.

3. We compare PairNet with eleven prior methods on three
benchmarks for binary treatments and two prior methods
on five benchmarks for continuous treatments. We observe
that PairNet provides significant gains. We conduct several
experiments to explain the superior performance of PairNet
and analyze its sensitivity.

2. Problem Statement

We follow the Neyman-Rubin potential outcomes frame-
work (Rubin, 2005) where an individual with observed
covariates x € X', when subjected to a treatment ¢ € T, ex-
hibits an outcome Y (¢) € R. The space of treatments 7 could
be binary (7 = {0,1}) or continuous (7 = [0,1]). We are
given an observational dataset D = {(x;,;,y;):4 € 1...N}
where (x,t) are samples drawn from a joint distribution
P(X,T) such that X ) T', and y; is the observed outcome.
We denote the covariate distribution P(X =x) as p(x), and
the conditional distribution P(X =x|T =t) as p;(x). The
marginal treatment distribution is P(T' =t) = u;. Let the
expected outcome when a covariate x is given a treatment
t be denoted as p1*(x,t) =E[(Y (¢)|x)]. Our goal is to learn
a model 7(x,t,t") that estimates the change in outcome
TH(x, ") = p*(x,t) — p* (x,t") when a test (x,t) ~ P(X,T')
is given a new treatment ¢’ that is sampled arbitrarily. Solving
this problem requires us to minimize the following ITE risk:

Epx, 1), 27 I(T" (X, 1T =#(X,T,1"))|l2] (1)

Assumptions. Like in prior work we make the following
assumptions for identifying ITE from an observational
dataset: Al Overlap of treatment: Every individual has
a non-zero probability of being assigned any treatment,
i.e., P(t|x) € (0,1);Vx € X,t € T. A2 Consistency: The
observed outcome is the same as the potential outcome, i.e.,
when an individual is given a treatment ¢, we observe Y (¢).
A3 Unconfoundedness: The observed covariates X block all
backdoor paths between the treatments 7" and outcomes Y.

Challenges. The fundamental challenge in estimating 7 from
the observational dataset is that for a given x, we observe
its outcome under only one treatment sampled according
to P(t|x) = m(x). Thus, we cannot directly supervise

7(x,t,t") using D. A common practice is to estimate /i(x,t)
instead by minimizing the following factual loss:

N
ji=argmin " (yi—p(x.t)? @
H i=1
and then estimate the treatment effect as
T(xt,t") = fu(x,t) — fu(x,t") 3)

We call this the Factual model. The main limitation of the
factual loss-based training is that the loss is independent for
each treatment whereas, for ITE risk, we wish to minimize
error in the difference in outcomes of two treatments ¢,t’.
The gap between factual risk and ITE risk gets even worse
because of confounding (T" L X) causing p:(x) # py (x)
in general. For example, for binary treatment, the [i(x,1)
trained on examples sampled from p;(x), may perform
poorly when during inference it is deployed for treatment
effect estimation on x ~ po(X).

3. Related Work

We categorize the extensive literature on ITE estimation
based on whether they train with pseudo-outcomes, or not.

3.1. Training with pseudo-outcomes

A common strategy to address the ITE task is to estimate the
pseudo-outcomes for missing treatments and then use them to
minimize the ITE risk in Eq. 1. These methods differ primar-
ily in the method in which the pseudo-outcomes are inferred.

Meta Learners. One class of approaches directly models the
treatment effect 7 under the assumption that the treatment
effect function 7 is simpler than the individual potential
outcome functions p; (Gao & Han, 2020; Curth & van der
Schaar, 2021). A popular strategy is using two-stage
meta-learning. First, train a Factual model /i(x,t) to estimate
outcome using D as shown in Eq 2, and then train the
ITE model 7(x,t,t") using pseudo ITE y;(¢;) — fi(x;,t).
X-Learner (Kiinzel et al., 2019) is one of the earliest such
meta-learners. DR-Learner (Kennedy, 2020) is similar but
adds a propensity score model in the first stage to synthesize
doubly robust ITE labels 7. R-Learner(Nie & Wager, 2021)
employs Robinson’s error decomposition to directly model 7.

Matching Methods. Matching methods (Stuart, 2010;
Rosenbaum & Rubin, 1983; Iacus et al., 2012; Schwab et al.,
2018; Kallus, 2020) impose losses on missing treatments
by borrowing outcomes from near neighbors in the dataset.
They use techniques like propensity scores, exact matching,
stratification, covariate distance metrics, etc., to form neigh-
bors across treatment groups. However, if the distance metric
connecting neighbors is flawed, the inferred outcomes can
be wrong leading to faulty supervision. While PairNet also
creates neighbors, it imposes losses solely using the observed
outcomes in the dataset, and thus the accuracy of PairNet
is unaffected by the correctness of any pseudo outcomes.
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Generative methods. GANITE (Yoon et al., 2018) uses
GANSs to synthesize pseudo-outcomes and uses them to
learn 7. SciGAN (Bica et al., 2020) extends GANITE (Yoon
et al., 2018) for continuous treatments. Gaussian Processes
are employed in (Alaa & Van Der Schaar, 2017; Alaa &
van der Schaar, 2017; Zhang et al., 2020) and Variational
Autoencoders (VAEs) are explored in (Louizos et al., 2017;
Rissanen & Marttinen, 2021; Lu et al., 2020).

3.2. Training without Pseudo-outcomes

These methods address the treatment confounding challenge
by learning shared representations with regularizers to cor-
rect the effect of confounding. A popular method is TARNet
(Shalit et al., 2016) which uses a shared representation layer
and defines separate prediction heads for each treatment
group. CFRNet (Shalit et al., 2017) additionally applies IPM
regularizers to balance representations. Yao et al. (2018)
encourages representation similarity based on propensity
scores. FlexTENet (Curth & van der Schaar, 2021) intro-
duces further sharing of parameters across treatment-specific
layers. DragonNet (Shi et al., 2019) introduces Targeted
Regularizers for CATE estimation. Weighting methods:
Certain methods account for confounding by imposing
weighted factual losses (Hassanpour & Greiner, 2019a;b;
Jung et al., 2020; Ozery-Flato et al., 2018; Shi et al., 2019).
DragonNet (Shi et al., 2019) is a doubly robust method that
implements the Augmented Inverse Probability Weighted
estimator. But these methods depend on propensity scores
which are often not well-calibrated.

Continuous Treatments Effects. DRNet (Schwab et al.,
2020) first handled continuous treatments using a TARNet-
like architecture with binned treatments. VCNet uses spline
basis expansion for ¢, with regularizers as either Targeted(Nie
etal., 2021) or the Hilbert Schmidt Independence Criterion
(HSIC) (Bellot et al., 2022). GIKS (Nagalapatti et al.,
2024) uses data augmentation to break the confounding
in the training dataset. Zhang et al. (2022) proposes a
transformer-based model designed specifically for text data.

4. The Pair Loss

Unlike existing approaches, that attempt to impute outcomes
of missing treatment ¢’, PairNet minimizes the difference
in observed outcomes of two individuals. The pairs are
chosen to be close in the covariate space and are observed
under different treatments. Specifically, they are created
as follows: For each instance (x;,t;,v;) € D, sample an
alternative treatment ¢, find instance subsets from D to
form neighbor set Nbr(x;,t") = {(x;,t;)} such that t; ~ ¢’
and distance d(x;,x;) = ||¢)(x;) —¥(x;)|| is small. Here,
1 denotes any embedding function that can be used to
compute distances. This sampling procedure induces a
distribution over the neighbours (x’,t’) for observed (x,t)
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(a) Ground truth vs. predicted ji(b) Correlation of Factual & Pair
functions loss with the ITE risk

Figure 1: Motivating Experiment: Panel (a) presents observational
data and predicted i functions, with pairs selected by PairNet
indicated by black lines. In Panel (b), we visualize two empirical
losses alongside the corresponding ITE risk. We observed a
correlation of 0.32 between factual loss and ITE risk, while PairNet
achieved a substantially stronger correlation of 0.82. Remarkably,
the correlation dropped to 0.45 when Pair loss lacked the residual
alignment term, highlighting its importance.

which we denote as g, (x',t'|x) oc e 4**") p,, (x'). PairNet
models potential outcomes as fi(x,t) = p(o(x),t), similar to
representation learning methods where ¢ is a representation
extraction function shared across treatments, and p is the
treatment-specific outcome prediction function. It imposes
aloss on a pair of instances as follows:

fu(x,t) =argminy > > ((yi—vi)

Ho® =147t ()£ ) ENbr(x: ') “
—(p(d(x0) i) — m(e(x5) 7))
We illustrate the working of the Pair loss in Figure 1a where
we assume univariate covariates x € R (shown in black).
Suppose we consider the fourth example (i = 4) that has
1="T in its neighborhood. The loss for this pair is computed
as ((ya—y7)— (fi(r4,0) — fi(x7,1)))?. The pseudo-code for
forming pairs and PairNet training is shown in Algorithm 1.
We defer the explanation of the algorithm to Appendix A.
We infer the treatment effect similar to the Factual model
using Equation 3. However, one crucial difference lies in
the method of training ji. Our loss aligns with the ITE risk
defined in Eq. 1, where the only mismatch is that we impose
the loss on two different covariates x,x’ during training.
Whereas, during inference, we invoke it on the same x. We
get further insights by expanding the Pair loss:
Pair Loss(i,i") =y —i(xi.t:)) 2+ (g, — ()2 (5)

Factual Loss(4/)

Factual Loss (%)
—2(yi — fi(xt:)) (y; — (x5 17))
Residual Alignment(z,3")

We see that the Pair loss is decomposed into a sum of two
factual losses, one on the observed samples and the other on
their matched pairs, and the last term acts on error residuals.
The last term promotes a positive correlation among error
residuals for near covariates which is a necessary inductive
bias for ITE estimation. We will analyze the role of this term
more formally in Section 5.
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Algorithm 1 PairNet Algorithm

Require: Data D: {(xi, t;, y;)}. distance threshold dpar,
number of pairs num,-, Epochs E, 1 for forming pairs

1: Let ¢« rep. network and {1 } < prediction heads
2: Dimn,Dya <= SPLIT(D,pc=0.3, stratify=T")
3: Dya < CREATEPAIRDS(Dya1, D, Opair,nUM ,/ ,2))
4: fore € [E]do
5: D¢, < CREATEPAIRDS(Din, Dim ,Opair,nUM,/,2))
6:  foreach batch {(x,t,y,x',t',y’")} C D%, do
7: 2,2 ¢(x),0(x)
8: ny'FHt(Z)vut/ (Zl)
9: IOSS<—E((y—y’)7(Q—yA’)
10: @,{pt} < GRADDESC(loss)
11:  endfor
12:  Break if EARLYSTOPPING(Dyar,¢b,{ 1 })
13: end for

14: Return ¢,{/u}

function CREATEPAIRDS(D’, D, 6pair, num, 1))
N | DI, Dpair < {}
for (x;,t},y;) € D' do
d;[j] +distance d(v(x;),%(
d; [j] — o0 ift; =t;
Gt (x5]x;) < softmax (—d;)
Nbrs; <~ SAMPLE(gy, ,num,/ )
Dipair 4= Dpaie U{ (2,7,95,25,t,y) }VJ € Nbrs;
end for
Return Dy, after dropping largest &pair distances.

x;)) Vj €[N]

PYREIIUNERN T

—

A simple illustration to show alignment of Pair loss with
ITE. We present a simple study to illustrate that Pair loss
is better aligned with ITE risk than Factual loss. Consider
binary treatments. Let p*(x,0) ~ GP(0,K,) be a smooth
function sampled from a Gaussian process with an RBF
kernel of width . Next, to capture a common inductive
bias (Curth & van der Schaar, 2021; Kiinzel et al., 2019)
that the ITE function 7* is simpler than each of the outcome
functions, we model 7*(x) ~ G P(0,K,,) where 1 <+y. This
defines p1*(x,1) = p1*(x,0) +7*(x). We create observation

data D by sampling ng instances from N (u,1) with ¢ =0,

and n; instances from A (u + s,1) with ¢ = 1. The value
s enables us to introduce confounding between the ¢ and
x values. Figure la shows an example. We then sample
functions from GP(0, /) and GP(0, KC,/) to serve as
fi(x,0) and 7(x) respectively. For each sampled function,
we measure the actual ITE risk (Eq 1), the Factual loss using
D, and Pair loss using D. Figure 1b shows that Pair loss has
a significantly higher agreement with the true ITE risk than
the Factual loss. Thus, even without getting into specific
network architectures and estimation methods, we observe
that as a loss function, training with pairs is better suited for
reducing ITE estimation errors.

Remark: Our proposal, Pair loss is model-agnostic, and
hence we refer to any model that applies Pair loss to train
for ITE estimation as PairNet.

5.1ITE Risk Bounds for Binary Treatment

We theoretically bound the ITE risk with PairNet’s loss and
compare it with the Factual model on binary treatments.

Notation. Recall that covariates for a treatment ¢ are
sampled from p;(x) = p(x|t) and u; = p(T = t) denotes
treatment marginals. True outcome functions are u}(x)
and estimated functions are ji;(x) = p($(x),t). For ease
of notation, we assume that ¢(x) is identity, but in the
Appendix (Section B) we show how to extend the analysis
to ¢(x) under assumptions of (Shalit et al., 2017).

Definition 5.1. The error residual for an instance x under
atreatment ¢ is defined as ;(x) = i (x) — .} (x).

Definition 5.2. The factual errors under a treatment ¢ are:
2
= /rt (x)*pe(x)dx, ep= Zute%,
t

xX
Definition 5.3. The ITE risk is defined in terms of residuals
as:

CITE:/(Tl(x)_TO(X))Qp(X)dX

Definition 5.4. For an observed instance x,t, the induced
neighborhood distribution from which pairs x’ witht' =1—¢
are sampled is represented as ¢ (x’ |x) Marginalising over
x, we obtain ¢, (x") = [ q:(x/[x)ps(x)dx.

Definition 5.5. Paeret S Ob]CCtIVG in Eq. 4 can be written as:
= / [ 104601y ) s (o))
t x

Lemma 5.6. The difference between ITE Risk and PairNet
loss can be expressed as

EITEfﬁpm‘r:Zu(l—t)/Tt(X)2(Pt(X)*Qt(x))dx
+22Ut/

9(1 t)t( X)pi(x)dx

where go1(x) = [, (ro(x')—ro(x))q (x'[x)dx’ and
g10(x) = [ (n(x)=r1(x))q(x'[x)dx’. Here gy (x)
denotes the expected gap between residuals of x and its neigh-
bours. Please refer to Appendix section B.1 for the proof.

Definition 5.7. An Integral Probability Metric (IPM)
between two probability distributions p,q given a real-valued
family of functions G is defined as:

PM ()= sup / 9(3%) (p() — (%) )dx

Examples of IPM include Maximum Mean Discrepancy and
Wasserstein distance (Sriperumbudur et al., 2009).

Assumption 5.8 (Expected distance to neighbors is bounded).
There exists a § >0 such that [, [[x—x'||2g¢(x'|x) <4.

Theorem 5.9. We can now bound ITE Risk with PairNet
Loss as:

€ITE S 6pair+zut |:BIPMG(pt7qt) +2K(1_t)5 \/ 6;“:|
t



PairNet: Training with Observed Pairs to Estimate Treatment Effect on Individual

when we assume that the error residuals ro(x), r1(x) are
Ko, K Lipschitz respectively, and there exists a B such that
%Tt(X)Q € G, and the identifiability assumptions AI-A3

hold for P(X,T\Y).

Please refer to Appendix section B.2 for the proof.

Now, we derive conditions under which PairNet loss is a
consistent estimator of ITE risk.

Lemma 5.10 (Consistency of PairNet). Under the strict
overlap assumption, PairNet is a consistent estimator of ITE.
lim €ITE — 0

+—> 00

Please refer to Appendix section B.3 for the proof.

Thus, for large enough N;, minimising PairNet Loss drives
the ITE Risk to zero.

5.1. Comparison with bounds of existing methods

We compare bounds on PairNet’s ITE risk to those of the
factual model. Theorem 1 of (Shalit et al., 2017) provides
the bounds of the factual model as:

Theorem 5.11. The ITE risk can be bounded with Factual
loss as follows:

e <2(eh+ep+B-IPMc(p1,po))
when we assume that there exists a B such that %n (x)?€G,
and the identifiability assumptions AI-A3 hold on
P(X,TY).

Comparing the bounds of the factual loss above with PairNet
loss in Thm 5.9 we make two remarks:

Remark. First note that, the bound on ITE Risk with
Factual loss does not go to zero even for large N, as the
IPM¢ (po,p1) would be non-zero, in general, in the presence
of confounding. In contrast, the bound with PairNet loss
converges to zero under infinite samples as shown above.

Remark. Even under finite samples, the bounds of PairNet
are significantly tighter than for factual loss. Even if we
focus on the differences between the IPM terms across the
two bounds, then IPM¢ (po,p1 ) is observed to be larger than

ZtutIPMG (pt gt )

As an illustration, we consider a toy setting where the
densities pg, p1 are unit variance Gaussians with means
—1,+1 respectively. We present the p, distribution and their
induced neighbor distributions ¢; by PairNet in Figure 2.
‘We observe that PairNet demonstrates a significantly lower
MMD divergence of 0.09 compared to the factual model’s
0.74. Notably, the divergence of PairNet would decrease
further with increasing samples in the training dataset, while
the factual model’s divergence would remain the same. Even
on real datasets we observe this trend as we discuss in the
experiments section.

Distribution of Observed x; and their Nbrs x;

0.4 MMD(po, p1) = 0.74 = Polx)
MMD(p,q) =0.09 = p1(x)
03 Go(x')

q1(x')

-4 -2

2 4

0
Covariates (X =)

Figure 2: We plot the distributions p; and q;, where po is N'(—1,1)
and p1 is V' (+1,1). We observe that the factual model relying on
MMD(po,p1) shows a larger difference from the ITE risk compared
to PairNet, which depends on MMD(p,q).

6. Empirical Evaluation

‘We conduct experiments to address the following research
questions.

RQ1 Does PairNet outperform state-of-the-art methods?

RQ2 How sensitive is PairNet to the proximity of the
pairs compared to matching methods that compute
pseudo-outcomes from matched pairs?

RQ3 How aligned is the Pair loss with the ITE risk (Eq. 1)
on real datasets?

RQ4 How sensitive is PairNet to the choice of hyper-
parameters Jpqir and num.,?

RQS5 How does Pair loss perform when applied on other
T-Learners?

Performance Metric. We evaluate the Individual Treatment
Effect (ITE) risk on a dataset Dy, comprising counterfactual
pairs represented as 5-tuples (x,t,y,t',y’). The Precision in
Estimating Heterogeneous Effects (PEHE) (Johansson et al.,
2016) serves as an empirical measure of the ITE risk, defined
as: \/IDlnl S (rH(x ) =7 (x,t,t)* We quantify
(x,t,y,,y")

PEHE (in) error for training instances and PEHE (out) error
for test instances. Additionally, we employ hypothesis tests
to evaluate the statistical significance of our results. Unlike
conventional experiments that report standard deviation
across runs, each seed in our experiments corresponds to a
unique dataset, making hypothesis tests more appropriate, as
noted in (Curth et al., 2021). We perform a one-sided paired
t-test to compare PairNet performance with the baseline
methods. A p-value below 0.05 indicates statistically
significant performance improvements of PairNet over the
baselines. p-values are enclosed in brackets in our tables.

Experimental Setup We implemented PairNet in the
CATENEets library ! using JAX. For model training, all meth-
ods reserved 30% of the data for validation and implemented
early stopping based on it. PairNet early stops on pairs as
shown in Algorithm 1. We configured all hyperparameters,
network architecture, optimizer, learning rate, etc. according

"https://github.com/AliciaCurth/CATENets
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THDP ACIC Twins
PEHE in\ PEHEout| PEHE in\ PEHEout| PEHE in\ PEHE out
TLearner (Kiinzel et al., 2019) 1.12 (0.00) | 1.34(0.00) | 3.54 (0.02) | 4.29 (0.03) ] 0.32 (0.25) | 0.32 (0.01)
\/eawe@ RLearner (Nie & Wager, 2021) 3.14 (0.00) | 3.24 (0.00) | 4.01 (0.00) | 3.94 (0.00) | 0.32(0.42) | 0.32 (0.15)
Nt DRLearner (Kennedy, 2020) 1.12 (0.00) | 1.35(0.00) | 3.01 (0.11) | 3.33 (0.08) | 0.32 (0.42) | 0.32 (0.14)
XLearner (Kiinzel et al., 2019) 1.77 (0.00) | 1.91 (0.00) | 2.90 (0.11) | 3.31(0.10) | 0.32 (0.28) | 0.32 (0.01)
o5 | TARNet (Kiinzel etal., 2019) 0.74 (0.01) 0.83(0.11) | 2.56 (0.26) | 2.71 (0.29) | 0.33 (0.01) | 0.32 (0.00)
.\,62‘“\ CFRNet (Johansson et al., 2016) 0.96 (0.00) | 1.11(0.00) | 3.12 (0.06) | 3.45 (0.06) | 0.33 (0.00) | 0.33 (0.00)
2 FlexTENet (Curth & van der Schaar, 2021) | 1.03 (0.00) | 1.26 (0.00) | 3.78 (0.00) | 5.37 (0.00) | 0.37 (0.00) | 0.36 (0.00)
ESCFR (Wang et al., 2024) 0.99 (0.12) | 1.25(0.22) | 2.84 (0.21) | 3.04 (0.29) | 0.33 (0.01) | 0.36 (0.00)
StableCFR (Wu et al., 2023) 1.48 (0.00) | 1.7 (0.02) | 4.39(0.01) | 4.53(0.02) | 0.36 (0.00) | 0.32 (0.00)
0% | TPW (Chesnaye etal., 2022) 0.83 (0.00) | 0.93 (0.04) | 2.34 (0.44) | 2.57 (0.41) | 0.33 (0.00) | 0.33 (0.00)
e DragonNet (Shi et al., 2019) 0.73(0.01) 0.83 (0.11)| 2.57 (0.25)| 2.72 (0.28) | 0.33(0.01) | 0.33 (0.00)
o> | kNN (Stuart, 2010) 1.34 (0.00) | 1.46 (0.00) | 3.13(0.03) | 3.14(0.05) | 0.33(0.13) | 0.32 (0.00)
e Perfect Match (Schwab et al., 2018) 2.50 (0.00) | 2.66 (0.00) | 4.13 (0.00) | 4.02 (0.00) | 0.34 (0.00) | 0.33 (0.00)
PairNet 0.58 (0.00) 0.69 (0.00) | 2.27 (0.00) | 2.46 (0.00) | 0.32 (0.00) | 0.32 (0.00)

Table 1: RQ 1: The performance of PairNet compared to baselines evaluated using PEHE error on binary datasets. The table shows mean
values and corresponding p-values within brackets. One-sided paired ¢-tests are conducted using PairNet as reference. Algorithms with
the best mean error are highlighted in green, while those with large p-values are highlighted in yellow. Overall, PairNet demonstrates

superior performance among all methods.

to the CATENets defaults. The sole change was setting the
weight for the Ly regularizer on the ¢ parameters to 1, a
change applied uniformly to both PairNet and the baseline
methods as it boosted the performance of all the models. Ex-
clusive to PairNet are two hyperparameters: 6pair and num,,
set to 0.1 and 3, respectively, across all datasets. For 1,
which is used in distance computation during pair selection,
we used embeddings from the representation network of a
model trained until convergence on the factual loss.

6.1. RQ1: PairNet vs. Baselines

We address this question by comparing the performance
of PairNet with baselines on both binary and continuous
treatments. We begin our analysis with binary treatments.

Binary Datasets. We use the following three benchmark
datasets: IHDP, ACIC, and Twins. The IHDP and ACIC
datasets are semi-synthetic with synthetic potential outcome
functions p* (x,t), while the Twins dataset contains real out-
comes. We briefly describe them: IHDP The Infant Health
Development Dataset (Johansson et al., 2016) contains 25
covariates, 747 examples, and 100 different realizations
of the synthetic potential outcome function. ACIC The
Atlantic Causal Inference Conference competition dataset
(2016)? has 58 covariates, 4802 examples and considers 77
different potential outcome functions. Following CATENEts
(Curth et al., 2021), we focused on three functions, namely
versions 2, 7, 26, as they exhibit differences in levels of effect
heterogeneity. In particular ACIC2 has no effect heterogene-
ity. Twins The Twins dataset (Louizos et al., 2017) provides
ground truth outcomes for both treatments and has 40

https://jenniferhill7.wixsite.com/
acic-2016/competition

covariates on 11,984 same-sex twins weighing less than 2kg
at birth. The treatment variable indicates which twin in each
pair is heavier. The outcome variable Y is binary indicating
the mortality within the first year of birth. Given the binary
nature of outcomes (Y) in the Twins dataset, modeling the
outcome difference requires a 3-way classification task,
which we elaborate on in Appendix E. We defer a detailed
description of the datasets to section C.1 in the Appendix.

Binary Baselines. We group the baselines based on how
they address confounding. Meta-learners such as TLearner
(Kiinzel et al., 2019), RLearner (Nie & Wager, 2021) directly
learn Individual Treatment Effects (ITE) 7 after imputing
pseudo-outcomes for the missing treatments. Representation-
learning methods like TARNet (Shalit et al., 2016), CFRNet
(Shalit et al., 2017), FlexTENet (Curth & van der Schaar,
2021) share ¢ model parameters and learn treatment-specific
¢, with varied regularization. Weighting techniques like
IPTW (Chesnaye et al., 2022) impose weighted factual
losses. DragonNet (Shi et al., 2019) is a doubly robust
method that is similar to the Augmented IPTW estimator.
Matching approaches like kNN (Stuart, 2010) and Perfect
Match (Schwab et al., 2018) perform pairing (x,t,x’,t') like
PairNet but copy over the outcome of x” as pseudo-outcomes
for x under ¢’ and impose loss (1(x,t') —y')?. The pairs
have to be very close for such losses not to hurt.

Results on Binary Treatments. We present the results in
Table 1 and emphasize the following key observations: (1)
Overall, PairNet outperforms all eleven methods spanning
all four categories of prior techniques for ITE. The gains
on IHDP and ACIC are substantial and on Twins, all meth-
ods that model the outcome difference provide similar per-
formance. (2) Meta Learners exhibit poor performance on
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IHDP News TCGA-0 TCGA-1 TCGA-2
Training Data size |D| |D| |D| | 0.1x[D] |D| | 0.1x|DJ |D| | 0.1x|D]
DRNet (Schwab et al., 2020) | 2.45 (0.00) | 1.42 (0.00) | 0.34 (0.01) | 0.52 (0.00) | 0.24 (0.04) | 0.27 (0.53) | 0.49 (0.44)| 0.77 (0.06)
PairNet (DRNet) 2.27(0.00) | 1.32(0.00) | 0.25 (0.00) | 0.44 (0.00) | 0.21 (0.00) | 0.27 (0.00) | 0.48 (0.00) | 0.65 (0.00)
VCNet (Nie etal., 2021) 1.73 (0.02) | 1.24(1.00) | 0.25 (0.57) | 0.43 (0.02)| 0.21 (0.38) | 0.27 (0.00) | 0.45 (0.51)| 0.58 (0.12)
PairNet (VCNet) 1.57(0.00) | 1.26 (0.00) | 0.25 (0.00) | 0.27 (0.00) | 0.21 (0.00) | 0.22 (0.00) | 0.45 (0.00) | 0.49 (0.00)

Table 2: RQ 1: Performance of Pair loss on DRNet, VCNet assessed using PEHE out error on continuous datasets. We report mean and
p-values within brackets for a one-sided paired t-test conducted with PairNet as the baseline.

IHDP and ACIC due to their two-staged regression approach,
where missing outcomes are imputed in the first stage. Errors
from the first stage regression are propagated to the second
stage, resulting in suboptimal 7. (3) Representation learners
outperform meta-learners by joint training. However, these
models lack the necessary inductive bias for predicting out-
come differences across treatments during inference. ITE
estimates can be particularly affected when error residuals
for observed and alternative treatments exhibit a negative cor-
relation. In contrast, PairNet promotes a positive correlation
for nearby instances, leading to enhanced performance. (4)
Weighting methods exhibit poor performance because they
rely on propensity scores m;(x), which are often not well-
calibrated. (5) Matching methods perform poorly as they im-
pose counterfactual losses on pseudo-outcomes, which can
be unreliable. In summary, PairNet strikes a balance by incor-
porating the necessary inductive biases for inferring 7, while
avoiding reliability issues by imposing only factual losses.
Finally, we show the results for individual ACIC versions
in Appendix L. (6) We explain the results on the two recent
baselines, StableCFR and ESCFR as follows: StableCFR
results are poor because they search for pairs by partitioning
the high-dimensional covariate space and conduct matching
there. On the contrary, methods such as PairNet that perform
pairing in low dimensional embedding v space tend to per-
form better. ESCFR relies on optimal transport for balancing
the covariate representations across the treatment groups.
However, OT based solutions suffer when implemented in a
mini-batch on datasets with skewed treatment distributions.

Continuous Experiments: The treatments in continuous
datasets take a real value between 0 and 1. Continuous
Datasets. TCGA[0-2] (Bica et al., 2020) dataset obtained
from The Cancer Genome Atlas project consists of 4,000
covariates that represent the gene expression of 9,659
cancer patients. We consider three different types of cancer
treatments, and the outcome variable models the risk of
cancer recurrence. IHDP (Johansson et al., 2016) covariates
are the same as in the discrete case but treatments and
outcomes are synthetic as proposed in (Nie et al., 2021).
News (Bica et al., 2020) contains 2,858 bag-of-words
covariates from 3,000 news articles taken from the New
York Times. The treatment models the amount of time a user
spends reading a news article while the outcomes model user

satisfaction. We specify the functional forms of the assumed
potential outcomes and the treatment assignment mechanism
in Appendix C.3, and a detailed discussion in Appendix C.2.

Sampling Pairs. To create pairs for continuous treatments
for an observed instance (x;,t;,y;) € D, we adopt the
approach mentioned in (Nagalapatti et al., 2024) to find
near neighbors. We first sample ¢ € UJ0, 1] from a
uniform distribution. Then, we select pairs that are in
close proximity to x; from within a subset of D defined as
{(x;,tj,y;) € D ||t; —t'| <0.05}; i.e., the g, distribution
is defined on the filtered subset. The only change required
in Algorithm 1 for continuous treatments is in line 4, where
we calculate distances d(x,x’) for x’ in the filtered subset.

Continuous Baselines. Unlike our method, most earlier
methods discussed for binary treatment do not naturally
generalize to the continuous case. For continuous treatments,
two state-of-the-art model architectures are: DRNet (Schwab
etal., 2020) and VCNet (Nie et al., 2021). Both these models
share parameters in the ¢ layers and learn treatment-specific
1 parameters. The key distinction lies in their approach to
handling the treatment input. While DRNet applies binning
on the ¢, VCNet employs a more sophisticated strategy of
applying a spline basis expansion on ¢ and then learning of
144 as a smooth function on it.

Results on Continuous Treatments. We compare the perfor-
mance of the factual loss (Eq. 2) and Pair loss using DRNet
and VCNet. We present the PEHE out errors here in table 2
and include the PEHE in errors in the Appendix section J. (1)
We observe that Pair loss achieves the best mean performance
across all the datasets for DRNet. (2) On the VCNet model,
we find that Pair loss yield a statistically significant improve-
ment on the IHDP dataset, while factual losses perform best
on the news dataset. (3) For VCNet, both PairNet and fac-
tual approaches exhibit similar performance on the TCGA
datasets, with some p-values close to 0.5. VCNet’s strong
smoothness inductive bias enables factual losses to saturate
performance given sufficient data (approximately 5.5k for
TCGA). However, upon repeating experiments by randomly
dropping about 90% of the data, we observed statistically sig-
nificant gains in PEHE error over the factual model. Notably,
dropping data does not significantly affect PairNet’s perfor-
mance, whereas it deteriorates the Factual’s performance.
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Figure 3: RQ2: PEHE with increasing proximity of covariates
within a pair. Matching methods like kNN deteriorate fast if pairs

are not close together, whereas PairNet remains robust and provides
gains over baseline also with random pairing (A=0).

6.2. RQ2: Smaller Sensitivity of PairNet to pair proximity

We investigate this question by changing proximity
via a temperature parameter A to softmax at step 6 of
the CreatePairs function in Algorithm 1; that is,
qt, (x]x;) < softmax(—Ad;). Setting A = 0 gives us
random pairs, whereas increasing A increases the proximity
of pairs. We conduct experiments with IHDP and ACIC
datasets for A across {0,0.1,0.25,0.5,1,5}. For reference, we
compare (a) a Factual model that does not involve pairing and
(b) kNN, which imposes counterfactual losses using paired
instances. We present the results in Figure 1. We observe that
the kNN method is adversely affected when provided with
distant pairs (small A\). In contrast, PairNet demonstrates
robustness. Interestingly, even with random pairs (A = 0),
PairNet performs better than the factual model because it
aligns the error residuals for contrasting treatments.

We further conducted experiments with different choices for
the embedding function ¢ using which the pairs are formed.
We observed that PairNet performs well across a range of
choices as shown in Section K in the Appendix.

6.3. RQ3: Alignment of Pair loss with ITE Risk

We assess the alignment on real datasets using two quantities:
(a) correlation between Pair loss and the ITE risk, and (b)
divergence between p and q distributions. These measures
are computed on the test data and compared with the corre-
sponding values achieved by the factual model. The results
presented in Table 3 show that Pair loss exhibit a stronger
correlation with the gold ITE risk. Further, we observe that
PairNet achieves smaller MMD values even on real datasets.

6.4. RQ 4: Sensitivity of PairNet to ,,;- and num,

The parameter dp,i; denotes the proportion of pairs with the
largest distance excluded in PairNet. Meanwhile, num,/ in-
dicates the number of pairs selected for each training sample.
We vary dp,ir across the range {0,0.1,0.25} and num, across
{1,2,3,4,5}. We assess the PEHE out errors and perform a

Correlation of ITE Risk Eq. 1 Divergence
Factual Eq. 2| PairNet Eq. 4| MMD(po.p1) | MMD(p,q)

0.748 0.807 0.120 0.100
0.008 0.273 0.008 0.006

IHDP
ACIC

Table 3: RQ 3: Assessing alignment between Pair loss and the ITE
risk. We observe that Pair loss exhibits a stronger correlation with
the ITE risk when compared with the Factual model. Additionally,
PairNet consistently achieves lower MMD measures.

| o | o025 | ol

Binary

0.48 (0.70)

0.47 (0.62)

0.45 (0.00)

Cont. (DRNet)
Cont. (VCNet)

2.26(0.91)
1.41 (0.95)

2.38(0.61)
1.69 (0.36)

2.40 (0.00)
1.63 (0.00)

Table 4: RQ 4: PEHE out error for various values of dpir on binary
and continuous versions of the IHDP dataset over 5 seeds.

t-test using PairNet default hyperparameter as the reference
method. We emphasize the default value using cyan. The
results for dy,;r are summarized in Table 4. Interestingly, we
observe that PairNet demonstrates some sensitivity to the
choice of this parameter in the continuous treatment setting,
although this sensitivity is less pronounced in the binary
case. Remarkably, PairNet consistently outperformed the
baselines across all the considered parameter values.

We present sensitivity analysis results for different choices of
num, in Table 5. This hyperparameter governs the number
of pairs created for each observed sample, with the default
value set to 3 in PairNet. Table 5 demonstrates the robustness
of PairNet to variations in num,. choices.

mop [ 1 [ 2 [ 4 [ 5 | 3

Binary 0.50(0.48) | 0.47 (0.67) | 0.47 (0.70) | 0.44 (0.84) | 0.50 (0.00)

Cont. (DRNet) | 2.31 (0.35) | 2.29 (0.42) | 2.21 (0.69) | 2.27 (0.47) | 2.26 (0.00)
Cont. (VCNet) | 1.46 (0.24) | 1.45(0.28) | 1.45 (0.32) | 1.42 (0.47) | 1.41 (0.00)

Table 5: PEHE out error for various values of num,. on
both the binary and continuous versions of the IHDP dataset.
PairNet performance is similar across all the five choices.

6.5. RQS5: Pair Loss on other T-Learners

Since Pair Loss is model-agnostic, it applies to any
T-Learner-based model architecture. We chose TARNet
as the default architecture due to its simplicity and lack
of assumptions. In this experiment, we applied Pair Loss
to other T-Learners, including CFRNet, DragonNet, and
FlexTENet. The results, shown in Table 6 for IHDP and
all three versions of the ACIC dataset, demonstrate that
Pair Loss consistently improves performance, making it a
preferable option across various model architectures.
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CFRNet DragonNet FlexTENet
Dataset | Baseline]|  PairNet| Baseline] PairNet| Baseline|  PairNet
IHDP 1.68 (0.33) | 1.03 (0.00) | 1.23 (0.46) | 0.90 (0.00) | 1.57 (0.44) | 1.20 (0.00)
ACIC2 |2.12(0.20)| 0.72 (0.00) | 1.15(0.34) | 1.2(0.00)|4.89 (0.08) | 2.86 (0.00)
ACIC7 [4.12(0.01)| 3.55(0.00) | 3.49 (0.06) | 2.90 (0.00) | 4.62 (0.12) | 3.85(0.00)
ACIC26| 4.12(0.1)| 3.28(0.00)| 3.52(0.3)| 3.32(0.00) | 6.60 (0.11) | 4.62 (0.00)

Table 6: RQ 5: Performance of T-Learners, including CFRNet, DragonNet, and FlexTENet, when trained with Pair loss. We compare
the results of the baseline losses with our approach and observe that Pair loss provides a significant performance improvement.

o \ 0] 0.5 ] 1] 15] 2
IHDP | 0.89(0.06)[ 1.03(0.01) | 1.03 (0.01) | 1.03 (0.01) | 0.69 (0.00)
ACIC2 | 0.92(0.83)| 0.47(0.97)| 1.5(0.53)| 0.51(0.96) | 1.56 (0.00)
ACIC7 | 2.68(0.68) | 3.28 (0.19) | 2.89(0.50) | 3.25(0.20) | 2.89 (0.00)
ACIC26 | 2.72(0.63) | 2.93(0.51) | 2.77(0.61) | 2.9(0.53) | 2.95(0.00)

Table 7: This table shows the results of weighting the residual term in Pair loss with a.. PairNet’s default choice is not to weight this term
(i.e., a«=2). We observe that no particular « achieves the best performance across all datasets with statistical significance.

T1is \ (a) Simpler \ (b) Comparable \ (c) Complex TARNet PairNet
Factual | 6.34(0.00) | 7.73 (0.01) 10.08 (0.07) led [ 1 led |1
PairNet | 5.54(0.00) | 6.22 (0.00) 08.19 (0.00) I[HDP |1.51(1.00)| 0.83 (0.00) | 0.74 (0.35) | 0.69 (0.00)

Table 8: PEHE out errors for various complexities of the ITE ACIC(2) | 3.05(0.74) | 2.71 (0.00) | 3.52 (1.00) | 2.46 (0.00)

function 7 on synthetic data; PairNet outperforms Factual.

6.6. Additional Sensitivity Analysis

Weighting the Residual Term in Pair Loss We conducted
an experiment where we adjusted the weight of the residual
alignment term in Pair loss. Suppose we expand Pair loss
as (y—9)2+ (' — )2 —aly—9)(y —y'), with a = 2 as
used in our paper. For Pair Loss to be non-negative we need
a €10,2]. We varied « across {0,0.5,1,1.5,2}. The p-values
represent t-tests conducted with o =2 as the baseline.

We show the results in Table 7, where we observed that no
specific a value consistently outperformed others across the
datasets. Additionally, many p-values were large, indicating
that we couldn’t draw conclusions on which « was superior
with statistical significance. While we could have tuned
using pair error on a validation dataset, we opted to avoid
hyper-parameter search and stuck to the simple squared error
proposal as outlined in our paper.

Performance across 7 Complexities We conducted an
experiment with the synthetic dataset proposed in (Curth &
van der Schaar, 2021). The dataset comprises three variants
where 7 is (a) simpler, (b) comparable, and (c) more complex
than each of the g, 1. Our results in table 8 show that
PairNet consistently outperforms the factual model across
T complexities.

Impact of L Penalty In Table 9, we illustrate the signif-
icance of applying an L penalty to the ¢ parameters. We
explore two different magnitudes of imposing the L loss:
le-4, the default value for CATENets, and a value of 1. We
observed consistent enhancements across all the baselines, in-

Table 9: PEHE out error for various values of Lo penalty applied
on the ¢ parameters. A weight of 1 achieves better results.

cluding PairNetby introducing a large penalty to the ¢ param-
eters. This improvement was particularly noticeable for Pair-
Net with version 2 of the ACIC dataset. For adetailed analysis
of this hyperparameter, please refer to Appendix Section G.

7. Conclusion

In this paper, we introduced PairNet, a simple yet effective
approach for estimating treatment effects. PairNet is
model-agnostic, applicable to diverse treatment domains,
and can be integrated with most prior networks. Our key idea
was to only impose factual losses on pairs of neighboring
instances. We showed that this approach effectively aligns
error residuals for the chosen pairs, thereby aiding in
ITE inference when outcomes are predicted for the same
instance under two treatments. Across various benchmarks
involving both discrete and continuous treatments, PairNet
showcased significant improvements over most existing
methods. Furthermore, we theoretically characterized the
difference between Pair loss and the ITE risk, showing that
this difference depends on the proximity between instances
in the selected pairs. This implies that under certain overlap
assumptions, given a large training dataset, Pair loss serves
as a consistent estimate of the ITE risk. Additionally, through
several experiments and sensitivity analyses, we highlighted
the merits of PairNet and provided insight into the superior
performance achieved by PairNet over the baselines.
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Impact Statement

Developing new and effective methods like PairNet to under-
stand how treatments impact different situations is crucial
for decision-making across various fields like healthcare,
economics, and education. For instance, in healthcare,
precise knowledge about how treatments affect individuals
can lead to better, more personalized medical care, ultimately
improving access to quality healthcare. Similarly, in eco-
nomics, understanding the consequences of policies can help
policymakers make informed decisions that benefit society.

However, while these methods provide valuable insights, it
is crucial to address potential ethical concerns, particularly
regarding fairness. Before deploying these methods, it is
essential to ensure that the observational dataset used is
unbiased and does not unfairly benefit certain groups of
individuals, which could lead to biased effect prediction
during inference. Addressing such issues is essential for the
responsible deployment of these methods and their positive
impact on decision-making and societal outcomes.
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Appendix

(PairNet: Training with Observed Pairs to Estimate Individual Treatment Effect)

A. Explanation for PairNet Algorithm
We explain the pseudocode in Alg. 1 as follows:

 Atline 2, the training dataset is split into Dy, and D,,, stratified by treatments. For continuous 7°, a random split is used.

* Atline 3, pairs are created to compute validation performance for early stopping. It is important to note that pairs for sam-
ples in the validation dataset can also be obtained from Dy,,. This approach is taken because D, is sparse, and searching
for pairs within it may result in many distant pairs, which would not accurately reflect true validation performance.

* During each epoch e, pairs (D¥%,.,,) for imposing pair loss are created (line 5) using the CreatePairDS procedure. For
training, pairs are created within the Dy, split.

* The CreatePairDS procedure samples num,- neighbors based on the ¢, distribution, defined as a softmax over negative
distances (line 6).

* Line 10 includes dpqir to avoid imposing losses on extremely distant pairs. Training continues using standard mini-batch
gradient descent on Pair loss (lines 7-10).

* Once paired samples for training are obtained, the pair loss is imposed, and gradient descent is performed until
convergence, monitored by the pair loss on D,,;.

Intuition:. The main intuition behind PairNet is to better correlate with ITE loss by fitting the difference in outcomes of
nearby covariates. This is further explained using Equation 4 and Figure 1. We argue that Pair Loss aligns better with ITE
loss because its ITE generalization gap (Theorem 5.9) is bounded by D(p:(X)||¢:(X)), where p;(X) represents observed
covariates for T' = ¢ and ¢;(X) represents paired neighbor distribution. This is much lower than that of a factual model,
bounded by D(p||p1), as depicted in Figure 2 and Thm 5.12.

B. Theoretical Analysis

Remark. For ease of notation, in the main paper, we showed results when the representation extraction ¢ is an identity
map. In the Appendix, we present a generalized version of our results under certain assumptions on ¢ which we elaborate
on now. Note that this modification does not affect the form of bounds that we obtain for Factual or PairNet.

Assumption B.1 (¢ is diffeomorphic). The embedding function ¢ is a twice-differentiable, invertible function, serving as
a push-forward operator between the spaces X and .

Definition B.2 (Covariate distribution under ¢). Under the push-forward operator ¢, for an instance e = ¢(x), we define
_ dop~ (e
P () =m0 ()| 32|,

Assumption B.3 (Instance error lies in G). Let G denote a family of functions {g: ®+—R}. There exists a constant By, such
that for any e = ¢(x),t, we have B%,,rt (¢71(e))? € G, where r4(x)? is the squared error.

In the following proofs, IPM¢ is modified to consider a function space G over @ instead of X" in the main paper. Thus all
bounds with B-IPM¢ (py,q:) change to By, - IPM¢ (p?.4?)

Remark. The original bounds in (Shalit et al., 2017) features a o3 term that stems from the irreducible noise in the observed
outcomes ;. However, we drop that term in our analysis for brevity.

B.1. Proof of Lemma 5.6

The difference between ITE Risk and PairNet loss can be expressed as

€ITE — €pair = Zu(l—t)/th(X)Q(pt (%) —qi(x))dx

+Z?ut/rt (X)g(1—1),t(X)pe(x)dx

Proof.
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e = | (ra(0)=1o(x) *plx)ix
= | (s 60=10(x) ulo0yua-+1 ()= | (4 3) =100 ) | (1) =) ()
=t (6010 =20 (a0 () [ (11 )7 0002 =2 () ()
o= [ (110 =) Pan (< i opuncxax'+ [ [ (71 6¢) =) o o
= [ 260l <2 (o)) s o s () un
#6000 =201 (o0 (e
= [0 urdses [ ro P ndx = [ [ 2o )an (o x)n (s dxax

(By marginalizing over variables)
+/r0(x)2p0(x)uodx+/ r (x’)QqO(x’)uodX’—// 271 (x)ro (%) qo (X'|x) po (x) ugdxdx’

Now taking the difference between both expressions and cancelling common terms, we obtain the lemma.

B.2. Proof of Theorem 5.9
We can now bound ITE Risk with PairNet Loss as:
erte < €pair+ Y U {B AIPMe (pe,qe) +2K(1-4)04/ 5?]
t

when we assume that the error residuals ro(x), r1(x) are Kg, Ky Lipschitz respectively, and there exists a B such that
+7¢(x)? € G, and the identifiability assumptions A1-A3 hold for P(X,T,Y).

Proof. From Lemma 5.6, we have

€1TE—€pair=u0/T1(X)Q(po(x)—QO(X))dX-FUl/To(X)Q(pl(X)—Q1(X))dx
L 2u, / 1 (%) g0 (x)p1 () dx-+ 2ug / ro()g10 (X)po(x)dx

€115 < g+t / (%)% (P (%) — g0 (%)) dx| + 1 / ro(x)2(p1 (%) — g1 (x)) dx
+2u; / 1 (%) g0 (x)p (%) x|+ 2ug / ro()g10 (X)po(x)dx
Term 2

Using B%)Tt(X)Q € G, we can bound Term 1 as follows:

=]B¢ [ g @R - e

/ 132 (po(x) — g0 (x))dx

< Bgsup
geG

L (9(e)(pE () — a8 (€))de

Thus, Term 1 can be upper-bounded by uo B4 IPM¢ (pg,qg’) +up B¢IPMG(p‘f,qf).
Recall that go; (x) = [, (ro(x") —70(x)) g1 (X' |x)dx" and g10(x) = [, (r1(x") —71(x))qo (x'|x)dx’.

We now derive an upper bound for Term 2 as follows:
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2

/rl(x)gm(x)pl(x)dx §/ dx/ go1(x (x)dx (By Cauchy-Schwarz Inequality)
< / x)dx / (K26%)p1(x
:e}:KO(SQ

Here we use the fact that g, ;(x) can be bounded as follows under the Lipschitz continuity assumption
|g01(x)| < Ko |g10(x)| < K10

|go1(x)|=

[ o) =roas () | < [ [(rn(x')=rofo0) s ()

(i () =i (%)) < K [[x —x]|

Using Lipschitz continuity |(rq(x") —ro(x))| < Ko

901 ()] < / Kollx' x|y (x'[x)dx’

Now using 5.8, the expected neighbour distance is bounded by ¢ yielding |go1 (x)| < Kod. By symmetric arguments we can
bound |910 (X) | < K15

Thus, | [, 71(x)go1(x)p1 (x)dx| < Ko6+/€f. We can now bound Term 2 with 2uy Kod /et +2uo K101/ €

B.3. Proof of Lemma 5.10

Under the strict overlap assumption, PairNet is a consistent estimator of ITE.

lim €ITE = 0
Ni—o0

Proof. We prove the consistency of PairNet under strict overlap (D’ Amour et al., 2021). First, we show that strict overlap
can be used to derive a lower bound on the radius of a sphere around any point in which one can find a sample with the opposite
treatment with high probability. Next, we show that this lower bound decreases with number of samples, m, allowing us
to shrink the radius in which we find neighbours, thereby ensuring ¢; distribution converges to p;.

Strict overlap states that ¢ < p(t|x) < 1—c for some ¢ > 0. Consider any sample x with treatment ¢. For pairing, we need to find
amatching sample 2’ with alternative treatment ¢’ = 1 —¢ from the m observations in the dataset that are assigned treatment ¢’

Define pr = [ cm. (x) p(x'[t")dx’ as the probability mass of p(X = x'|T = t') in a ball of radius r around = where
B, (x):={x'|x' R ||x' —x]|| <r}.

The probability that at least one sample x; lies within this ball is p(r,m) =1—(1—p,.)™. If lim, -, oo p(r,m) = 1, then PairNet
would find a near neighbor within this ball. This is satisfied for p, =w(m~!) (where w denotes asymptotic lower bound).

Now, we construct a condition for p, =w(m ) First note that p,. > Volume(B,.(x)) -min/,p(z’|t') (where the minimum
is over the 2/ € B,.(z)) and Volume(B,.(x)) oc r = kr.
ming cos, (2)P(¢'[t') = minﬁe%r(w)% > p(t/)mmx’e% (x)P(x") (By Strict Overlap)

Combining these two, we get p,. > ﬁrdminx/e%r(z)p(m’)
If we shrink the ball around  as 7 =w(m~/%) lim,), .~ =0 then we get the desired condition p, =w(m~").
Therefore, for any x,t we can sample a neighbour x’ ¢’ = 1—t within 9B,.(z) for 7 =w(m /%) with high probability p(r,m).

Since we set r = w(m_l/d) which decreases with m, we have lim,,, oo 7 = 0 and lim,,, o, p(r,m) = 1. Thus, g;(x'|x)
converges to a dirac-delta distribution dg(x’ —x). Thus, the marginal ¢;(x’) = p;(x’) and IPM¢(p¢,q:) = 0. Also, the § in
Assumption 5.8 converges to 0.
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C. Detailed Description of the Datasets

Here, we present a detailed description of the various datasets used in our work.

C.1. Binary Treatments
Dataset | Covariates | Samples | Runs | Covariates Treatment Synthetic J)? | Outcome

Type

IHDP 25 747 100 | Features of an Intervention by v | Cognitive
infant specialist doctor test scores

ACIC 58 4802 30 | Demographic, N/A v | Developmental
clinical features, disorders
etc. of pregnant
women

Twins 40 11,984 100 | Characteristics Heavier twin X | One-year
of same-sex infant mortality
twins both
weighing less
than 2kg

Table 10: This table provides information about the Binary datasets used in our work. All these datasets exhibit treatment
selection bias, meaning that the observed treatments are influenced by the covariates. The ’Runs’ column indicates the number
of experiments conducted for each dataset, from which the associated p-values are calculated. Notably, the ACIC dataset
encompasses three distinct potential outcome functions (versions 2, 7, 26), each repeated for 10 seeds, resulting in a total
of 30 runs. For the cases where ) is synthetic, the assumed potential outcome functions that generate the observed outcomes
can at most be interpreted as modeling the original intended outcomes.

IHDP. The Infant Health and Development Program (IHDP) is a randomized controlled trial designed to evaluate the
impact of physician home visits on the cognitive test performance of premature infants. The dataset exhibits selection
bias, as non-random subsets of treated individuals are deliberately removed from the training dataset. Since we have
observed outcomes for only one treatment, to render the dataset suitable for causal inference, we generate both observed
and counterfactual outcomes using a synthetic outcome generation function based on the original covariates considering
both treatments. The IHDP dataset comprises 747 subjects and includes 25 variables. While the original dataset discussed in
(Shalit et al., 2017) had 1000 versions, a smaller version of the dataset with 100 versions is used in our work, aligning with the
CATENets benchmark. Each version varies in terms of the complexity of the assumed outcome generation function, treatment
effect heterogeneity, etc. As outlined in (Curth et al., 2021), reporting the standard deviation of performance across the 100
different seeds is inappropriate and therefore we calculate p-values through paired t-tests between our method (PairNet)
and other baseline methods such that PairNet serves as the baseline for all experiments. Specifically, we accept the hypothesis
that PairNet is superior to the baseline if the resulting p-value is less than 0.05.

ACIC. The Atlantic Causal The Atlantic Causal Inference Conference competition dataset (2016)* contains a total of 77
datasets. The covariates in all these datasets are the same and contain 58 features obtained from a real study called the Collabo-
rative Perinatal Project. Each dataset involves simulating binary treatment assignments and continuous outcome variables. The
datasets exhibit variations in several aspects, including the complexity of the treatment assignment mechanism, treatment effect
heterogeneity, the ratio of treated to control observations, overlap between treatment and control groups, the dimensionality
of confounder space, and the magnitude of the treatment effect. All datasets share common characteristics such as independent
and identically distributed observations conditional on covariates, adherence to the ignorability assumption (selection on
observables with all confounders measured and no hidden bias), and the presence of non-true confounding covariates. Of these
77 datasets, we opted to work with a subset of three datasets, specifically versions 2, 7, and 26, aligning with the CATENets
benchmark. These three settings present non-linear covariate-to-outcome relationships and showcase maximum variability in
terms of treatment effect heterogeneity. Notably, version 2 exhibits no heterogeneity, i.e. the treatment effect remains constant
across all individuals. However, accurately estimating the outcome differences even for this version proves challenging as
algorithms find it difficult to overcome the inherent noise observed in potential outcome realizations in the dataset. Specifically,

*https://jenniferhill7.wixsite.com/acic-2016/competition
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in PairNet we found that coming up with good pairs is important as we will explain in detail in the Table 18 in our main paper.
The other two dataset versions show medium and high heterogeneity in terms of the treatment effects across the individuals.

Twins. The Twins dataset (Louizos et al., 2017) stands out as the sole dataset with actual observed outcomes. This study
operates on the premise that the two twins within each pair share equivalence across all covariates, differing solely in terms of
their treatment assignments. This unique characteristic allows the dataset to be employed as is for causal inference tasks. The
dataset encompasses a total of 11,984 pairs of twins and focuses on one-year mortality as a function of birth weight, serving
as the underlying treatment variable. To ensure the covariate equivalence, the study exclusively includes same-sex twins with
birth weights below 2kg. In total, the dataset incorporates 39 relevant covariates. The dataset’s outcomes are binary and exhibit
aclass imbalance in the observed outcomes. Thankfully, the mortality rates are low and stand at 16.1% for the treated group and
17.7% for the untreated group. Consequently, observing twin pairs with opposite outcomes in the dataset is a rare occurrence. In
our experiments, we allocate 50% of the dataset for testing purposes. To introduce imbalance in the treated vs. control examples
in the training dataset, we sample the treated group for each twin pair using probabilities from the set {0.1,0.25,0.5,0.75,0.9}.
For each of these probabilities, we explore the sample efficiency of various methods by varying the number of training examples
across the range of {500,1000,4000,5700}. These experiment settings closely match that of the CATENets benchmark.

C.2. Continuous Treatments

In this section, we provide a more detailed description of the five continuous benchmark datasets used in our work.

Dataset | Covariates | Samples | Runs [ Covariates Type | Dosage Outcome
TCGA 4000 9659 10 Gene expressions of | dosage of the drug cancer recurrence
(0-2) (Bica cancer patients

et al.,

2020)

IHDP 25 747 50 features of an infant Amount of interven- | cognitive test
(Nie et al., tion by a specialist | scores

2021) doctor

News (Dua | 2858 3000 20 Bag-of-words from | time spentreading the | user-satisfaction
&  QGraff, news articles news article

2017)

Table 11: This table shows the information on the Continuous datasets where the treatment assignment and the corresponding
responses are synthesized. The assumed potential outcome functions that generate the observed y can at most be interpreted
as modeling the original intended outcomes.

TCGA (0-2) (Bica et al., 2020). The TCGA dataset, sourced from The Cancer Genome Atlas project, contains information on
various cancer types for a total of 9659 individuals. Each individual is characterized by 4000 dimensions of gene expression
covariates. These covariates have been log-normalized and subsequently normalized to achieve unit variance. The treatment
variable signifies the dosage of the drug administered to the patient, while the synthetic response models the risk of cancer
recurrence. In our experiments, we make use of three versions of the TCGA dataset introduced in (Bica et al., 2020), denoted
as TCGA(0), TCGA(1), and TCGA(2).

IHDP. The IHDP dataset was originally collected as part of the Infant Health Development Program for binary treatment
effect estimation. Treatments in this dataset were assigned through a randomized experiment and it comprises 747 subjects
with 25 covariates. For the continuous treatment effect problem, the dataset was adapted in (Nie et al., 2021) by assigning
synthetic treatments and targets.

News (Dua & Graff, 2017). The News dataset was initially designed for binary treatment effect estimation and was adapted
in (Bica et al., 2020) to accommodate continuous treatments and targets. In this dataset, the treatment variable represents
the time spent by a user reading a news article, while the synthetic response aims to mimic user satisfaction. The dataset
comprises 3000 randomly selected articles from the New York Times, with 2858 bag-of-words covariates.

For each of these datasets, we generate multiple versions using different random seeds, as per previous research.
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C.3. Continuous Dosage and Response Generation Functions

We adopt the dataset generation procedures from previous methods and quote a detailed explanation of the process here
for completeness, following (Schwab et al., 2020; Nie et al., 2021; Bica et al., 2020).

THDP. For treatments in the interval [0,1], we generate responses as follows:

5y, -
+2tanh< Zzesdi"2(x e2) —4+/\/(0,0.25)> ; (6)

T 14, 0.2+ min(z3,%5,76) | Sdis, 2|

t=(1+exp(—1))7", 7

211 2max(z3,5,26)

t]x

sin(3t) 52 iesy, (@i—c1) exp(0.2(z1—xs))
t=———-tanh = 0,0.25 8
ylx, 12—t o | Sais, 1] Jr0.5—l—5rnin(:cg,3[;3,305) +NO, ), ®)
where Scon = {1,2,3,5,6} is the index set of continuous covariates, Sais1 = {4,7,8,9,10,11,12,13,14,15}, Sgis2 =

P js,1 i is, 2
{16,17,18,19,20,21,22,23,24,25}, and Sgis.1\JSais 2 = [25] — Seon. Further, ¢; = [;jg'} and co =E [fsjg} .

’

Zi’ & The treatment and response generation
i

News. For the News dataset, we first generate v} ,v5,v5 from A'(0,1) and set v; = ‘
is as follows:

vy
t|X:Beta 2, m y (9)
T
y/x,t:exp(%TX—Oﬁ), (10)
U3 X
y\x,tz2(max(—2,min(2,y’))+20vfx)(4(t—0.5)2+sin(gt) FN(0,0.5). (1)

TCGA(0-2). For TCGA(0-2), we first generate v} ,v5,v4 from ' (0,1) and set v; = ﬁ We then add noise e ~A/(0,0.2). The

dosage d|x,t follows a Beta distribution with parameter « (default as 2) representing the dosage selection bias. We calculate

tr =% djl 42—, with d* as the optimal dosage for that treatment.

For TCGA(0), we generate y and d* as follows:

y|x,d=10(v{ x+12dv, x—12d*v, x), (12)
’UTX
d*=—2—. 13
204 X (13)
For TCGA(1), we generate y and d* as follows: y|x,d=10((v;) " x+sin(n( ﬁ%id))),d* = ;;’TT’;.
3 2
For TCGA(2), y[x,d=10(v] x+12d(d—0.7524%)2),d* =0.2522 % if 2% > 1 else 1.
3 3 3
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D. Network Architecture

Network Architecture for Binary Datasets

. . . . Input Data
Binary Datasets: PairNet is a representation P

learning-based method. It uses the same archi- Representation Network (¢)

tecture as other representation learning-based Layer I: 200 Units, ELU Activation
baselines. The model comprises a Representation Layer 2: 200 Units, ELU Activation
Network (¢) with three layers, each consisting Embedding Layer: 200 Units, ELU Activation

of 200 units and ELU (Exponential Linear units)

activation functions. Additionally, it includes two #to Network (T=0)

11 Networks, 1 (for T=0) and 11, (for T=1). These Layer 1: 100 Units, ELU Activation

networks follow a similar structure with two layers, Layer 2: 100 Units, ELU Activation

featuring 100 units each and ELU activation Output Layer: 1 Unit

functions. PairNet estimates the treatment e.ffect 111 Network (T=1)

T as tbe difference between the two predicted Lager 1: 100 Units, ELU Activation

potential outcomes. ) o
Layer 2: 100 Units, ELU Activation

Output Layer: 1 Unit

Continuous Datasets. Here, we consider two architectures namely DRNet, VCNet

DRNet: We borrow the architecture of the dose-response network (Schwab et al., 2020) which is an extension of the binary
treatment effect estimation models to the continuous case. Instead of two heads as in the case of binary treatment, we split
the continuous treatments 7" € [0,1] into N = 5 uniformly spaced bins and assign a separate output head iy, for the k*” bin,
ke{0,1,...,4}. Additionally, for every sample, the treatment 7' =t is first normalized by subtracting the magnitude of the
lower bin edge % and then this scalar is concatenated with the input to each linear layer for the corresponding output head
1. For PairNet we estimate the treatment effect 7 for any two treatments ¢,t’ as the difference between predicted potential
outcomes of the corresponding p heads.

VCNet: The varying coefficient network (Nie et al., 2021) has the same representation network ¢ followed by a single
output head p(t) where the weights are parameterised by the treatment ¢. Let us denote the weights of the p head for a
treatment ¢ as 0(t) € RY. Bach weight 6, (t) is obtained as a smooth function of the treatment ¢. In particular, we apply spline
basis expansion on ¢ using N =5 spline basis functions {«; }?_; and then obtain 6;(t) for all i € [d] as Zzzlaikak(t). So,
to learn 1 means to learn the coefficients of the linear combination {a;; } while keeping the basis functions «;(.) fixed. For
{a;}3_,, we use the truncated polynomial basis used by (Nie et al., 2021) with degree 2 and knots at {%, %} This results
in a basis with the functions {1,¢,t?,(RELU(t— £))? (RELU(t— 2))?}.

In every forward pass, we first initialize the weights of the 1(¢) head for the corresponding treatment ¢ and then pass the
representation ¢(x) as input to it. The smooth variation of weights with ¢ allows the network to learn a smooth potential
outcome function. PairNet estimates the treatment effect 7 for treatments ¢,t’ as pu(t') (p(z)) — u(t) (p(x))

E. PairNet loss for Twins Dataset with Binary outcome

When dealing with binary outcomes ) € {0,1}, modeling the difference of observed outcomes for two individuals transforms
the problem into a three-way classification task, where the difference labels can take values across {—1,0,+1}. To solve
this three-way classification task, PairNet however, uses the same architecture as used for other datasets, and converts the
estimated potential outcomes into three-way classification logits as shown below. Let
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Yo=m(¢(x),t=0)=P(y=0|x,t=0) (14)
1 =p(p(x)t=1)=P(y=0[x,t=1)

vo=1(¢(x'),t=0)=P(y =0[x't' =0)

yi=p(p(x)t=1)=P(y =0|x',t' =1)

where we assume a pair of examples (x,t,y,x’,t’,y’). Recall that by virtue of pairs creation, we have ¢ #t’. Having estimated
all possible potential outcomes for the pairs, we compute the three-way logits as follows:

logits[—1]= (;y}y(l—yz)) (1-t)+ (gjl-(l—g]{))) -t (for the case when y=0,y' =1) (15)
logits[ 0] = (Zfoyz) (1—t)+ (yAlyAé) A ((1_%).(1_%)) -(1-t)+ ((l—gl).(l—y%)) -t (forthe case y=1y')

logits[+1] = ((17%)'3]1) (1-t)+ ((1,%). A{)) -t (for the case when y=1,y' =0)

We finally impose a cross—ent ropy loss using the difference label y —y’ as the target.

F. Computational Infrastructure and Default Hyper-parameters

Our experiments were conducted on a DGX machine equipped with an NVIDIA A100 GPU card, with 80 GB of GPU memory.
The DGX machine is powered by an AMD EPYC 7742 64-Core Processor with 256 CPUs, featuring 64 cores per CPU. Our
codebase was entirely developed using JAX (Bradbury et al., 2018), a functional programming-based deep learning library
that extends CUDA support for GPU acceleration.

For a fair comparison, we adopt the hyperparameters used in the CATENets benchmark (Curth et al., 2021) as is except for
the weight associated with the L, penalty. In each epoch of training, we sample mini-batches of 100 examples (along with
their respective pairs for PairNet) and impose losses on them. We use Adam optimizer with a learning rate set to le-4. Training
proceeds for a maximum of 1000 epochs, while we perform early stopping based on a 30% validation set and a patience
level of 10. In the case of binary datasets, we use stratified sampling on the treatments to obtain the validation split, while
for continuous datasets, we use random sampling.

G. On the impact of L, penalty

In this experiment, we analyze the performance of PairNet and baselines under different L, penalties on the ¢ parameters. In
our primary results, which are presented in Table 1, we applied a high Lo penalty scale of 1 to both PairNet and the baselines.
Here we present the results when these methods are trained using CATENets default value of 1e-4.

For better exposition, we compare models trained with the default Lo penalty (1e-4) to those trained with a strong penalty
(1). To assess the statistical significance of these performance differences, we conduct p-tests using models from the main
table 1 as baselines. For example, consider the value “-0.37 (0.01)” in the first cell of table 12. It indicates that training the
TLearner on IHDP with a 1e —4 L, penalty leads to an average error increase of 0.37 across various IHDP seeds, with a
p-value of 0.01 showing the significance of this error increase. Throughout the table, a p-value below 0.05 suggests that
a Lo penalty of 1 is beneficial for the model’s performance, while a p-value above 0.95 indicates that the strong penalty may
hinder performance. In summary, we draw the following conclusions from Table 12:

1. Negative values for many methods indicate that a stronger penalty is beneficial for these methods.

2. Additionally, several p-values fall below 0.05, indicating statistically significant performance improvements resulting

from the stronger Lo penalty.

RLearner, which employs Robinson decomposition to directly model CATE, is the most affected by the strong Lo penalty.

4. When comparing results across Tables 1 and 12, our results show that PairNet trained with an L, penalty of 1 outperforms
all baselines trained on either value of Ly penalty.

e
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[HDP ACIC Twins

PEHEin| PEHEout| PEHEin| PEHEout| PEHEin| PEHEout

TLearner (Kiinzel et al., 2019) 0.37 (0.01) | -0.42 (0.06) | -0.58 (0.21) | -0.95 (0.22) | -0.02 (0.00) | -0.03 (0.00)
RLearner (Nie & Wager, 2021) +0.87 (0.99) | +0.75 (0.96) | +0.87 (0.95) | +0.15 (0.62) | -0.01 (0.00) | -0.02 (0.00)
DRLearner (Kennedy, 2020) -0.39 (0.01) | -0.42 (0.06) | +0.22 (0.64) | -0.03 (0.48) | -0.01 (0.00) | -0.02 (0.00)
XLearner (Kiinzel et al., 2019) 0.24(0.21) | -0.29 (0.22) | -0.31(0.29) | -0.75 (0.16) | -0.01 (0.00) | -0.01 (0.00)
TARNet (Kiinzel et al., 2019) 20.52 (0.00) | -0.67 (0.00) | -0.30 (0.25) | -0.77 (0.05) | -0.01 (0.01)| -0.01 (0.00)
CFRNet (Shalit et al., 2017) -0.59 (0.00) | -0.68 (0.00) | +0.01 (0.51) | -0.33 (0.30) | 0.00(0.73) | +0.00 (0.84)
DragonNet (Shi etal., 2019) -0.51 (0.00) | -0.66 (0.00) | -0.28 (0.26) | -0.74 (0.06) | -0.01 (0.00) | -0.01 (0.00)
FlexTENet (Curth & van der Schaar, 2021) | -0.21 (0.03) | -0.25 (0.10) | +0.67 (0.96) | +1.42 (0.99) | +0.04 (1.00) | +0.05 (1.00)
PairNet -0.98 (0.00) | -1.08 (0.00) | -0.48 (0.09) | -0.89(0.01)| -0.00 (0.50) | -0.00 (0.49)

Table 12: Differences in Performance with Strong Lo Penalty: We examine the performance differences between models
trained under the default L, penalty setting (1e-4) and those trained with a strong Ly penalty of 1 on the ¢ parameters. This
table presents the mean differences and corresponding p-values in brackets for a one-sided paired t-test conducted using
the methods from Table 1 as the baseline. The table illustrates the discrepancy in error compared to our primary results where
negative values indicate that the strong L, penalty outperforms its counterpart. The direct methods are highlighted in green
and representation learning-based methods are highlighted in yellow.

THDP News TCGA-0

PEHEin| PEHEout| PEHEin| PEHEout| PEHEin| PEHEout

DRNet (Schwab et al., 2020) [ -1.38 (0.00) [ -1.43 (0.00) [ 0.13 (1.00) [-0.01 (0.29) | 0.06 (0.94) | 0.05 (0.91)
PairNet (DRNet) -1.33(0.00) | -1.91 (0.00) | -0.07 (0.00) | -0.27 (0.00) | -0.05 (0.03) | -0.07 (0.00)
VCNet (Nie et al., 2021) 0.44(1.00) | 0.17(0.96) [ -0.00 (0.32) [-0.02 (0.04) [ -0.01 (0.35) [ -0.01 (0.32)
PairNet (VCNet) 0.34 (1.00) | 0.12(0.83) | 0.01(0.88) | -0.01(0.09) | -0.00 (0.43) | -0.00 (0.42)

Table 13: Performance of PairNet and baselines on DRNet, VCNet assessed using PEHE error on continuous datasets. We
compute the difference in error for two different values of Lo penalty, 1 and 10~*. We report differences in mean error and
p-values in brackets for a one-sided paired t-test conducted with L, =1 as the baseline for each model. We see that all the
methods benefit significantly from regularizing the ¢ parameters.

H. Results using Shallow Model Architecture

We performed experiments using the shallow architecture in (Curth et al., 2021). Our main paper featured three layers, each
with 200 neurons, in ¢, and two layers, each with 200 neurons, in p. Here, we conducted an experiment using one layer with
200 neurons in ¢ and one layer with 100 neurons each in the p heads. We show the PEHE-out for the five binary datasets
in Table 14. With this smaller model, PairNet outperforms the baselines by a greater margin than what was reported in our
main paper in Table 1, as indicated by the significance of many p-values in the above table.

Method \ IHDP| ACIC2|  ACIC7| ACIC26]  Twins
TNet 2.04(0.02)[4.14(0.01)] 3.99(0.1)] 3.95(0.06) | 0.32(0.00)
TARNet 1.16 (0.2) | 1.78 (0.24) | 3.88(0.12) | 3.75(0.05) | 0.33 (0.00)
CFRNet 1.34(0.12) | 3.59(0.2)| 4.56(0.02) | 4.49 (0.02) | 0.33(0.00)
RNet 3.0(0.00) | 1.18(0.13) | 5.44(0.00) | 4.91(0.05) | 0.32(0.19)
XNet 2.18(0.03) |3.15(0.07) | 3.88(0.11) | 3.55(0.08) | 0.32(0.02)
FlexTENet 1.35(0.1)| 5.59(0.02) | 4.54(0.03)| 6.4(0.01) | 0.36 (0.00)
DRNet 1.38(0.1) [4.77 (0.11) | 4.51(0.04) | 3.99(0.02) | 0.32(0.10)
DragonNet 1.15(0.2) | 174 (0.25) | 3.89(0.12)| 3.78 (0.04) | 0.33 (0.00)
IPW 1.12(0.23) | 1.69 (0.24) | 3.43(0.3) | 3.43(0.07) | 0.33(0.00)
NearNeighbor | 1.6 (0.08)| 1.2(0.14)| 4.3(0.03)| 4.3(0.00) | 0.32(0.00)
PairNet 0.76 (0.00) | 0.7(0.00) | 3.05(0.00) | 2.36 (0.00) | 0.32(0.00)

Table 14: Performance comparison on shallow model architecture which features one layer with 200 neurons in ¢ and
one layer with 100 neurons each in the ; heads. We show the PEHE-out values with p-values in brackets. We observe that
the performance gains of using pair loss is much more evident on shallow architectures than what was observed on deep
architecture shown in Table 1.
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I. Results on Individual ACIC Versions

The main Table 1 featured aggregated results for the ACIC datasets. We compare the performance of PairNet with other
baselines on each version of the ACIC dataset in Table 15. We see that except on ACIC2, PairNet achieves much better
performance on the remaining datasets.

Method \ ACIC2 \ ACIC7 \ ACIC26
TNet 3.39(0.01) | 3.50(0.1) | 6.00(0.14)
TARNet 1.15(0.68) | 3.49(0.09)| 3.5(0.22)
CFRNet 2.12(0.36) | 4.12(0.01) | 4.12(0.06)
RNet 1.26(0.71) | 5.30(0.00) | 5.25(0.01)
XNet 1.80(0.39) | 3.51(0.07) | 4.60(0.15)
FlexTENet 4.89(0.00) | 4.62(0.00) | 6.60(0.00)
DRNet 2.50-(0.28) | 3.85(0.03) | 3.65(0.16)
DragonNet 1.15(0.68) | 3.49(0.09) | 3.52(0.21)
IPW 1.35(0.59) | 2.85(0.53) | 3.5(0.24)
NearNeighbor | 1.24(0.72) | 4.09(0.00) | 4.10(0.06)
PairNet 1.56(0.00) | 2.89(0.00) | 2.95(0.00)

Table 15: Performance comparison on individual ACIC seeds.

J. Results including PEHE in for continuous datasets

We present the results for PEHE in errors in table 16 for completeness. We observe that both PEHE in and PEHE out errors
exhibit similar trends across the datasets.

THDP News TCGA-0 TCGA-1 TCGA-2
PEHEin| PEHEout| PEHEin| PEHEout| PEHEin| PEHEout| PEHEin| PEHEout| PEHEin| PEHE out
DRNet (Schwab etal., 2020) [ 2.29 (0.00) [ 2.45 (0.00) | 1.42 (0.00) | 1.42 (0.00) [ 0.34 (0.01) [ 0.34 (0.01) [ 0.26 (0.07) [ 0.26 (0.08) [ 0.24 (0.02) [ 0.24 (0.02)
PairNet (DRNet) 2.03(0.00) | 2.27(0.00) | 1.21(0.00) | 1.32(0.00) | 0.26(0.00) | 0.26(0.00) | 0.22(0.00) | 0.22(0.00) | 0.21(0.00) | 0.21(0.00)
VCNet (Nie et al., 2021) 1.59 (0.00) [ 1.73 (0.02) [ 1.13(1.00) | 1.24(1.00) | 0.25 (0.57) [ 0.25 (0.57) | 0.22 (0.45) | 0.22 (0.45) | 0.21 (0.45) [ 0.21 (0.46)
PairNet (VCNet) 1.43(0.00) | 1.57(0.00) | 1.14 (0.00) | 1.26 (0.00) | 0.25 (0.00) | 0.25 (0.00) | 0.22 (0.00) | 0.22 (0.00) | 0.21 (0.00) | 0.21 (0.00)

Table 16: Performance of PairNet losses on DRNet, VCNet assessed using PEHE error on continuous datasets. We report
mean and p-values within brackets for a one-sided paired t-test conducted with PairNet as the baseline.

TCGAO
1352

TCGA2
1352

0.46 (0.44)
0.46 (0.00)

5410

0.25(0.51)
0.26 (0.00)

541 5410

0.28 (0.14) | 0.43 (0.02) | 0.45 (0.52)
0.25 (0.00) | 0.27 (0.00) | 0.45 (0.00)

Table 17: PEHE out error for VCNet

541

0.58 (0.13)
0.49 (0.00)

Trn. Size

Factual
PairNet

‘ Random ‘ PairNet’s ¢ ‘ )

0.45(0.42) | 0.46 (0.52) | 0.45 (0.00)
1.26 (0.88) | 1.53(0.84) | 0.69 (0.00)
2.28(0.57)| 2.27 (0.60) | 2.29 (0.00)
1.57(0.49) | 1.56 (0.51) | 1.57 (0.00)

Table 18: PEHE out error for various schemes of deriving pairs both the binary and continuous treatment settings assessed
across five seeds. Overall we observe that PairNet is not sensitive to the different choices, except in the ACIC-2 dataset when
the 1) performs the best.

IHDP

ACIC-2

THDP (DRNet)
IHDP (VCnet)
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PairNet

A B |
PEHEin | 0.98(0.00) | 1.01(0.48) | 1.00(0.49) | 1.03(0.47) | 1.03(0.47)
PEHE out | 0.58(0.00) | 0.61(0.47) | 0.60(0.48) | 0.64 (0.44) | 0.61 (0.47)

Table 19: PEHE error on synthetic data under different pairing strategies for PairNet. Strategy A which relies on relevant
covariates for pair construction outperforms other approaches highlighting the importance of a good embedding function.

A+B ‘ Random Factual

K. Impact of Embedding Function for Pairing

PairNet uses embeddings ) (x) to calculate distances when creating pairs. We evaluate the impact of different embedding
functions on performance for both real and synthetic data and show the importance of a good distance measure. We consider
three variants of embedding function: (a) Random: pairs are selected arbitrarily, (b) Factual ¢: uses embeddings from a
pre-trained model, trained solely using the factual loss. (c) PairNet’s ¢: pairs are generated at each epoch using distances
computed on PairNet’s representation network ¢, trained up to that epoch.

The results are shown in table 18. For IHDP, we see that PairNet exhibits resilience to different choices for the embedding
function. Similar trends are seen for most other datasets (not shown here). However, for the second version of the the ACIC
dataset, we notice that the use of 1 leads to a significant reduction in error over random selection. This indicates that finding
a good distance measure for samples can boost the performance of our algorithm but even for a poor measure we do not do
worse than random selection in most cases.

L. Correct Pairing Boosts PairNet

We further conduct a toy experiment to bring out the point that finding correct pairs boosts PairNet’s performance while
arbitrary pairing does not hurt beyond a factual model. We considered i.i.d. Gaussian covariates x € R1°. We assumed ¢, 41
to be 3-degree polynomials such that their difference 7 is of degree-2. Suppose 10,441 solely depends on the first 5 covariates,
we test four distance measure variants for pair computation in PairNet: (1) A - computes distances using x[0:5] (2) B - uses
irrelevant covariates x[5: 10] (3) A+B uses all covariates (4) Random - arbitrary pairing

As expected, PairNet-A outperforms others, emphasizing the significance of nearby pairing and a robust distance measure.
This observation aligns with PairNet’s ¢r, extracting predictive features for 1, analogous to x[0: 5] here.

To avoid over-representation of certain examples while pairing, we also considered techniques like Optimal Transport, but
they did not perform much better than the presented approaches.

M. Details on the Code

We have uploaded the code with our supplementary material. The code is accompanied by a README . MD that specifies
the installation instructions, and directions on how to run the code.

N. Limitations
These are the main limitations of our work:

1. PairNet imposes losses only on the factual observed outcomes. Therefore, even for the cases where distant examples are
paired, its performance is not expected to degrade beyond models trained solely on factual losses. We face the following
challenges in finding good pairs:

- There should be an adequate number of proximate pairs in the observational dataset for PairNet to find them.

- The requirement for proximal pairs with opposite treatments in the training data is mitigated by the overlap
assumption that is generally made for causal inference tasks. Overlap states that P(t|X) >0 Vt € T. However, with
finite observational datasets, this assumption may not hold for certain covariates, resulting in the pairing of distant ones.

2. Another limitation arises when opting to apply losses to more than one pair (num,/ > 1) for each observed sample. This
results in a computational time increase, albeit only linearly proportional to num,.. Furthermore, generating pairs may be
time-consuming, especially when dealing with large datasets. Nevertheless, efficient techniques such as FAISS (Johnson
etal., 2019) can be employed to perform the pairing efficiently.
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