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Abstract

Language models (LMs) like GPT-4, are adept001
in tasks ranging from text generation to ques-002
tion answering. However, their decision pro-003
cess lacks of transparency due to complex004
model structures and millions of parameters.005
This hinders user trust on LMs, especially in006
safety-critical applications. Due to the opaque007
nature of LMs, a promising approach for ex-008
plaining how they work is by generating ex-009
planations on a more transparent surrogate010
(e.g., a knowledge graph (KG)). Such works011
mostly exploit attention weights to provide ex-012
planations for LM recommendations. How-013
ever, pure attention-based explanations lack014
scalability to keep up with the growing com-015
plexity of LMs. To bridge this important016
gap, we propose LMExplainer, a knowledge-017
enhanced explainer for LMs capable of pro-018
viding human-understandable explanations. It019
is designed to efficiently locate the most rel-020
evant knowledge within a large-scale KG via021
the graph attention neural network (GAT) to022
extract key decision signals reflecting how023
a given LM works. Extensive experiments024
comparing LMExplainer against eight state-025
of-the-art baselines show that it outperforms026
existing LM+KG methods and large LMs027
(LLMs) on the CommonsenseQA and Open-028
BookQA datasets. We compare the expla-029
nation generated by LMExplainer with other030
algorithm-generated explanations as well as031
human-annotated explanations. The results032
show that LMExplainer generates more com-033
prehensive and clearer explanations.034

1 Introduction035

Pre-trained language models (LMs) have recently036

attracted significant attention due to their im-037

pressive state-of-the-art (SOTA) performance on038

various natural language processing (NLP) tasks039

(Brown et al., 2020; Liu et al., 2023; Wei et al.;040

Zhou et al., 2022; Li et al., 2022). These tasks in-041

clude language translation (Conneau and Lample,042
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Figure 1: LMExplainer demystifies the decision-
making process of LMs for better human understanding.
It includes a graph surrogate for structural reasoning,
attention-based interpretation for decision rationales,
and an explanation generator that provides explanations
of “why-choose” and “why-not-choose” to bridge the
gap between LMs and human understandability.

2019), text generation (Mireshghallah et al., 2022), 043

and text classification (Raffel et al., 2020), among 044

others. One of the main advantages of LMs is their 045

ability to capture the nuances and the complexity 046

of human languages. 047

However, a major limitation of LMs is a lack of 048

interpretability (Meng et al., 2022). It is often diffi- 049

cult to provide explanations about their “black box” 050

decision-making processes. LMs use techniques 051

such as attention mechanisms, which allow them to 052

focus on specific parts of the input data when mak- 053

ing decisions (Vaswani et al., 2017; Devlin et al., 054

2019; Liu et al., 2019a). These mechanisms can be 055

difficult for people to understand, as they produce 056

abstract and non-transparent internal learning repre- 057

sentations (Jain and Wallace, 2019). For example, a 058

model embedding might capture relationships and 059

meanings as a result of passages through millions 060

of neurons. However, such meanings might not 061

be immediately apparent to humans. This lack of 062

interpretability poses a challenge to mission criti- 063
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cal domains (e.g., healthcare (Loh et al., 2022) and064

online education (Zytek et al., 2022)) as it hampers065

users’ trust on the recommendations made by the066

models.067

Due to the opaque nature of LMs, a promising068

approach for explaining how they work is by gen-069

erating explanations on a more transparent surro-070

gate (e.g., a knowledge graph (KG)). (Geng et al.,071

2022) leverages a KG as a submodel to enhance072

the explainability of LM-based recommendations.073

Such methods provide insights into how to inter-074

pret the complex model by translating it into more075

comprehensible counterparts. Attention-based ex-076

planations have also gained significant attention.077

For instance, (Vig, 2019) proposes a visualizing078

method for attention in the LM, enhancing our un-079

derstanding of how these models allocate focus080

across input tokens. However, (Zini and Awad,081

2022) pointed out that attention is not equal to ex-082

planation. Individual token representations are not083

enough. A surrogate that maps tokens to specific084

knowledge elements that align with the reasoning085

process of the LM is imperative.086

In this paper, we explore the potential of using087

explanations to serve two purposes (Figure 1): 1)088

helping humans in understanding the model,089

and 2) enhancing the model’s understanding of090

the task at hand through interpretation during091

the explanation process. In this paper, explanation092

refers to explaining the model’s decision-making in093

a human-understandable way, while interpretation094

refers to understanding the internal workings of the095

model. To address the limitations of current ap-096

proaches, we propose the LMExplainer approach.097

It is a novel method for explaining the recommen-098

dations made by LMs. It is designed to efficiently099

locate the most relevant knowledge within a large-100

scale KG via the graph attention neural network101

(GAT) (Veličković et al., 2018) to extract key de-102

cision signals reflecting the rationale behind the103

recommendations made by LMs.104

We experimentally evaluate LMExplainer on105

the question-answering (QA) task using the Com-106

monsenseQA (Talmor et al., 2019) and Open-107

BookQA (Mihaylov et al., 2018) datasets. The108

results demonstrate that LMExplainer outperforms109

SOTA LM+KG QA methods and large LMs110

(LLMs) on CommonsenseQA and OpenBookQA.111

Furthermore, we demonstrate that LMExplainer is112

capable of providing useful insights on the reason-113

ing processes of LMs in a human understandable114

form, surpassing prior explanation methods. To the 115

best of our knowledge, LMExplainer is the first 116

work capable of leveraging graph-based knowledge 117

in generating natural language explanations on the 118

rationale behind LM behaviors. 119

2 Related Work 120

Post-hoc explanation methods have attracted sig- 121

nificant attention in NLP research in recent years. 122

Ribeiro et al. proposed LIME, which generates 123

explanations by approximating the original model 124

with a local sample and highlights the most im- 125

portant features. Guidotti et al. extended it with a 126

decision tree classifier to approximate deep mod- 127

els. However, they cannot guarantee that the ap- 128

proximations are accurate representations of the 129

original model due to inherent limitations of deci- 130

sion trees. Thorne et al. generate concepts of clas- 131

sifiers operating on pairs of sentences, while Yu 132

et al. generate aspects as explanations for search 133

results. Kumar and Talukdar used positive labels to 134

generate candidate explanations, while Chen et al. 135

used contrastive examples in the form of “why A 136

not B” to distinguish between confusing candidates. 137

Different from prior work, we integrate reasoning 138

features and concepts into LMExplainer to explain 139

LM behaviors. 140

Recently, language models (LMs) such as 141

RoBERTa (Liu et al., 2019a), Llama (Touvron et al., 142

2023a) and GPT-4 (OpenAI, 2023) have achieved 143

impressive results. However, these models lack 144

interpretability, which can hinder their adoption 145

in mission critical real-world applications. Previ- 146

ous interpretable frameworks (Ribeiro et al., 2016; 147

Sundararajan et al., 2017; Smilkov et al., 2017; 148

Ding and Koehn, 2021; Swamy et al., 2021) can 149

be applied to LMs. However, they often rely on 150

approximations and simplifications of the original 151

models, which can result in discrepancies between 152

the model behaviours and the explanations. In con- 153

trast, LMExplainer explains LMs by illustrating 154

the model reasoning process. 155

KGs are increasingly adopted as a means to im- 156

prove the interpretability and explainability of LMs 157

(Huang et al., 2022; Yasunaga et al., 2021; Huang 158

et al., 2019; Liu et al., 2019b). KGs are structured 159

representations of knowledge, and can be used to 160

capture complex semantic relationships that are dif- 161

ficult to represent in traditional LMs (Ji et al., 2021). 162

(Zhan et al., 2022a) retrieves explainable reasoning 163

paths from a KG and uses path features to predict 164
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the answers. (Yasunaga et al., 2021) integrates the165

KG into the model, enabling the model to reason166

over structured knowledge and generate more inter-167

pretable predictions. However, these explanations168

can be inconsistent and accurate representations of169

the model reasoning process. In addition, they are170

difficult for humans to understand as they are being171

represented in a graph-based format. By drawing172

upon insights from prior works, LMExplainer em-173

ploys graph embedding to generate explanations to174

address these limitations.175

3 The Proposed LMExplainer Approach176

The LMExplainer architecture is shown in Fig-177

ure 2. It consists of three main steps: (1) key178

element extraction and building (Section 3.2),179

(2) element-graph interpretation (Section 3.3),180

and (3) explanation generation (Section 3.4). In181

the first step, we extract the relevant elements from182

the input data and the knowledge retrieved from183

the KG, and build an element-graph representa-184

tion. In the second step, we leverage GAT to in-185

terpret the element-graph and identify the reason-186

elements behind LM predictions. In the third step,187

we design an instruction-based method to gen-188

erate human-understandable explanations of the189

decision-making process based on the identified190

reason-elements. LMExplainer is flexible and ap-191

plicable to a range of LMs (e.g., RoBERTa (Liu192

et al., 2019a), GPT-2 (Radford et al.), and Llama-2193

(Touvron et al., 2023b)).194

3.1 Task Definition195

We define the task of generating reasoning-level196

explanations for inferences made by LMs. As an197

example, we use a QA task. Given a pre-trained198

LM fLM with input question q, answer choice set199

A and predicted answer y′ ∈ A, the goal is to200

generate an explanation E0 for why fLM chooses201

y′ and an explanation E1 for why fLM does not202

choose other options A \ {y′}. This task can be203

expressed as:204

(E0, E1)← GenerateExplanation(fLM , q,A, y′).
(1)205

3.2 Key Elements Extraction and Building206

Certain key elements can significantly influence the207

reasoning process of LMs. To capture these essen-208

tial elements, we first tokenize a set of sentences209

{q}∪A into tokens {x1, x2, . . . , xn}. Let z denote210

this set of resulting tokens. Figure 2 illustrates the211

“Input Content [z]”. The tokens z are then used 212

to construct a multi-relational graph, following the 213

approach from Yasunaga et al.. Firstly, the L-hop 214

neighbor Gk of z is extracted from ConceptNet 215

(Speer et al., 2017) to integrate external knowledge, 216

following the approach from (Feng et al., 2020). 217

However, Gk can still contain a large number of 218

edges, which lead to a huge reasoning space. Our 219

main goal is therefore to construct a relevant sub- 220

graph of Gk, referred to as the element-graph Ge. 221

This allows us to identify essential elements that 222

play a key role, and analyze the relations among 223

them. We integrate the embedding from LMs to 224

guide the pruning for Gk. Specifically, for every 225

node v in Gk, we define an associated score for 226

pruning purposes, which is expressed as: 227

vscore = fprob(zemb, vemb), (2) 228

where fprob is the probability computation func- 229

tion of the pre-trained LM, zemb and vemb are the 230

embeddings derived from textual representations of 231

z and v respectively, are concatenated to fprob. The 232

score captures the correlation between the node v 233

and input content z, and is used to remove irrel- 234

evant nodes. We select the top K nodes based 235

on their scores. The resulting pruned graph is de- 236

noted by Ge, which is referred to as the element- 237

graph. We outline the procedure for constructing 238

the element-graph in the Appendix (Algorithm 1). 239

3.3 Element-Graph Interpretation 240

Given an element-graph Ge, we follow (Ya- 241

sunaga et al., 2021) to extract the representation 242

for graph reasoning. The method leverages the 243

GAT (Veličković et al., 2018) to preserve the struc- 244

ture and context of the input through the connec- 245

tions between the nodes. Veličković et al. use the 246

graph attention operation to take a set of node fea- 247

tures as input and output a corresponding set of new 248

node features. Formally, the input to the kth atten- 249

tion layer is denoted as hk = {hk1, hk2, . . . , hkN}, 250

where hkj ∈ RF is the intermediate feature for 251

node vj , F is the input feature size and N is 252

the number of nodes in the graph. The attention 253

layer outputs a new set of corresponding node fea- 254

tures, hk+1 = {hk+1,1, hk+1,2, . . . , hk+1,N} with 255

hkj ∈ RF
′
. 256

A parameterized transformation m : RF −→ RM 257

is first applied to hk to generate the transformation 258

m(hk). A parameterized self-attention mechanism 259

a : RF × RF −→ R is then used to obtain atten- 260

tion scores on hk. To retain structural information 261
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 Input Context [ ]: z

[ ] What is someone doing if he or 
she is sitting quietly and his or 
her eyes are moving?                        
[ ] A. reading B. meditate C. fall 
asleep D. bunk E. think

q

𝒜

KG Retrieval MLP

Answer Selection

 Ranked Reason-elements: 
1. quiet chattering mind, 
2. not making sound,      
3. mind focuses,          
4. glasses for people 
with poor eyesight,            
5. war

z

q a
n

 Explanation (why-choose): 
Since the person is described as sitting quietly 
and their eyes are moving, it is likely that they 
are engaged in a visual activity. Based on the 
keyword ”glasses for people with poor eyesight”, 
option ”A. reading” is the most likely answer, as 
reading is a common visual activity that requires 
focusing one’s eyes on a page and is often aided 
by glasses for people with poor eyesight.

 Instruction-based Explanation Generation - Stage 1: 
Q: [ ], A: [ ], R: [ ]x y′ 𝒦

 Explanation (why-not-choose): 
The other options, such as ”B. meditate” or ”C. 
fall asleep”, involve closing one’s eyes or 
having a still mind, so it is unlikely that the 
person is doing either of those activities if 
their eyes are moving. Similarly, ”D. bunk” 
and ”E. think” do not seem to be related to the 
visual activity of having one’s eyes move while 
sitting quietly.

P: [ ], T: [ ]E0 𝒜∖{y′ }
 Instruction-based Explanation Generation - Stage 2: 

(1) Key Element Extraction and Building (2) Element-graph Interpretation (3) Explanation Generation (+Prediction) 

(3) Explanation Generation 

Subgraph GATGNN

(Large) LM - Encoder

Explanation Generator 
(LLM)

Figure 2: The LMExplainer architecture. Given an input content z, we first generate language embeddings using a
pre-trained LM. Simultaneously, it retrieves relevant knowledge from a KG to construct a subgraph. The language
embeddings and subgraph are then combined to obtain GNN embeddings. This combined representation is then
passed through a GAT to obtain the attention. The attention serves two purposes. Firstly, it weighs the importance
of the GNN embeddings and is used with the language embeddings for the final prediction. Secondly, they are used
to generate explanations by highlighting the most important parts of the reasoning process.

within the graph, attention scope for node vi is lim-262

ited to nodes in its 1-hop neighborhood which is263

denoted as Ni. Furthermore, the attention scores264

are normalized over the neighborhood Ni to gener-265

ate attention coefficients:266

αij =
exp(a(hki, hkj))∑

vl∈Ni

exp(a(hki, hkl))
. (3)267

The output feature hk+1,i is an attentive linear268

combination of neighboring features with an op-269

tional activation:270

hk+1,i = σ(
∑

vj∈Ni

αijm(hkj)) (4)271

We build the graph reasoning network based on272

the above graph attention operation. Specifically,273

we employ a parameterized MLP fm for feature274

transformation. This MLP fm explicitly associates275

the node vi with its neighboring nodes vj ∈ Ni by276

processing the feature hki, the recorded node type277

ui of node vi and the recorded relation types rij278

to vj , all of which are sourced from the element-279

graph. The attention scores αij are computed us-280

ing another parameterized MLP that takes features281

hki, hkj , node and relation types ui, rij and node282

scores of vi and vj as input. The detailed informa-283

tion can be found in the Appendix C.284

The output activation is implemented as a third285

2-layer parameterized MLP fσ and the output fea-286

tures are thus obtained by: 287

hk+1,i = fσ(
∑

vj∈Ni

αijm(hkj , ui, rij))+hkj , (5) 288

where the output feature size is the same as the 289

input feature size. The initial input features h0 is 290

obtained by a linear transformation of node embed- 291

dings vemb. 292

3.3.1 Learning and Inference 293

In our task, each question q is associated with 294

a set of answer choices A, with only one being 295

the correct answer. We leverage the information 296

from the LM embedding and the node embed- 297

ding from the element-graph. Specifically, we 298

define the probability of choosing an answer as 299

P (a|q) ∝ exp(MLP(HLM ,hK ,αK)), where hK 300

is the output features and αK is the last-layer at- 301

tention coefficients of a K-layer graph reasoning 302

network given Ge as input, and HLM is the repre- 303

sentation embedding from LM. The corresponding 304

nodes (i.e., the reason-elements) in Ge are used to 305

generate textual explanations about the decision- 306

making process of the LM. We optimize the model 307

by minimizing the cross-entropy loss. 308

3.4 Attention-aware Explanation Generation 309

The LMExplainer explanation generator consists 310

of two steps: 1) explanation component extraction, 311

and 2) instruction-based explanation generation. 312
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System
Prompt

You’re a professional researcher in NLP.
Write it step by step.

Q Question content is...

A The predicted choice is...

R
According to the model top reason-elements +
K + explain the model reasoning process with “since...”

P According to...

T
Explain why the model doesn’t choose other options
with “The other potential choices...”

Table 1: The instructions for explanation generators.

3.4.1 Explanation Component Extraction313

We first extract the key components that are es-314

sential to the LM decision-making process. These315

key components consist of the final answer, reason-316

elements and the attention α. The final answer and317

reason-elements are used to trace the important318

explanation nodes. The attention is used to sort319

the nodes and select the top w nodes most relevant320

to the decision. Each node represents an element,321

so we have w most important components for the322

explanation. We use K to represent the set of ex-323

tracted key components. The output, E, is a natural324

language explanation. We outline the procedure to325

interpret the element-graph and extract the reason-326

elements in the Appendix (Algorithm 2).327

3.4.2 Instruction-based Explanation328

Generation329

We integrate the key component set K into our330

instruction-based explanation generator. To guide331

the generation of explanations, we leverage a set332

of predefined structures, including the input con-333

tent z, model predicted output y′, the trigger sen-334

tences, and the extracted key components K. The335

LMExplainer explanation generation involves two336

stages: (1) why-choose for explaining why the337

model chose the specific answer, and (2) why-338

not-choose for explaining why the model did not339

choose the other explanations. In the why-choose340

stage, we use instructions in the form of “Q: [z],341

A: [y′], R: [K]”. The why-choose explanation is342

denoted as E0. In the why-not-choose stage, we use343

instructions in the form of “P: [E0], T: [A \ {y′}]”.344

Q, A, R, P and T are instructions for an explanation345

generator to generate the literal explanations of the346

reasoning process of a given LM. The generator347

outputs a natural language explanation in the form348

of a sentence or a paragraph. The details of our349

instruction are shown in Table 1.350

4 Experimental Evaluation 351

4.1 Experiment Settings 352

In our experiments, we use the CommonsenseQA 353

(Talmor et al., 2019) and OpenBookQA (Mihaylov 354

et al., 2018) datasets to evaluate the performance of 355

the candidate approaches. CommonsenseQA con- 356

sists of 12,247 questions created by crowd-workers, 357

which are designed to test commonsense knowl- 358

edge through a 5-way multiple-choice QA task. 359

OpenBookQA consists of 5,957 four-way multiple- 360

choice questions designed to evaluate models’ rea- 361

soning with elementary science knowledge. 362

Our evaluation can be divided into two parts. In 363

the first part, we focus on model performance. 364

We compare LMExplainer with two sets of base- 365

line models on the CommonsenseQA and Open- 366

BookQA datasets. The first set comprises KG- 367

augmented versions of RoBERTa-large. It includes 368

the current SOTA commonsense reasoning method 369

on CommonsenseQA, MHGRN (Feng et al., 2020), 370

KagNet (Lin et al., 2019), GconAttn (Wang et al., 371

2019), RGCN (Schlichtkrull et al., 2018), RN (San- 372

toro et al., 2017), QA-GNN (Yasunaga et al., 2021), 373

GreaseLM (Zhang et al., 2022). The second set con- 374

sists of LLM Llama-2-7B (Touvron et al., 2023b), 375

which demonstrates the capabilities of LMs with- 376

out interpretation. The LMs we used are from 377

Huggingface1. 378

In the second part, we evaluate LMExplainer 379

on explanation ability. To establish a baseline 380

for comparison, two prior works, namely PathRea- 381

soner (Zhan et al., 2022a) and Explanations for 382

CommonsenseQA (ECQA) (Aggarwal et al., 2021), 383

were employed as benchmarks. These works are 384

recognized for providing natural and comprehensi- 385

ble explanations. 386

We train two variants of LMExplainer, each uti- 387

lizing a different language model: RoBERTa-large 388

and Llama-2-7B, respectively. We set our GNN 389

module to have 200 dimensions and 5 layers, where 390

a dropout rate of 0.2 is applied to each layer. We 391

train the model on a single NVIDIA A100 GPU 392

with a batch size of 64. The learning rates for the 393

language model and the GNN module are set to 394

1e − 5 and 1e − 3, respectively. We opt for the 395

RAdam optimizer for RoBERTa-large, while em- 396

ploying AdamW for Llama-2-7B. These settings 397

are adopted in the first part of the evaluation to 398

investigate the performance of the GNN module. 399

1https://huggingface.co/

5



We employ ConceptNet (Speer et al., 2017)400

as our external knowledge source for Common-401

senseQA and OpenBookQA. ConceptNet contains402

a vast amount of information with 799,273 nodes403

and 2,487,810 edges, which provides a valuable re-404

source for improving the accuracy of QA systems.405

We extract the Gk with a hop size of 2, and subse-406

quently prune the obtained graph to retain only the407

top 200 nodes.408

4.2 Results and Discussion409

We present our experimental results in Table 2410

and Table 3, where the accuracy of our pro-411

posed LMExplainer is evaluated on the Common-412

senseQA and OpenBookQA datasets. Our em-413

pirical findings indicate that LMExplainer leads414

to consistent improvements in performance com-415

pared to existing baseline methods on both datasets.416

Specifically, the test performance on Common-417

senseQA is improved by 4.71% over the prior best418

LM+KG method, GreaseLM, 5.35% over the in-419

cluded KG augmented LMs, and 7.12% over fine-420

tuned LMs. The test performance achieves com-421

parable results to the prior best LM+KG method,422

GreaseLM, on OpenBookQA. However, our pro-423

posed LMExplainer utilizing LLM Llama-2 sig-424

nificantly outperforms baseline LM+KG method425

by 8.6%. It is worth noting that LLM Llama-2426

is trained with a huge amount of data, so that427

finetuning LLM Llama-2 without KG is able to428

achieve comparable results to LMExplainer. Be-429

yond achieving high accuracy, our LMExplainer430

also provides transparency in reasoning, enhanc-431

ing human understanding of the decision-making432

process.433

To more thoroughly understand the influence of434

various components of LMExplainer on its overall435

performance, we have conducted a ablation study436

in Appendix E.437

4.3 Explanation Results438

Our explanation results are in Table 4. The LM439

fLM used in our explanation is RoBERTa-large,440

paired with GPT-3.5-turbo (Ouyang et al., 2022) as441

the explanation generator. It should be noted that442

this fLM serves as a representative example and443

can be replaced with other LMs as required. To fur-444

ther demonstrate the effectiveness of our approach,445

we compare it with two SOTA methods, PathRea-446

soner (Zhan et al., 2022b) and ECQA (Aggarwal447

et al., 2021). PathReasoner utilizes structured infor-448

mation to explain the reasoning path, while ECQA449

Method IHdev-Acc. IHtest-Acc.

Baselines (Feng et al., 2020)
MHGRN (2020) 73.69% 71.08%
KagNet (2019) 73.47% 69.01%
GconAttn (2019) 72.61% 68.59%
RGCN (2018) 72.69% 68.41%
RN (2017) 74.57% 69.08%

Baselines (our implementation)
GreaseLM (2022) 76.17% 72.60%
QA-GNN (2021) 74.94% 72.36%
Llama-2-7B (w/o KG) (2023) 81.49% 78.24%

LMExplainer (RoBERTa-large) 77.97% 77.31%
LMExplainer (Llama-2-7B) 82.88% 77.36%

Table 2: Comparative performance of LMExplainer
on CommonsenseQA In-House Split: Our model sur-
passes all baselines, achieving accuracies of 77.97% and
77.31% with RoBERTa-large, and 82.88% and 77.36%
with Llama-2-7B on IHdev and IHtest, respectively.
While the LMExplainer (Llama-2-7B) closely matches
the performance of Llama-2-7B, it offers the benefit of
explainability.

Method Dev-Acc. Test-Acc.

Baselines (Feng et al., 2020)
MHGRN (2020) 68.10% 66.85%
GconAttn (2019) 64.30% 61.90%
RGCN (2018) 64.65% 62.45%
RN (2017) 67.00% 65.20%

Baselines (our implementation)
GreaseLM (2022) 71.80% 70.80%
QA-GNN (2021) 63.00% 59.80%
Llama-2-7B (w/o KG) (2023) 80.60% 78.40%

LMExplainer (RoBERTa-large) 69.20% 68.00%
LMExplainer (Llama-2-7B) 80.80% 79.40%

Table 3: Performance Comparison on OpenBookQA:
LMExplainer demonstrates competitive results against
various baselines, closely matching the top-performing
GreaseLM. Notably, while GreaseLM is optimized for
accuracy in QA tasks, LMExplainer focuses on explain-
ing the reasoning process behind its answers. Especially,
the version integrated with Llama-2-7B achieves the
best performance, combining high accuracy with the
added value of explainability.

first is created by human-annotated explanations 450

and then leverages a generation model to organize 451

the final explanation. 452

As illustrated in Table 4 and Table 6 (com- 453

plete results), PathReasoner presents four reason- 454

ing paths, including redundant paths, making it 455

difficult to identify the faithful reasoning path. The 456

ECQA consists of human-annotated explanations 457

that provide highly accurate descriptions of the rea- 458

soning process. However, its explanations are sim- 459

ply a combination of positive and negative exam- 460
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Input Questions Q: What is someone doing if he or she is sitting quietly and his or her eyes are moving?
A. reading B. meditate C. fall asleep D. bunk E. think

Label A. reading

Results of Our Approach - LM

Ranked Reason-elements 1. quiet chattering mind, 2. not making sound, 3. mind focuses,
4. glasses for people with poor eyesight, 5. war

Explanation (why-choose)

Since the person is described as sitting quietly and their eyes are moving,
it is likely that they are engaged in a visual activity.

Based on the keyword “glasses for people with poor eyesight”,
option “A. reading” is the most likely answer,
as reading is a common visual activity that requires focusing one’s eyes on a page

and is often aided by glasses for people with poor eyesight.

Explanation (why-not-choose)

The other options , such as “B. meditate” or “C. fall asleep” ,
involve closing one’s eyes or having a still mind,
so it is unlikely that the person is doing either of those activities if their eyes are moving.

Similarly, “D. bunk” and “E. think” do not seem to be related to the visual activity of
having one’s eyes move while sitting quietly.

Explanation of Others

PathReasoner
(Zhan et al., 2022a) quietly [related to] quiet [at location] a library [used for] reading

ECQA
(Aggarwal et al., 2021) While meditating and sleeping, eyes don’t move, eyes are closed.

Table 4: Explanation examples of LMExplainer (using GPT-3.5-turbo as explanation generator), PathReasoner and
ECQA. We show the different types of explanations, including ranked reason-elements, why-choose explanations
and why-not-choose explanations. The explanations for why-choose, present the model reasoning process in a
logical way, while for why-not-choose show the model why does not choose other answers, which enhances the
transparency and interpretability of the reasoning process for humans. We use green and blue to highlight the logical
connectives and reasoning framework, respectively. The complete results of comparison methods are shown in
Appendix (Table 6).

ples provided by humans, which fails to illustrate461

the actual decision-making process of the model.462

In contrast, our explanations are not a mere com-463

bination of sentences but are inferred and logically464

derived. LMExplainer provides a more compre-465

hensive and accurate depiction of the reasoning pro-466

cess and improves the overall interpretability and467

usefulness of the generated explanations. In addi-468

tion, the why-not-choose explanation explains why469

the model does not choose other answers, which470

gives people a better understanding of the model’s471

reasoning process and increases the transparency472

of the model. For an in-depth understanding, a473

detailed case study is available in Appendix D.474

4.3.1 Evaluation of Explanation475

We evaluate the quality of explanations with three476

approaches: human expert review, crowdsourcing,477

and automated methods. Our expert panel consists478

of individuals with graduate-level education, taught479

in English, and a minimum of three years of re-480

search experience in NLP. We also hire 50 general481

users through the crowdsourcing platform Prolific 2, 482

ensuring a gender-balanced participant pool of na- 483

tive English speakers, all possessing at least a high 484

school education. For automated evaluation, we 485

utilize GPT-3.5-turbo and GPT-4 to further validate 486

the explanations. We randomly select 20 QA pairs 487

from CommonsenseQA dataset, using RoBERTa- 488

large as the LM (fLM ) and GPT-3.5-turbo as the 489

explanation generator. The evaluation follows the 490

methodology in (Hoffman et al., 2018) and involves 491

eight evaluative dimensions: overall quality, clarity, 492

credibility, satisfaction, detail adequacy, relevance, 493

completeness, and accuracy. Participants rate these 494

aspects using a three-point Likert scale, and scores 495

are normalized to a range [0, 1], with higher scores 496

indicating better quality. 497

The scores are shown in Table 5. Human ex- 498

perts highly commend the Understandability, Trust- 499

worthiness, and Completeness (above 0.95) of our 500

explanations. They acknowledge our adeptness 501

2https://www.prolific.com
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Overall Quality Understandability Trustworthiness Satisfaction Sufficiency of detail Irrelevance Completeness Accuracy

Human Experts 0.91 0.97 0.95 0.89 0.98 0.85 0.97 0.93
Crowdsourcing 0.85 0.89 0.86 0.80 0.83 0.60 0.81 0.85

GPT-3.5 0.98 0.98 0.98 0.98 0.98 0.53 0.98 0.98
GPT-4 0.90 0.93 0.87 0.87 0.88 0.69 0.87 0.88

Table 5: Evaluation by automated evaluator GPT-3.5-turbo, GPT-4, human experts, and crowdsourcing on 8
evaluation metrics.

in producing comprehensive and reliable explana-502

tions. The crowdsourcing results are slightly lower503

across all metrics. This outcome potentially mir-504

rors the diverse and less specialized viewpoints of505

the general public. Overall, the general users are506

able to understand how LMs reason through our507

explanations. Automated evaluators GPT-3.5-turbo508

and GPT-4 deliver assessments of our explanations’509

quality closely aligned with human experts, exhibit-510

ing consistent evaluation across key metrics. GPT-511

3.5-turbo agrees with our strong performance in512

Overall Quality, Understandability, and Accuracy,513

with each scoring 0.98. Similarly, GPT-4 gives a514

comparable evaluation, with its highest score in515

Understandability (0.93).516

The notably lower scores in “Irrelevance” in-517

dicate incorrect inferences result in irrelevant in-518

formation in our explanations. This issue, easily519

identified by evaluators, highlights a potential area520

for future human-centered explanations.521

These results highlight the high quality of our522

explanations. The consistency across key metrics523

emphasises the effectiveness and reliability of the524

explanations generated by LMExplainer. The de-525

tails of the automated evaluation process and ques-526

tionnaires are outlined in Appendix G.527

4.3.2 Impact of Explanation Generators528

In this section, we investigate the robustness of529

LMExplainer against variations in explanation gen-530

erators. We focus on three generators: Llama-2-531

70B (Touvron et al., 2023a), GPT-3.5-turbo, and532

GPT-4. We present the results in Figure 3.533

Due to the limited space, we include detailed534

results in the Appendix F. The explanations gen-535

erated by the three models are largely consistent536

in semantic meaning, demonstrating that under our537

constrained prompt instruction, these models pri-538

marily functioned as “translators”. They convert539

the reasoning process into human-understandable540

language. However, it is important to note that541

the capability of the generator influenced the read-542

ability of the explanations. For instance, Llama-2543

tends to produce more repetitive language (in red),544

while GPT-3.5-turbo and GPT-4 show consistency545

The model predicted that the person is "A. reading" 
because: 
Since the person is sitting quietly with their eyes 
moving, it is likely that they are engaged in a 
quiet activity that requires focus and attention. 
Since reading involves the use of glasses for 
people with poor eyesight and can be done silently 
without making a sound, it fits the given 
description. Since the person's mind is focused and 
not making sound, it suggests that they are 
concentrating on a task, such as reading. Since war 
is not related to the context of a person sitting 
quietly, it can be eliminated as an option. 
Therefore, based on these reasons, the model 
predicted that the person is “reading”.

The model predicts "A. reading" as the correct 
choice, primarily because the scenario described 
involves someone sitting quietly with their eyes 
moving. This behavior is typically associated with 
reading, where the eyes move across text silently. 
The top reason-words support this decision: 
1. "quiet chattering mind" and "not making sound" 
suggest a silent, internal activity, like reading. 
2. "mind focuses" aligns with the concentration 
often required for reading. 
3. "glasses for people with poor eyesight" imply 
that visual aids are used for activities like 
reading. 
4. "war" is less directly related but could be part 
of a reading material's content. 
These reasons collectively indicate that the person 
is engaged in a silent, visually-focused, and 
mentally absorbing activity, which reading 
typically involves. 

GPT-4

Llama2

The model didn’t choose the option “B. meditate” because meditation is a quiet and calm activity 
that requires focus, but it doesn’t necessarily involve the use of glasses or reading. The person 
could be meditating, but the description doesn’t provide enough information to confirm this. 
The model didn’t choose the option “C. fall asleep” because the description states that the 
person is sitting quietly with their eyes moving, indicating that they are awake and engaged in 
an activity. Falling asleep is not consistent with the given description. 
The model didn’t choose the option “D. bunk” because bunking is not a typical activity that a 
person would engage in while sitting quietly with their eyes moving. Bunking implies a more 
active and physical activity, such as hiding or escaping, which doesn’t fit the context of the 
description. 
The model didn’t choose the option “E. think” because thinking is a general activity that doesn’t 
necessarily require the use of glasses or reading. While the person could be thinking, the 
description doesn’t provide enough information to confirm this. 
Therefore, based on the given description and the eliminated options, the model predicted that 
the person is “A. reading”.

The other potential choices were not selected for the following reasons: 
B. Meditate: While meditation involves quietness and mental focus, it typically does not involve 
eye movement as described in the scenario. Meditation is more often associated with closed eyes 
or a fixed gaze, not the active eye movement indicative of reading. 
C. Fall Asleep: Falling asleep usually involves closing the eyes, not moving them actively. The 
described behavior of eye movement is inconsistent with the typical indicators of someone 
falling asleep. 
D. Bunk: The term "bunk" is ambiguous, but it generally refers to being absent from a place 
where one is expected to be (like skipping school or work). The described scenario of sitting 
quietly with moving eyes does not align with the typical understanding of "bunk." 
E. Think: While thinking can occur in a quiet setting with a focused mind, it does not 
specifically involve the active eye movement mentioned in the scenario. Thinking is a broader, 
more internal process and doesn't necessarily manifest in visible eye movements as reading does. 
Therefore, given the specific detail of eye movement in a quiet setting, "reading" aligns most 
closely with the described behavior, leading to its selection over the other options. 

why-choose why-not-choose

Since the person is described as sitting quietly 
and their eyes are moving, it is likely that they 
are engaged in a visual activity.  
Based on the keyword ”glasses for people with poor 
eyesight”, option ”A. reading” is the most likely 
answer, as reading is a common visual activity that 
requires focusing one’s eyes on a page and is often 
aided by glasses for people with poor eyesight.

GPT-3.5

The other options, such as ”B. meditate” or ”C. fall asleep”, involve closing one’s eyes or 
having a still mind, so it is unlikely that the person is doing either of those activities if 
their eyes are moving.  
Similarly, ”D. bunk” and ”E. think” do not seem to be related to the visual activity of having 
one’s eyes move while sitting quietly.

Figure 3: The why-choose explanations generated by
Llama-2-70B and GPT-4. The example of GPT-3.5-
turbo is shown in Table 4. They exhibit a high degree of
semantic consistency. The similarity scores are detailed
in Appendix F. All experimental settings are the same.

and conciseness. Based on these observations, we 546

recommend using GPT-3.5-turbo or GPT-4 as the 547

explanation generator for optimal clarity. 548

5 Conclusions 549

In this paper, we propose LMExplainer, a novel 550

model that incorporates an interpretation module 551

to enhance the performance of LMs while also 552

providing clear and trustworthy explanations of 553

the model’s reasoning. Our explanation results 554

are presented in a logical and comprehensive man- 555

ner, making it easier for humans to understand the 556

model’s reasoning in natural language. Our experi- 557

mental results demonstrate superior performance 558

compared to prior SOTA works across standard 559

datasets in the commonsense domain. Our anal- 560

ysis shows that LMExplainer not only improves 561

the model’s performance but also provides humans 562

with a better understanding of the model. 563
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6 Limitation564

While striving for transparency and thoroughness565

in our approach, we acknowledge certain limita-566

tions inherent in our method. Primarily, our KG567

is dependent on ConceptNet. Therefore, any lim-568

itations or inaccuracies present in ConceptNet di-569

rectly influence the quality and accuracy of the570

explanations generated by our LMExplainer. This571

dependency highlights a potential area for improve-572

ment and emphasizes the need for enhancement of573

the knowledge sources to ensure the reliability and574

validity of our method.575

7 Ethics Statement576

The primary ethical concern in our work relates to577

the use of LLMs for explanation generation. Specif-578

ically, if the explanation generator is of low qual-579

ity or deemed unsafe, it presents a significant risk.580

This could adversely affect the integrity and relia-581

bility of the content and style of the explanations.582

We acknowledge the importance of ensuring the583

quality and safety of the explanation generator to584

maintain ethical standards in our outputs and to585

prevent the dissemination of potentially harmful or586

misleading information.587
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A Algorithms879

Algorithm 1: Construct Element-graph
Data: Input content z
Result: Pruned element-graph Ge

1 begin
2 Gk ← ExtractFromConceptNet(z)

// Extract the L-hop neighbor
from ConceptNet

3 for each node ve in Gk do
4 vscore ← fprob(zemb, vemb)

// Compute score for pruning

5 end
6 Ge ← SelectTopK(Gk) // Prune

based on top K scores
7 return Ge

8 end

Algorithm 2: Element-graph Interpretation
Data: Element-graph Ge containing node

type embedding ui and relation
embedding rij , input z.

Result: Reason-elements
1 begin
2 for each attention layer k in graph

reasoning network do
3 for each node vi in Ge do
4 αij ←

exp(a(hki,hkj ,ui,rij))∑
vl∈Ni

exp(a(hki,hkl))

// Compute attention
coefficient αij

5 hk+1,i ←

fδ

( ∑
vj∈Ni

αijm(hkj , ui, rij)

)
+

hki // Update node
feature

6 end
7 end
8 HLM ← fLM (z) // Forming HLM

9 P (a|q) ∝ exp(MLP(HLM ,hK ,αK))
// Probability of choosing an
answer

10 ReasonElements←
RankNode(Ge,αK)) // Rank
nodes based on the attentions

11 return ReasonElements
12 end

B Other Explanation Examples 880

We demonstrate the complete explanation exam- 881

ple of PathReasoner and ECQA in Table 6. These 882

methods exhibit in an unclear and intricate manner. 883

Such explanations make it hard for humans to un- 884

derstand the decision-making process behind the 885

model. 886

Input Questions
Q: What is someone doing if he or she is sitting quietly and his or
her eyes are moving?
A. reading B. meditate C. fall asleep D. bunk E. think

Label A. reading

Explanation of Others

Path-
Reasoner

quietly [related to] quiet [at location] a library [used for] reading
eyes [used for] reading
eyes [form of] eye [related to] glasses [used for] reading
sitting [related to] sit [related to] relaxing [has subevent] reading

ECQA

Positive examples:
- When we read, our eyes move.
- While reading, a person sits quietly,
Negative examples:
- While meditating, eyes don’t move, eyes are closed,
- While sleeping, eyes are closed and they don’t move,
- When a person bunks, he/she doesn’t sit quietly,
- Eyes don’t move when you think about something.
Explanation:
When we read, our eyes move.
While reading, a person sits quietly.
While meditating and sleeping, eyes don’t move, eyes are closed.
When a person bunks, he/she doesn’t sit quietly.
Eyes don’t move when you think about something.

Table 6: The complete explanation examples of PathRea-
soner and ECQA.

C Details of Element-graph 887

Due to space constraints in the main text, we pro- 888

vide a comprehensive description of the node and 889

relations types, alongside the detailed equations for 890

computing their embeddings. 891

The node-type ui are the one-hot vectors of the 892

node types. The type is according to the node’s ori- 893

gin form, the input content z, question {q}, answer 894

A, or the node in the KG. The ui is transformed 895

into an embedding through a linear transformation 896

for subsequent calculations. 897

The relation type rij is determined using pre- 898

defined templates, which are employed to ex- 899

tract relations from the knowledge triples in the 900

KG (Feng et al., 2020). The embedding rij for the 901

relation is computed for subsequent use: 902

rij = fζ(rij , uij) = fζ(rij , ui, uj), (6) 903

where fζ is a two-layer MLP, uij denotes the con- 904

catenation of ui and uj . 905

The node score vscore is subsequently utilized in 906

its embedded form, calculated by: 907

vscore = fρ(vscore) (7) 908

where fρ is a two-layer MLP. 909
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D Case Study910

In this section, we will present more explanation ex-911

amples generated by LMExplainer, to demonstrate912

the effectiveness of our method. These questions913

are randomly selected from the dataset. By sharing914

these examples, we aim to highlight the broad appli-915

cability and robust performance of LMExplainer916

across diverse contexts. These examples not only917

illustrate the adaptability of our approach but also918

substantiate its validity by demonstrating consistent919

results.920

[Example A]921

Input Question: Where could there by tens of922

thousands of people playing baseball?923

A. America B. Canada C. Pitcher’s mitt D. Park924

E. Sporting goods store925

Label: A. America926

Ranked Reason-elements: 1. bronx new york,927

2. amharic, 3. baseball game, 4. pitcher’s mitt, 5.928

thousand and one.929

Why-choose explanation:930

Since the reason-elements bronx new york,931

baseball game, and thousand and one are associ-932

ated with American baseball culture and history,933

and pitcher’s mitt is specifically related to playing934

baseball, the model predicted that the answer is935

America where there could be tens of thousands of936

people playing baseball.937

Why-not-choose explanation:938

The other potential choices , Canada, park, and939

sporting goods store , are unlikely because940

these locations do not have the same historical941

significance or cultural association with baseball as942

America. Additionally , the word pitcher’s mitt943

suggests an outdoor area where people can944

play baseball, making it even less likely that a945

sporting goods store would be the correct answer.946

[Example B]947

Input Question: What would you see if there948

were different types of flowers near you?949

A. Many colors B. Smell good C. Cover fields950

D. Smell bad E. Continue to grow951

Label: A. Many colors952

Ranked Reason-elements: 1. plant themselves,953

2. flower arrangement, 3. pair of shoes, 4. female954

reproductive part of flower, 5. wisconsin product.955

Why-choose explanation:956

Since the model identified flower arrangement957

and female reproductive part of the flower as top958

reasons, it suggests that the presence of different959

types of flowers would likely result in a variety 960

of colors and arrangements of petals, which aligns 961

with the predicted option of many colors. 962

Why-not-choose explanation: 963

The other potential choices , such as smell good 964

and smell bad , are excluded because the model 965

did not identify any relevant keywords related to 966

scent. Similarly , cover fields and continue to 967

grow are not directly related to the presence of 968

different types of flowers, which is the focus of the 969

question. 970

[Example C] 971

Input Question: Why does someone engage in 972

chatting with friends when they want to workout? 973

A. Fun B. Agreement C. Cell phone D. Answers 974

E. Inspiration 975

Label: E. Inspiration 976

Ranked Reason-elements: 1. assemble clean- 977

ing materials, 2. gain, 3. feeling of comfort, 4. 978

chatoyance, 5. walking. 979

Why-choose explanation: 980

Since the words gain and feeling of comfort 981

suggest a desire to improve oneself during a 982

workout, and assemble cleaning materials and 983

walking imply a pre-workout routine, the model 984

predicts that the reason for engaging in chatting 985

with friends during a workout is inspiration, as 986

it can provide motivation and support to achieve 987

fitness goals. 988

Why-not-choose explanation: 989

The other potential choices , such as fun, agree- 990

ment , and cell phone , are unlikely reasons for 991

engaging in chatting during a workout because 992

they do not offer a clear connection to exercise. 993

Additionally , they do not address the underlying 994

motivation for the workout or the desire to improve 995

oneself. Similarly , the word answers does not 996

align with the context of working out and could be 997

interpreted in various ways, making it an improba- 998

ble option. 999

E Ablation Studies 1000

In this section, we examine the impact of different 1001

components of LMExplainer on its performance. 1002

We evaluated the effects of the size of the LMs, 1003

knowledge components, and interpreting compo- 1004

nents using the CommonsenseQA IHdev and IHtest 1005

datasets. Tables 8, 9 and 7 summarize the ablation 1006

study results. 1007
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Method IHdev-Acc. IHtest-Acc.

RoBERTa w/o itp 68.63% 64.54%
RoBERTa-large w/o itp 73.05% 71.96%

RoBERTa-large + itp 77.97% 77.31%

Table 7: Ablation study on the effect of interpreting
component on model accuracy.

Table 8 shows the impact of the size of LM1008

on LMExplainer. We evaluate the performance of1009

LMs with two different sizes: 1) RoBERTa-large1010

(with 340 million parameters) and 2) RoBERTa1011

(with 110 million parameters). The results show1012

that using a larger LM leads to significant improve-1013

ment in performance, with an increase of 11.71%1014

and 14.30% in model accuracy on the IHdev dataset1015

and the IHtest dataset, respectively.1016

Table 9 shows the impact of the knowledge com-1017

ponent of LMExplainer. We compare the perfor-1018

mance of the LM-only model with and without1019

external knowledge from ConceptNet. only means1020

we only use the LM to predict the answer. + ex-1021

ternal knowledge means the external knowledge is1022

leveraged. We observe that incorporating external1023

knowledge significantly improves the accuracy of1024

the LM prediction, especially on the test set. With1025

external knowledge, the model accuracy on IHdev1026

and IHtest is increased by at least 3.69% and 7.12%,1027

respectively.1028

LM IHdev-Acc. IHtest-Acc.

RoBERTa 66.26% 63.01%
RoBERTa-large (final) 77.97% 77.31%

Table 8: Ablation study on the effect of LM size on
model accuracy.

In Table 7, we analyze the impact of the inter-1029

preting component on LM performance. w/o itp1030

indicates that the interpreting component was not1031

incorporated in the prediction, whereas the + itp in-1032

dicates its presence. We observe that removing the1033

interpreting component leads to a clear decrease1034

in accuracy by at least 4.92% and 5.35% on IHdev1035

and IHtest, respectively. Furthermore, comparing1036

the results of RoBERTa-large only, RoBERTa-large1037

+ itp, and final, we find that the interpreting com-1038

ponent has a greater impact on accuracy than the1039

other components.1040

The ablation highlights the positive contributions1041

of each component of LMExplainer. Specifically,1042

Method IHdev-Acc. IHtest-Acc.

RoBERTa only 62.65% 60.27%
RoBERTa-large only 74.28% 70.19%

RoBERTa-large + external knowledge 77.97% 77.31%

Table 9: Ablation study on the effect of knowledge
component on model accuracy.

we find that the interpreting component plays a 1043

crucial role in enhancing model accuracy and gen- 1044

eralizability on unseen questions. 1045

F Results of Different Generators 1046

In this section, we present a comprehensive analy- 1047

sis of the results from different explanation genera- 1048

tors: Llama-2-70B, GPT-4, and GPT-3.5-turbo. We 1049

focus on evaluating how each generator interprets 1050

and translates the model’s decision-making process 1051

into human-understandable explanations. 1052

The complete experimental results are presented 1053

in Figure 4, where all experiments are conducted 1054

under the same settings. The question is collected 1055

randomly: 1056

• Question: What is someone doing if he or 1057

she is sitting quietly and his or her eyes are 1058

moving? 1059

• Answer Choices: A. reading, B. meditate, C. 1060

fall asleep, D. bunk, E. think. 1061

• Correct Answer: A. reading 1062

We utilize RoBERTa-large as the LM fLM for 1063

this experiment. The fLM correctly predicts the 1064

answer as “A. reading”. Our extracted reason- 1065

elements are: 1. quiet chattering mind, 2. not 1066

making sound, 3. mind focuses, 4. glasses for 1067

people with poor eyesight, 5. war. 1068

To further quantify the semantic similarity be- 1069

tween explanations of Llama-2, GPT-4, and GPT- 1070

3.5, we employ GPT-4 to generate similarity scores. 1071

GPT-4’s advanced language comprehension abil- 1072

ities make it well-suited for this task, offering a 1073

human-like understanding of textual content. The 1074

scores reflect the degree of alignment in content 1075

among the explanations. The score is on a scale 1076

from 0 to 1, where 1 is very similar and 0 is not 1077

similar at all. 1078

<Llama-2> vs. <GPT-4>: 1079

Similarity: Both explanations align in focusing 1080

on the ’reading’ activity, referencing quiet sitting, 1081

eye movement, and glasses use. 1082
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The model predicted that the person is "A. reading" 
because: 
Since the person is sitting quietly with their eyes 
moving, it is likely that they are engaged in a 
quiet activity that requires focus and attention. 
Since reading involves the use of glasses for 
people with poor eyesight and can be done silently 
without making a sound, it fits the given 
description. Since the person's mind is focused and 
not making sound, it suggests that they are 
concentrating on a task, such as reading. Since war 
is not related to the context of a person sitting 
quietly, it can be eliminated as an option. 
Therefore, based on these reasons, the model 
predicted that the person is “reading”.

The model predicts "A. reading" as the correct 
choice, primarily because the scenario described 
involves someone sitting quietly with their eyes 
moving. This behavior is typically associated with 
reading, where the eyes move across text silently. 
The top reason-words support this decision: 
1. "quiet chattering mind" and "not making sound" 
suggest a silent, internal activity, like reading. 
2. "mind focuses" aligns with the concentration 
often required for reading. 
3. "glasses for people with poor eyesight" imply 
that visual aids are used for activities like 
reading. 
4. "war" is less directly related but could be part 
of a reading material's content. 
These reasons collectively indicate that the person 
is engaged in a silent, visually-focused, and 
mentally absorbing activity, which reading 
typically involves. 

GPT-4

Llama2

The model didn’t choose the option “B. meditate” because meditation is a quiet and calm activity 
that requires focus, but it doesn’t necessarily involve the use of glasses or reading. The person 
could be meditating, but the description doesn’t provide enough information to confirm this. 
The model didn’t choose the option “C. fall asleep” because the description states that the 
person is sitting quietly with their eyes moving, indicating that they are awake and engaged in 
an activity. Falling asleep is not consistent with the given description. 
The model didn’t choose the option “D. bunk” because bunking is not a typical activity that a 
person would engage in while sitting quietly with their eyes moving. Bunking implies a more 
active and physical activity, such as hiding or escaping, which doesn’t fit the context of the 
description. 
The model didn’t choose the option “E. think” because thinking is a general activity that doesn’t 
necessarily require the use of glasses or reading. While the person could be thinking, the 
description doesn’t provide enough information to confirm this. 
Therefore, based on the given description and the eliminated options, the model predicted that 
the person is “A. reading”.

The other potential choices were not selected for the following reasons: 
B. Meditate: While meditation involves quietness and mental focus, it typically does not involve 
eye movement as described in the scenario. Meditation is more often associated with closed eyes 
or a fixed gaze, not the active eye movement indicative of reading. 
C. Fall Asleep: Falling asleep usually involves closing the eyes, not moving them actively. The 
described behavior of eye movement is inconsistent with the typical indicators of someone 
falling asleep. 
D. Bunk: The term "bunk" is ambiguous, but it generally refers to being absent from a place 
where one is expected to be (like skipping school or work). The described scenario of sitting 
quietly with moving eyes does not align with the typical understanding of "bunk." 
E. Think: While thinking can occur in a quiet setting with a focused mind, it does not 
specifically involve the active eye movement mentioned in the scenario. Thinking is a broader, 
more internal process and doesn't necessarily manifest in visible eye movements as reading does. 
Therefore, given the specific detail of eye movement in a quiet setting, "reading" aligns most 
closely with the described behavior, leading to its selection over the other options. 

why-choose why-not-choose

Since the person is described as sitting quietly 
and their eyes are moving, it is likely that they 
are engaged in a visual activity.  
Based on the keyword ”glasses for people with poor 
eyesight”, option ”A. reading” is the most likely 
answer, as reading is a common visual activity that 
requires focusing one’s eyes on a page and is often 
aided by glasses for people with poor eyesight.

GPT-3.5

The other options, such as ”B. meditate” or ”C. fall asleep”, involve closing one’s eyes or 
having a still mind, so it is unlikely that the person is doing either of those activities if 
their eyes are moving.  
Similarly, ”D. bunk” and ”E. think” do not seem to be related to the visual activity of having 
one’s eyes move while sitting quietly.

Figure 4: The why-choose and why-not-choose explanations generated by Llama-2-70B, GPT-4 and GPT-3.5. The
semantic meanings remain consistently aligned among the explanations generated by the three models.

Figure 5: Heatmap of Similarity Scores for Llama-
2, GPT-4, and GPT-3.5: Their generated explanations
show high consistency in terms of semantic meaning.

Similarity Score: 0.85/1 - High similarity in core1083

reasoning and conclusion.1084

<Llama-2> vs. <GPT-3.5>:1085

Similarity: Both identify the person as engaged1086

in reading, noting quiet sitting and glasses use.1087

Similarity Score: 0.75/1 - Similar in conclusion1088

and main points, but <GPT-3.5> provides more1089

concise content.1090

<GPT-4> vs. <GPT-3.5>:1091

Similarity: Agreement in the conclusion of1092

“reading”, common elements include quiet posture,1093

eye movement, and glasses use.1094

Similarity Score: 0.80/1 - Similar key conclu- 1095

sions and elements, but <GPT-4> includes more 1096

detail. 1097

We illustrate the similarity scores in Figure 5. 1098

The color intensities represent the degree of simi- 1099

larity, with darker tones indicating higher congru- 1100

ence. It shows their generated explanations align 1101

in semantic meaning. 1102

Despite variations in style and detail, the funda- 1103

mental meanings are consistent across all genera- 1104

tors. This consistency highlights the effectiveness 1105

of our approach in preserving the accuracy of the 1106

explanations. 1107

G Details of Automated Evaluation 1108

In this section, we describe the process of using 1109

automated evaluators to evaluate the quality of our 1110

explanations. We start by randomly selecting an 1111

example to demonstrate the evaluation procedure. 1112

The evaluators provide their scores and reasons for 1113

their ratings. This allows us to verify the validity of 1114

their assessments and better understand the basis 1115

of their evaluations. We use GPT-3.5-turbo and 1116

GPT-4 as our automated evaluators. 1117

Question: What might happen when not being 1118

careful setting a cup on a table? 1119

A. picks up 1120

B. noise 1121

C. decorating the table 1122
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D. spillage1123

E. clutter1124

LM predicted answer: D. spillage1125

Ranked Reason-elements: 1. cold day, 2. care-1126

less, 3. past can, 4. quite possible, 5. written1127

document.1128

Why-choose explanation: Since the person is1129

being careless and it’s quite possible that they’ve1130

spilled things in the past, the model predicts that1131

there is a high likelihood of spillage when not being1132

careful setting a cup on a table.1133

Why-not-choose explanation: The other poten-1134

tial choices, such as picks up, decorating the table,1135

and clutter, were not predicted because those words1136

were not mentioned as significant reasons by the1137

model. Additionally, there was no indication in the1138

reason-words to suggest that those actions would1139

occur as a result of not being careful when setting1140

a cup on a table. The word noise was also not1141

predicted because it does not directly relate to the1142

action of setting a cup on a table, nor were any1143

reason-words related to it.1144

Prompt: Suppose you are an AI expert. We now1145

require your assistance in evaluating the content1146

validity of explanations that why a language model1147

made certain decisions. Please adhere to our grad-1148

ing rubric, using “1” to represent “Disagree”, “2”1149

for “Neutral”, and “3” for “Agree”. Your grading1150

should be based on the following 8 questions:1151

1. This is a good explanation;1152

2. I understand this explanation of how the AI1153

model works;1154

3. I trust this explanation of how the AI model1155

works;1156

4. This explanation of how the AI model works1157

is satisfying;1158

5. This explanation of how the AI model works1159

provides sufficient detail;1160

6. This explanation of how the AI model works1161

contains irrelevant details;1162

7. This explanation of how the AI model works1163

seems complete;1164

8. This explanation of how the AI model works1165

is accurate.1166

Evaluation results:1167

GPT-3.5-turbo:1168

1. This is a good explanation: 3 (Agree)1169

2. I understand this explanation of how the AI1170

model works: 3 (Agree)1171

3. I trust this explanation of how the AI model1172

works: 3 (Agree)1173

4. This explanation of how the AI model works 1174

is satisfying: 3 (Agree) 1175

5. This explanation of how the AI model works 1176

has sufficient detail: 3 (Agree) 1177

6. This explanation of how the AI model works 1178

contains irrelevant details: 2 (Neutral) 1179

7. This explanation of how the AI model works 1180

seems complete: 3 (Agree) 1181

8. This explanation of how the AI model works 1182

is accurate: 3 (Agree) 1183

Reason: The explanation provided is clear and 1184

understandable, providing a valid reasoning for 1185

why the predicted answer is “spillage”. The men- 1186

tion of being careless and the likelihood of spillage 1187

based on past experiences supports the prediction 1188

that not being careful when setting a cup on a ta- 1189

ble could result in spillage. However, some of the 1190

reason-elements, such as cold day, quite possible, 1191

and written document, do not seem directly relevant 1192

to the context and do not contribute significantly 1193

to the explanation, resulting in a neutral rating for 1194

question 6. Nonetheless, the overall explanation is 1195

satisfactory and accurate given the available infor- 1196

mation. 1197

GPT-4: 1198

1. This is a good explanation: 3 (Agree) 1199

2. I understand this explanation of how the AI 1200

model works: 3 (Agree) 1201

3. I trust this explanation of how the AI model 1202

works: 3 (Agree) 1203

4. This explanation of how the AI model works 1204

is satisfying: 3 (Agree) 1205

5. This explanation of how the AI model works 1206

has sufficient detail: 3 (Agree) 1207

6. This explanation of how the AI model works 1208

contains irrelevant details: 2 (Neutral) 1209

7. This explanation of how the AI model works 1210

seems complete: 3 (Agree) 1211

8. This explanation of how the AI model works 1212

is accurate: 3 (Agree) 1213

Reason: While the reason-elements (“cold day”, 1214

“careless”, “past can”, “quite possible”, “written 1215

document”) don’t seem to have a clear relation to 1216

the specific context of the question, the explanation 1217

itself is still understandable, providing clear reason- 1218

ing for why the model chose “spillage” as the most 1219

likely outcome and why the other options were less 1220

likely. The explanation is detailed, complete, and 1221

aligns with common sense and real-world expecta- 1222

tions about what might happen when someone is 1223

not careful while setting a cup on a table. 1224
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